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        “Breaking the 3/4 Barrier for Approximate Maximin Share,” 2023. [Online]. Available: https://arxiv.org/abs/2307.07304.
    
moreAbstract
We study the fundamental problem of fairly allocating a set of indivisible
goods among $n$ agents with additive valuations using the desirable fairness
notion of maximin share (MMS). MMS is the most popular share-based notion, in
which an agent finds an allocation fair to her if she receives goods worth at
least her MMS value. An allocation is called MMS if all agents receive at least
their MMS value. Since MMS allocations need not exist when $n>2$, a series of
works showed the existence of approximate MMS allocations with the current best
factor of $\frac34 + O(\frac{1}{n})$. However, a simple example in [DFL82,
BEF21, AGST23] showed the limitations of existing approaches and proved that
they cannot improve this factor to $3/4 + \Omega(1)$. In this paper, we bypass
these barriers to show the existence of $(\frac{3}{4} + \frac{3}{3836})$-MMS
allocations by developing new reduction rules and analysis techniques.
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moreAbstract
We consider fair division of a set of indivisible goods among $n$ agents with
additive valuations using the fairness notion of maximin share (MMS). MMS is
the most popular share-based notion, in which an agent finds an allocation fair
to her if she receives goods worth at least her ($1$-out-of-$n$) MMS value. An
allocation is called MMS if all agents receive their MMS values. However, since
MMS allocations do not always exist, the focus shifted to investigating its
ordinal and multiplicative approximations.
  In the ordinal approximation, the goal is to show the existence of
$1$-out-of-$d$ MMS allocations (for the smallest possible $d>n$). A series of
works led to the state-of-the-art factor of $d=\lfloor3n/2\rfloor$ [Hosseini et
al.'21]. We show that $1$-out-of-$4\lceil n/3\rceil$ MMS allocations always
exist, thereby improving the state-of-the-art of ordinal approximation.
  In the multiplicative approximation, the goal is to show the existence of
$\alpha$-MMS allocations (for the largest possible $\alpha < 1$), which
guarantees each agent at least $\alpha$ times her MMS value. We introduce a
general framework of "approximate MMS with agent priority ranking". An
allocation is said to be $T$-MMS, for a non-increasing sequence $T = (\tau_1,
\ldots, \tau_n)$ of numbers, if the agent at rank $i$ in the order gets a
bundle of value at least $\tau_i$ times her MMS value. This framework captures
both ordinal approximation and multiplicative approximation as special cases.
We show the existence of $T$-MMS allocations where $\tau_i \ge \max(\frac{3}{4}
+ \frac{1}{12n}, \frac{2n}{2n+i-1})$ for all $i$. Furthermore, we can get
allocations that are $(\frac{3}{4} + \frac{1}{12n})$-MMS ex-post and $(0.8253 +
\frac{1}{36n})$-MMS ex-ante. We also prove that our algorithm does not give
better than $(0.8631 + \frac{1}{2n})$-MMS ex-ante.
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moreAbstract
This paper presents parallel and distributed algorithms for single-source
shortest paths when edges can have negative weights (negative-weight SSSP). We
show a framework that reduces negative-weight SSSP in either setting to
$n^{o(1)}$ calls to any SSSP algorithm that works with a virtual source. More
specifically, for a graph with $m$ edges, $n$ vertices, undirected hop-diameter
$D$, and polynomially bounded integer edge weights, we show randomized
algorithms for negative-weight SSSP with (i) $W_{SSSP}(m,n)n^{o(1)}$ work and
$S_{SSSP}(m,n)n^{o(1)}$ span, given access to an SSSP algorithm with
$W_{SSSP}(m,n)$ work and $S_{SSSP}(m,n)$ span in the parallel model, (ii)
$T_{SSSP}(n,D)n^{o(1)}$, given access to an SSSP algorithm that takes
$T_{SSSP}(n,D)$ rounds in $\mathsf{CONGEST}$. This work builds off the recent
result of [Bernstein, Nanongkai, Wulff-Nilsen, FOCS'22], which gives a
near-linear time algorithm for negative-weight SSSP in the sequential setting.
  Using current state-of-the-art SSSP algorithms yields randomized algorithms
for negative-weight SSSP with (i) $m^{1+o(1)}$ work and $n^{1/2+o(1)}$ span in
the parallel model, (ii) $(n^{2/5}D^{2/5} + \sqrt{n} + D)n^{o(1)}$ rounds in
$\mathsf{CONGEST}$.
  Our main technical contribution is an efficient reduction for computing a
low-diameter decomposition (LDD) of directed graphs to computations of SSSP
with a virtual source. Efficiently computing an LDD has heretofore only been
known for undirected graphs in both the parallel and distributed models. The
LDD is a crucial step of the algorithm in [Bernstein, Nanongkai, Wulff-Nilsen,
FOCS'22], and we think that its applications to other problems in parallel and
distributed models are far from being exhausted.
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moreAbstract
We present a randomized algorithm that computes single-source shortest paths
(SSSP) in $O(m\log^8(n)\log W)$ time when edge weights are integral and can be
negative. This essentially resolves the classic negative-weight SSSP problem.
The previous bounds are $\tilde O((m+n^{1.5})\log W)$ [BLNPSSSW FOCS'20] and
$m^{4/3+o(1)}\log W$ [AMV FOCS'20]. Near-linear time algorithms were known
previously only for the special case of planar directed graphs [Fakcharoenphol
and Rao FOCS'01].
  In contrast to all recent developments that rely on sophisticated continuous
optimization methods and dynamic algorithms, our algorithm is simple: it
requires only a simple graph decomposition and elementary combinatorial tools.
In fact, ours is the first combinatorial algorithm for negative-weight SSSP to
break through the classic $\tilde O(m\sqrt{n}\log W)$ bound from over three
decades ago [Gabow and Tarjan SICOMP'89].
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moreAbstract
We show a fully dynamic algorithm for maintaining $(1+\epsilon)$-approximate
\emph{size} of maximum matching of the graph with $n$ vertices and $m$ edges
using $m^{0.5-\Omega_{\epsilon}(1)}$ update time. This is the first polynomial
improvement over the long-standing $O(n)$ update time, which can be trivially
obtained by periodic recomputation. Thus, we resolve the value version of a
major open question of the dynamic graph algorithms literature (see, e.g.,
[Gupta and Peng FOCS'13], [Bernstein and Stein SODA'16],[Behnezhad and Khanna
SODA'22]).
  Our key technical component is the first sublinear algorithm for $(1,\epsilon
n)$-approximate maximum matching with sublinear running time on dense graphs.
All previous algorithms suffered a multiplicative approximation factor of at
least $1.499$ or assumed that the graph has a very small maximum degree.
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moreAbstract
In the dynamic approximate maximum bipartite matching problem we are given
bipartite graph $G$ undergoing updates and our goal is to maintain a matching
of $G$ which is large compared the maximum matching size $\mu(G)$. We define a
dynamic matching algorithm to be $\alpha$ (respectively $(\alpha,
\beta)$)-approximate if it maintains matching $M$ such that at all times $|M |
\geq \mu(G) \cdot \alpha$ (respectively $|M| \geq \mu(G) \cdot \alpha -
\beta$).
  We present the first deterministic $(1-\epsilon )$-approximate dynamic
matching algorithm with $O(poly(\epsilon ^{-1}))$ amortized update time for
graphs undergoing edge insertions. Previous solutions either required
super-constant [Gupta FSTTCS'14, Bhattacharya-Kiss-Saranurak SODA'23] or
exponential in $1/\epsilon $
[Grandoni-Leonardi-Sankowski-Schwiegelshohn-Solomon SODA'19] update time. Our
implementation is arguably simpler than the mentioned algorithms and its
description is self contained. Moreover, we show that if we allow for additive
$(1, \epsilon \cdot n)$-approximation our algorithm seamlessly extends to also
handle vertex deletions, on top of edge insertions. This makes our algorithm
one of the few small update time algorithms for $(1-\epsilon )$-approximate
dynamic matching allowing for updates both increasing and decreasing the
maximum matching size of $G$ in a fully dynamic manner.
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Bridging geometry and topology, curvature is a powerful and expressive invariant. While the utility of curvature has been theoretically and empirically confirmed in the context of manifolds and graphs, its generalization to the emerging domain of hypergraphs has remained largely unexplored. On graphs, Ollivier-Ricci curvature measures differences between random walks via Wasserstein distances, thus grounding a geometric concept in ideas from probability and optimal transport. We develop ORCHID, a flexible framework generalizing Ollivier-Ricci curvature to hypergraphs, and prove that the resulting curvatures have favorable theoretical properties. Through extensive experiments on synthetic and real-world hypergraphs from different domains, we demonstrate that ORCHID curvatures are both scalable and useful to perform a variety of hypergraph tasks in practice.
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moreAbstract
We study the parameterized complexity of #IndSub($\Phi$), where given a graph
$G$ and an integer $k$, the task is to count the number of induced subgraphs on
$k$ vertices that satisfy the graph property $\Phi$. Focke and Roth [STOC 2022]
completely characterized the complexity for each $\Phi$ that is a hereditary
property (that is, closed under vertex deletions): #IndSub($\Phi$) is
#W[1]-hard except in the degenerate cases when every graph satisfies $\Phi$ or
only finitely many graphs satisfy $\Phi$. We complement this result with a
classification for each $\Phi$ that is edge monotone (that is, closed under
edge deletions): #IndSub($\Phi$) is #W[1]-hard except in the degenerate case
when there are only finitely many integers $k$ such that $\Phi$ is nontrivial
on $k$-vertex graphs. Our result generalizes earlier results for specific
properties $\Phi$ that are related to the connectivity or density of the graph.
  Further, we extend the #W[1]-hardness result by a lower bound which shows
that #IndSub($\Phi$) cannot be solved in time $f(k) \cdot |V(G)|^{o(\sqrt{\log
k/\log\log k})}$ for any function $f$, unless the Exponential-Time Hypothesis
(ETH) fails. For many natural properties, we obtain even a tight bound $f(k)
\cdot |V(G)|^{o(k)}$; for example, this is the case for every property $\Phi$
that is nontrivial on $k$-vertex graphs for each $k$ greater than some $k_0$.
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moreAbstract
The notion of Las Vegas algorithm was introduced by Babai (1979) and may be
defined in two ways:
  * In Babai's original definition, a randomized algorithm is called Las Vegas
if it has finitely bounded running time and certifiable random failure.
  * Alternatively, in a widely accepted definition today, Las Vegas algorithms
mean the zero-error randomized algorithms with random running time.
  The equivalence between the two definitions is straightforward. In
particular, by repeatedly running the algorithm until no failure encountered,
one can simulate the correct output of a successful running.
  We show that this can also be achieved for distributed local computation.
Specifically, we show that in the LOCAL model, any Las Vegas algorithm that
terminates in finite time with locally certifiable failures, can be converted
to a zero-error Las Vegas algorithm, at a polylogarithmic cost in the time
complexity, such that the resulting algorithm perfectly simulates the output of
the original algorithm on the same instance conditioned on that the algorithm
successfully returns without failure.



BibTeX
@online{Fu_2311.11679,
TITLE = {Perfect Simulation of Las Vegas Algorithms via Local Computation},
AUTHOR = {Fu, Xinyu and Jiang, Yonggang and Yin, Yitong},
LANGUAGE = {enq},
URL = {https://arxiv.org/abs/2311.11679},
EPRINT = {2311.11679},
EPRINTTYPE = {arXiv},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
ABSTRACT = {The notion of Las Vegas algorithm was introduced by Babai (1979) and may be<br>defined in two ways:<br> * In Babai's original definition, a randomized algorithm is called Las Vegas<br>if it has finitely bounded running time and certifiable random failure.<br> * Alternatively, in a widely accepted definition today, Las Vegas algorithms<br>mean the zero-error randomized algorithms with random running time.<br> The equivalence between the two definitions is straightforward. In<br>particular, by repeatedly running the algorithm until no failure encountered,<br>one can simulate the correct output of a successful running.<br> We show that this can also be achieved for distributed local computation.<br>Specifically, we show that in the LOCAL model, any Las Vegas algorithm that<br>terminates in finite time with locally certifiable failures, can be converted<br>to a zero-error Las Vegas algorithm, at a polylogarithmic cost in the time<br>complexity, such that the resulting algorithm perfectly simulates the output of<br>the original algorithm on the same instance conditioned on that the algorithm<br>successfully returns without failure.<br>},
}

Endnote
%0 Report
%A Fu, Xinyu
%A Jiang, Yonggang
%A Yin, Yitong
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Perfect Simulation of Las Vegas Algorithms via Local Computation : 
%G enq
%U http://hdl.handle.net/21.11116/0000-000F-147A-2
%U https://arxiv.org/abs/2311.11679
%D 2023
%X   The notion of Las Vegas algorithm was introduced by Babai (1979) and may be<br>defined in two ways:<br>  * In Babai's original definition, a randomized algorithm is called Las Vegas<br>if it has finitely bounded running time and certifiable random failure.<br>  * Alternatively, in a widely accepted definition today, Las Vegas algorithms<br>mean the zero-error randomized algorithms with random running time.<br>  The equivalence between the two definitions is straightforward. In<br>particular, by repeatedly running the algorithm until no failure encountered,<br>one can simulate the correct output of a successful running.<br>  We show that this can also be achieved for distributed local computation.<br>Specifically, we show that in the LOCAL model, any Las Vegas algorithm that<br>terminates in finite time with locally certifiable failures, can be converted<br>to a zero-error Las Vegas algorithm, at a polylogarithmic cost in the time<br>complexity, such that the resulting algorithm perfectly simulates the output of<br>the original algorithm on the same instance conditioned on that the algorithm<br>successfully returns without failure.<br>
%K Computer Science, Data Structures and Algorithms, cs.DS




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        44
    
                Article
            
D1


        E. Galby, D. Marx, P. Schepper, R. Sharma, and P. Tale
    

        “Domination and Cut Problems on Chordal Graphs with Bounded Leafage,” Algorithmica, 2023.
    
moreBibTeX
@article{Galby2023,
TITLE = {Domination and Cut Problems on Chordal Graphs with Bounded Leafage},
AUTHOR = {Galby, Esther and Marx, D{\'a}niel and Schepper, Philipp and Sharma, Roohani and Tale, Prafullkumar},
LANGUAGE = {eng},
ISSN = {0178-4617},
DOI = {10.1007/s00453-023-01196-y},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
JOURNAL = {Algorithmica},
}

Endnote
%0 Journal Article
%A Galby, Esther
%A Marx, D&#225;niel
%A Schepper, Philipp
%A Sharma, Roohani
%A Tale, Prafullkumar
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Domination and Cut Problems on Chordal Graphs with Bounded Leafage : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-596A-8
%R 10.1007/s00453-023-01196-y
%7 2023
%D 2023
%J Algorithmica
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX
	publisher version

	


        45
    
                Article
            
D1


        E. Galby, D. Marx, P. Schepper, R. Sharma, and P. Tale
    

        “Parameterized Complexity of Weighted Multicut in Trees,” Theoretical Computer Science, vol. 978, 2023.
    
moreBibTeX
@article{GalbyTCS23,
TITLE = {Parameterized Complexity of Weighted Multicut in Trees},
AUTHOR = {Galby, Esther and Marx, D{\'a}niel and Schepper, Philipp and Sharma, Roohani and Tale, Prafullkumar},
LANGUAGE = {eng},
ISSN = {0304-3975},
DOI = {10.1016/j.tcs.2023.114174},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
JOURNAL = {Theoretical Computer Science},
VOLUME = {978},
EID = {114174},
}

Endnote
%0 Journal Article
%A Galby, Esther
%A Marx, D&#225;niel
%A Schepper, Philipp
%A Sharma, Roohani
%A Tale, Prafullkumar
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Parameterized Complexity of Weighted Multicut in Trees : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000D-E9BE-7
%R 10.1016/j.tcs.2023.114174
%7 2023
%D 2023
%J Theoretical Computer Science
%V 978
%Z sequence number: 114174
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        46
    
                Article
            
D1


        E. Galby, L. Khazaliya, F. Mc Inerney, R. Sharma, and P. Tale
    

        “Metric Dimension Parameterized by Feedback Vertex Set and Other Structural Parameters,” SIAM Journal on Discrete Mathematics, vol. 37, no. 4, 2023.
    
moreBibTeX
@article{Galby_SIAMJDM23,
TITLE = {Metric Dimension Parameterized by Feedback Vertex Set and Other Structural Parameters},
AUTHOR = {Galby, Esther and Khazaliya, Liana and Mc Inerney, Fionn and Sharma, Roohani and Tale, Prafullkumar},
LANGUAGE = {eng},
ISSN = {0895-4801},
DOI = {10.1137/22M1510911},
PUBLISHER = {SIAM},
ADDRESS = {Philadelphia, Pa.},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
JOURNAL = {SIAM Journal on Discrete Mathematics},
VOLUME = {37},
NUMBER = {4},
PAGES = {2241--2264},
}

Endnote
%0 Journal Article
%A Galby, Esther
%A Khazaliya, Liana
%A Mc Inerney, Fionn
%A Sharma, Roohani
%A Tale, Prafullkumar
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Metric Dimension Parameterized by Feedback Vertex Set and Other Structural Parameters : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-0D2F-1
%R 10.1137/22M1510911
%7 2023
%D 2023
%J SIAM Journal on Discrete Mathematics
%V 37
%N 4
%& 2241
%P 2241 - 2264
%I SIAM
%C Philadelphia, Pa.
%@ false




	DOI
	PuRe
	BibTeX

	


        47
    
                Paper
            
D1


        Y. Gao, R. Kyng, and D. A. Spielman
    

        “Robust and Practical Solution of Laplacian Equations by Approximate Elimination,” 2023. [Online]. Available: https://arxiv.org/abs/2303.00709.
    
moreAbstract
We introduce a new algorithm and software for solving linear equations in
symmetric diagonally dominant matrices with non-positive off-diagonal entries
(SDDM matrices), including Laplacian matrices. We use pre-conditioned conjugate
gradient (PCG) to solve the system of linear equations. Our preconditioner is a
variant of the Approximate Cholesky factorization of Kyng and Sachdeva (FOCS
2016). Our factorization approach is simple: we eliminate matrix rows/columns
one at a time and update the remaining matrix using sampling to approximate the
outcome of complete Cholesky factorization. Unlike earlier approaches, our
sampling always maintains a connectivity in the remaining non-zero structure.
Our algorithm comes with a tuning parameter that upper bounds the number of
samples made per original entry. We implement our algorithm in Julia, providing
two versions, AC and AC2, that respectively use 1 and 2 samples per original
entry. We compare their single-threaded performance to that of current
state-of-the-art solvers Combinatorial Multigrid (CMG),
BoomerAMG-preconditioned Krylov solvers from HyPre and PETSc, Lean Algebraic
Multigrid (LAMG), and MATLAB's with Incomplete Cholesky Factorization (ICC).
Our evaluation uses a broad class of problems, including all large SDDM
matrices from the SuiteSparse collection and diverse programmatically generated
instances. Our experiments suggest that our algorithm attains a level of
robustness and reliability not seen before in SDDM solvers, while retaining
good performance across all instances. Our code and data are public, and we
provide a tutorial on how to replicate our tests. We hope that others will
adopt this suite of tests as a benchmark, which we refer to as SDDM2023. Our
solver code is available at: github.com/danspielman/Laplacians.jl/ Our
benchmarking data and tutorial are available at:
rjkyng.github.io/SDDM2023/
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moreAbstract
Dot-product attention mechanism plays a crucial role in modern deep
architectures (e.g., Transformer) for sequence modeling, however, na\"ive exact
computation of this model incurs quadratic time and memory complexities in
sequence length, hindering the training of long-sequence models. Critical
bottlenecks are due to the computation of partition functions in the
denominator of softmax function as well as the multiplication of the softmax
matrix with the matrix of values. Our key observation is that the former can be
reduced to a variant of the kernel density estimation (KDE) problem, and an
efficient KDE solver can be further utilized to accelerate the latter via
subsampling-based fast matrix products. Our proposed KDEformer can approximate
the attention in sub-quadratic time with provable spectral norm bounds, while
all prior results merely provide entry-wise error bounds. Empirically, we
verify that KDEformer outperforms other attention approximations in terms of
accuracy, memory, and runtime on various pre-trained models. On BigGAN image
generation, we achieve better generative scores than the exact computation with
over $4\times$ speedup. For ImageNet classification with T2T-ViT, KDEformer
shows over $18\times$ speedup while the accuracy drop is less than $0.5\%$.
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moreAbstract
The existence of EFX allocations is a fundamental open problem in discrete
fair division. Given a set of agents and indivisible goods, the goal is to
determine the existence of an allocation where no agent envies another
following the removal of any single good from the other agent's bundle. Since
the general problem has been illusive, progress is made on two fronts: $(i)$
proving existence when the number of agents is small, $(ii)$ proving existence
of relaxations of EFX. In this paper, we improve results on both fronts (and
simplify in one of the cases).
  We prove the existence of EFX allocations with three agents, restricting only
one agent to have an MMS-feasible valuation function (a strict generalization
of nice-cancelable valuation functions introduced by Berger et al. which
subsumes additive, budget-additive and unit demand valuation functions). The
other agents may have any monotone valuation functions. Our proof technique is
significantly simpler and shorter than the proof by Chaudhury et al. on
existence of EFX allocations when there are three agents with additive
valuation functions and therefore more accessible.
  Secondly, we consider relaxations of EFX allocations, namely, approximate-EFX
allocations and EFX allocations with few unallocated goods (charity). Chaudhury
et al. showed the existence of $(1-\epsilon)$-EFX allocation with
$O((n/\epsilon)^{\frac{4}{5}})$ charity by establishing a connection to a
problem in extremal combinatorics. We improve their result and prove the
existence of $(1-\epsilon)$-EFX allocations with $\tilde{O}((n/
\epsilon)^{\frac{1}{2}})$ charity. In fact, some of our techniques can be used
to prove improved upper-bounds on a problem in zero-sum combinatorics
introduced by Alon and Krivelevich.
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moreAbstract
We consider the problem of maximizing the Nash social welfare when allocating
a set $G$ of indivisible goods to a set $N$ of agents. We study instances, in
which all agents have 2-value additive valuations: The value of a good $g \in
G$ for an agent $i \in N$ is either $1$ or $s$, where $s$ is an odd multiple of
$\frac{1}{2}$ larger than one. We show that the problem is solvable in
polynomial time. Akrami et at. showed that this problem is solvable in
polynomial time if $s$ is integral and is NP-hard whenever $s = \frac{p}{q}$,
$p \in \mathbb{N}$ and $q\in \mathbb{N}$ are co-prime and $p > q \ge 3$. For
the latter situation, an approximation algorithm was also given. It obtains an
approximation ratio of at most $1.0345$. Moreover, the problem is APX-hard,
with a lower bound of $1.000015$ achieved at $\frac{p}{q} = \frac{5}{4}$. The
case $q = 2$ and odd $p$ was left open.
  In the case of integral $s$, the problem is separable in the sense that the
optimal allocation of the heavy goods (= value $s$ for some agent) is
independent of the number of light goods (= value $1$ for all agents). This
leads to an algorithm that first computes an optimal allocation of the heavy
goods and then adds the light goods greedily. This separation no longer holds
for $s = \frac{3}{2}$; a simple example is given in the introduction. Thus an
algorithm has to consider heavy and light goods together. This complicates
matters considerably. Our algorithm is based on a collection of improvement
rules that transfers any allocation into an optimal allocation and exploits a
connection to matchings with parity constraints.
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moreAbstract
We study the problem of fairly allocating a set of $m$ indivisible goods to a
set of $n$ agents. Envy-freeness up to any good (EFX) criteria -- which
requires that no agent prefers the bundle of another agent after removal of any
single good -- is known to be a remarkable analogous of envy-freeness when the
resource is a set of indivisible goods. In this paper, we investigate EFX
notion for the restricted additive valuations, that is, every good has some
non-negative value, and every agent is interested in only some of the goods.
  We introduce a natural relaxation of EFX called EFkX which requires that no
agent envies another agent after removal of any $k$ goods. Our main
contribution is an algorithm that finds a complete (i.e., no good is discarded)
EF2X allocation for the restricted additive valuations. In our algorithm we
devise new concepts, namely "configuration" and "envy-elimination" that might
be of independent interest.
  We also use our new tools to find an EFX allocation for restricted additive
valuations that discards at most $\lfloor n/2 \rfloor -1$ goods. This improves
the state of the art for the restricted additive valuations by a factor of $2$.
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moreAbstract
Given the rapid rise in energy demand by data centers and computing systems
in general, it is fundamental to incorporate energy considerations when
designing (scheduling) algorithms. Machine learning can be a useful approach in
practice by predicting the future load of the system based on, for example,
historical data. However, the effectiveness of such an approach highly depends
on the quality of the predictions and can be quite far from optimal when
predictions are sub-par. On the other hand, while providing a worst-case
guarantee, classical online algorithms can be pessimistic for large classes of
inputs arising in practice.
  This paper, in the spirit of the new area of machine learning augmented
algorithms, attempts to obtain the best of both worlds for the classical,
deadline based, online speed-scaling problem: Based on the introduction of a
novel prediction setup, we develop algorithms that (i) obtain provably low
energy-consumption in the presence of adequate predictions, and (ii) are robust
against inadequate predictions, and (iii) are smooth, i.e., their performance
gradually degrades as the prediction error increases.
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moreAbstract
We study sublinear time algorithms for estimating the size of maximum
matching. After a long line of research, the problem was finally settled by
Behnezhad [FOCS'22], in the regime where one is willing to pay an approximation
factor of $2$. Very recently, Behnezhad et al.[SODA'23] improved the
approximation factor to $(2-\frac{1}{2^{O(1/\gamma)}})$ using $n^{1+\gamma}$
time. This improvement over the factor $2$ is, however, minuscule and they
asked if even $1.99$-approximation is possible in $n^{2-\Omega(1)}$ time. We
give a strong affirmative answer to this open problem by showing
$(1.5+\epsilon)$-approximation algorithms that run in
$n^{2-\Theta(\epsilon^{2})}$ time. Our approach is conceptually simple and
diverges from all previous sublinear-time matching algorithms: we show a
sublinear time algorithm for computing a variant of the edge-degree constrained
subgraph (EDCS), a concept that has previously been exploited in dynamic
[Bernstein Stein ICALP'15, SODA'16], distributed [Assadi et al. SODA'19] and
streaming [Bernstein ICALP'20] settings, but never before in the sublinear
setting. Independent work: Behnezhad, Roghani and Rubinstein [BRR'23]
independently showed sublinear algorithms similar to our Theorem 1.2 in both
adjacency list and matrix models. Furthermore, in [BRR'23], they show
additional results on strictly better-than-1.5 approximate matching algorithms
in both upper and lower bound sides.
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moreAbstract
The circumference of a graph $G$ is the length of a longest cycle in $G$, or
$+\infty$ if $G$ has no cycle. Birmel\'e (2003) showed that the treewidth of a
graph $G$ is at most its circumference minus one. We strengthen this result for
$2$-connected graphs as follows: If $G$ is $2$-connected, then its treedepth is
at most its circumference. The bound is best possible and improves on an
earlier quadratic upper bound due to Marshall and Wood (2015).
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moreAbstract
We consider the approximate pattern matching problem under the edit distance.
Given a text $T$ of length $n$, a pattern $P$ of length $m$, and a threshold
$k$, the task is to find the starting positions of all substrings of $T$ that
can be transformed to $P$ with at most $k$ edits. More than 20 years ago, Cole
and Hariharan [SODA'98, J. Comput.'02] gave an $\mathcal{O}(n+k^4 \cdot n/
m)$-time algorithm for this classic problem, and this runtime has not been
improved since.
  Here, we present an algorithm that runs in time $\mathcal{O}(n+k^{3.5}
\sqrt{\log m \log k} \cdot n/m)$, thus breaking through this long-standing
barrier. In the case where $n^{1/4+\varepsilon} \leq k \leq
n^{2/5-\varepsilon}$ for some arbitrarily small positive constant
$\varepsilon$, our algorithm improves over the state-of-the-art by polynomial
factors: it is polynomially faster than both the algorithm of Cole and
Hariharan and the classic $\mathcal{O}(kn)$-time algorithm of Landau and
Vishkin [STOC'86, J. Algorithms'89].
  We observe that the bottleneck case of the alternative $\mathcal{O}(n+k^4
\cdot n/m)$-time algorithm of Charalampopoulos, Kociumaka, and Wellnitz
[FOCS'20] is when the text and the pattern are (almost) periodic. Our new
algorithm reduces this case to a new dynamic problem (Dynamic Puzzle Matching),
which we solve by building on tools developed by Tiskin [SODA'10,
Algorithmica'15] for the so-called seaweed monoid of permutation matrices. Our
algorithm relies only on a small set of primitive operations on strings and
thus also applies to the fully-compressed setting (where text and pattern are
given as straight-line programs) and to the dynamic setting (where we maintain
a collection of strings under creation, splitting, and concatenation),
improving over the state of the art.
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moreAbstract
We introduce Hyperbard, a dataset of diverse relational data representations
derived from Shakespeare's plays. Our representations range from simple graphs
capturing character co-occurrence in single scenes to hypergraphs encoding
complex communication settings and character contributions as hyperedges with
edge-specific node weights. By making multiple intuitive representations
readily available for experimentation, we facilitate rigorous representation
robustness checks in graph learning, graph mining, and network analysis,
highlighting the advantages and drawbacks of specific representations.
Leveraging the data released in Hyperbard, we demonstrate that many solutions
to popular graph mining problems are highly dependent on the representation
choice, thus calling current graph curation practices into question. As an
homage to our data source, and asserting that science can also be art, we
present all our points in the form of a play.
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moreAbstract
We introduce seven foundational principles for creating a culture of
constructive criticism in computational legal studies. Beginning by challenging
the current perception of papers as the primary scholarly output, we call for a
more comprehensive interpretation of publications. We then suggest to make
these publications computationally reproducible, releasing all of the data and
all of the code all of the time, on time, and in the most functioning form
possible. Subsequently, we invite constructive criticism in all phases of the
publication life cycle. We posit that our proposals will help form our field,
and float the idea of marking this maturity by the creation of a modern
flagship publication outlet for computational legal studies.
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moreAbstract
How does neural connectivity in autistic children differ from neural
connectivity in healthy children or autistic youths? What patterns in global
trade networks are shared across classes of goods, and how do these patterns
change over time? Answering questions like these requires us to differentially
describe groups of graphs: Given a set of graphs and a partition of these
graphs into groups, discover what graphs in one group have in common, how they
systematically differ from graphs in other groups, and how multiple groups of
graphs are related. We refer to this task as graph group analysis, which seeks
to describe similarities and differences between graph groups by means of
statistically significant subgraphs. To perform graph group analysis, we
introduce Gragra, which uses maximum entropy modeling to identify a
non-redundant set of subgraphs with statistically significant associations to
one or more graph groups. Through an extensive set of experiments on a wide
range of synthetic and real-world graph groups, we confirm that Gragra works
well in practice.
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moreAbstract
In the Maximum Weight Independent Set of Rectangles problem (MWISR) we are
given a weighted set of $n$ axis-parallel rectangles in the plane. The task is
to find a subset of pairwise non-overlapping rectangles with the maximum
possible total weight. This problem is NP-hard and the best-known
polynomial-time approximation algorithm, due to by Chalermsook and Walczak
(SODA 2021), achieves approximation factor $O(\log\log n )$. While in the
unweighted setting, constant factor approximation algorithms are known, due to
Mitchell (FOCS 2021) and to G\'alvez et al. (SODA 2022), it remains open to
extend these techniques to the weighted setting.
  In this paper, we consider MWISR through the lens of parameterized
approximation. Grandoni et al. (ESA 2019) gave a $(1-\epsilon)$-approximation
algorithm with running time $k^{O(k/\epsilon^8)} n^{O(1/\epsilon^8)}$ time,
where $k$ is the number of rectangles in an optimum solution. Unfortunately,
their algorithm works only in the unweighted setting and they left it as an
open problem to give a parameterized approximation scheme in the weighted
setting.
  Our contribution is a partial answer to the open question of Grandoni et al.
(ESA 2019). We give a parameterized approximation algorithm for MWISR that
given a parameter $k$, finds a set of non-overlapping rectangles of weight at
least $(1-\epsilon) \text{opt}_k$ in $2^{O(k \log(k/\epsilon))}
n^{O(1/\epsilon)}$ time, where $\text{opt}_k$ is the maximum weight of a
solution of cardinality at most $k$. Note that thus, our algorithm may return a
solution consisting of more than $k$ rectangles. To complement this apparent
weakness, we also propose a parameterized approximation scheme with running
time $2^{O(k^2 \log(k/\epsilon))} n^{O(1)}$ that finds a solution with
cardinality at most $k$ and total weight at least $(1-\epsilon)\text{opt}_k$
for the special case of axis-parallel segments.
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moreAbstract
We generalize the monotone local search approach of Fomin, Gaspers,
Lokshtanov and Saurabh [J.ACM 2019], by establishing a connection between
parameterized approximation and exponential-time approximation algorithms for
monotone subset minimization problems. In a monotone subset minimization
problem the input implicitly describes a non-empty set family over a universe
of size $n$ which is closed under taking supersets. The task is to find a
minimum cardinality set in this family. Broadly speaking, we use approximate
monotone local search to show that a parameterized $\alpha$-approximation
algorithm that runs in $c^k \cdot n^{O(1)}$ time, where $k$ is the solution
size, can be used to derive an $\alpha$-approximation randomized algorithm that
runs in $d^n \cdot n^{O(1)}$ time, where $d$ is the unique value in $d \in
(1,1+\frac{c-1}{\alpha})$ such that
$\mathcal{D}(\frac{1}{\alpha}\|\frac{d-1}{c-1})=\frac{\ln c}{\alpha}$ and
$\mathcal{D}(a \|b)$ is the Kullback-Leibler divergence. This running time
matches that of Fomin et al. for $\alpha=1$, and is strictly better when
$\alpha >1$, for any $c > 1$. Furthermore, we also show that this result can be
derandomized at the expense of a sub-exponential multiplicative factor in the
running time.
  We demonstrate the potential of approximate monotone local search by deriving
new and faster exponential approximation algorithms for Vertex Cover,
$3$-Hitting Set, Directed Feedback Vertex Set, Directed Subset Feedback Vertex
Set, Directed Odd Cycle Transversal and Undirected Multicut. For instance, we
get a $1.1$-approximation algorithm for Vertex Cover with running time $1.114^n
\cdot n^{O(1)}$, improving upon the previously best known $1.1$-approximation
running in time $1.127^n \cdot n^{O(1)}$ by Bourgeois et al. [DAM 2011].
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moreAbstract
The Edge Multicut problem is a classical cut problem where given an
undirected graph $G$, a set of pairs of vertices $\mathcal{P}$, and a budget
$k$, the goal is to determine if there is a set $S$ of at most $k$ edges such
that for each $(s,t) \in \mathcal{P}$, $G-S$ has no path from $s$ to $t$. Edge
Multicut has been relatively recently shown to be fixed-parameter tractable
(FPT), parameterized by $k$, by Marx and Razgon [SICOMP 2014], and
independently by Bousquet et al. [SICOMP 2018]. In the weighted version of the
problem, called Weighted Edge Multicut one is additionally given a weight
function $\mathtt{wt} : E(G) \to \mathbb{N}$ and a weight bound $w$, and the
goal is to determine if there is a solution of size at most $k$ and weight at
most $w$. Both the FPT algorithms for Edge Multicut by Marx et al. and Bousquet
et al. fail to generalize to the weighted setting. In fact, the weighted
problem is non-trivial even on trees and determining whether Weighted Edge
Multicut on trees is FPT was explicitly posed as an open problem by Bousquet et
al. [STACS 2009]. In this article, we answer this question positively by
designing an algorithm which uses a very recent result by Kim et al. [STOC
2022] about directed flow augmentation as subroutine.
  We also study a variant of this problem where there is no bound on the size
of the solution, but the parameter is a structural property of the input, for
example, the number of leaves of the tree. We strengthen our results by stating
them for the more general vertex deletion version.
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moreAbstract
The leafage of a chordal graph G is the minimum integer l such that G can be
realized as an intersection graph of subtrees of a tree with l leaves. We
consider structural parameterization by the leafage of classical domination and
cut problems on chordal graphs. Fomin, Golovach, and Raymond [ESA 2018,
Algorithmica 2020] proved, among other things, that Dominating Set on chordal
graphs admits an algorithm running in time $2^{O(l^2)} n^{O(1)}$. We present a
conceptually much simpler algorithm that runs in time $2^{O(l)} n^{O(1)}$. We
extend our approach to obtain similar results for Connected Dominating Set and
Steiner Tree. We then consider the two classical cut problems MultiCut with
Undeletable Terminals and Multiway Cut with Undeletable Terminals. We prove
that the former is W[1]-hard when parameterized by the leafage and complement
this result by presenting a simple $n^{O(l)}$-time algorithm. To our surprise,
we find that Multiway Cut with Undeletable Terminals on chordal graphs can be
solved, in contrast, in $n^{O(1)}$-time.
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moreAbstract
For a graph $G$, a subset $S \subseteq V(G)$ is called a \emph{resolving set}
if for any two vertices $u,v \in V(G)$, there exists a vertex $w \in S$ such
that $d(w,u) \neq d(w,v)$. The {\sc Metric Dimension} problem takes as input a
graph $G$ and a positive integer $k$, and asks whether there exists a resolving
set of size at most $k$. This problem was introduced in the 1970s and is known
to be NP-hard~[GT~61 in Garey and Johnson's book]. In the realm of
parameterized complexity, Hartung and Nichterlein~[CCC~2013] proved that the
problem is W[2]-hard when parameterized by the natural parameter $k$. They also
observed that it is FPT when parameterized by the vertex cover number and asked
about its complexity under \emph{smaller} parameters, in particular the
feedback vertex set number. We answer this question by proving that {\sc Metric
Dimension} is W[1]-hard when parameterized by the feedback vertex set number.
This also improves the result of Bonnet and Purohit~[IPEC 2019] which states
that the problem is W[1]-hard parameterized by the treewidth. Regarding the
parameterization by the vertex cover number, we prove that {\sc Metric
Dimension} does not admit a polynomial kernel under this parameterization
unless $NP\subseteq coNP/poly$. We observe that a similar result holds when the
parameter is the distance to clique. On the positive side, we show that {\sc
Metric Dimension} is FPT when parameterized by either the distance to cluster
or the distance to co-cluster, both of which are smaller parameters than the
vertex cover number.
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moreAbstract
In the Directed Steiner Network problem, the input is a directed graph G, a
subset T of k vertices of G called the terminals, and a demand graph D on T.
The task is to find a subgraph H of G with the minimum number of edges such
that for every edge (s,t) in D, the solution H contains a directed s to t path.
In this paper we investigate how the complexity of the problem depends on the
demand pattern when G is planar. Formally, if \mathcal{D} is a class of
directed graphs closed under identification of vertices, then the
\mathcal{D}-Steiner Network (\mathcal{D}-SN) problem is the special case where
the demand graph D is restricted to be from \mathcal{D}. For general graphs,
Feldmann and Marx [ICALP 2016] characterized those families of demand graphs
where the problem is fixed-parameter tractable (FPT) parameterized by the
number k of terminals. They showed that if \mathcal{D} is a superset of one of
the five hard families, then \mathcal{D}-SN is W[1]-hard parameterized by k,
otherwise it can be solved in time f(k)n^{O(1)}.
  For planar graphs an interesting question is whether the W[1]-hard cases can
be solved by subexponential parameterized algorithms. Chitnis et al. [SICOMP
2020] showed that, assuming the ETH, there is no f(k)n^{o(k)} time algorithm
for the general \mathcal{D}-SN problem on planar graphs, but the special case
called Strongly Connected Steiner Subgraph can be solved in time f(k)
n^{O(\sqrt{k})} on planar graphs. We present a far-reaching generalization and
unification of these two results: we give a complete characterization of the
behavior of every $\mathcal{D}$-SN problem on planar graphs. We show that
assuming ETH, either the problem is (1) solvable in time 2^{O(k)}n^{O(1)}, and
not in time 2^{o(k)}n^{O(1)}, or (2) solvable in time f(k)n^{O(\sqrt{k})}, but
not in time f(k)n^{o(\sqrt{k})}, or (3) solvable in time f(k)n^{O(k)}, but not
in time f(k)n^{o({k})}.
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moreAbstract
Physarum Polycephalum is a Slime mold that can solve the shortest path
problem. A mathematical model based on the Physarum's behavior, known as the
Physarum Directed Dynamics, can solve positive linear programs. In this paper,
we will propose a Physarum based dynamic based on the previous work and
introduce a new way to solve positive Semi-Definite Programming (SDP) problems,
which are more general than positive linear programs. Empirical results suggest
that this extension of the dynamic can solve the positive SDP showing that the
nature-inspired algorithm can solve one of the hardest problems in the
polynomial domain. In this work, we will formulate an accurate algorithm to
solve positive and some non-negative SDPs and formally prove some key
characteristics of this solver thus inspiring future work to try and refine
this method.
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moreAbstract
We study the online Traveling Salesman Problem (TSP) on the line augmented
with machine-learned predictions. In the classical problem, there is a stream
of requests released over time along the real line. The goal is to minimize the
makespan of the algorithm. We distinguish between the open variant and the
closed one, in which we additionally require the algorithm to return to the
origin after serving all requests. The state of the art is a $1.64$-competitive
algorithm and a $2.04$-competitive algorithm for the closed and open variants,
respectively \cite{Bjelde:1.64}. In both cases, a tight lower bound is known
\cite{Ausiello:1.75, Bjelde:1.64}.
  In both variants, our primary prediction model involves predicted positions
of the requests. We introduce algorithms that (i) obtain a tight 1.5
competitive ratio for the closed variant and a 1.66 competitive ratio for the
open variant in the case of perfect predictions, (ii) are robust against
unbounded prediction error, and (iii) are smooth, i.e., their performance
degrades gracefully as the prediction error increases.
  Moreover, we further investigate the learning-augmented setting in the open
variant by additionally considering a prediction for the last request served by
the optimal offline algorithm. Our algorithm for this enhanced setting obtains
a 1.33 competitive ratio with perfect predictions while also being smooth and
robust, beating the lower bound of 1.44 we show for our original prediction
setting for the open variant. Also, we provide a lower bound of 1.25 for this
enhanced setting.
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%X   We study the online Traveling Salesman Problem (TSP) on the line augmented<br>with machine-learned predictions. In the classical problem, there is a stream<br>of requests released over time along the real line. The goal is to minimize the<br>makespan of the algorithm. We distinguish between the open variant and the<br>closed one, in which we additionally require the algorithm to return to the<br>origin after serving all requests. The state of the art is a $1.64$-competitive<br>algorithm and a $2.04$-competitive algorithm for the closed and open variants,<br>respectively \cite{Bjelde:1.64}. In both cases, a tight lower bound is known<br>\cite{Ausiello:1.75, Bjelde:1.64}.<br>  In both variants, our primary prediction model involves predicted positions<br>of the requests. We introduce algorithms that (i) obtain a tight 1.5<br>competitive ratio for the closed variant and a 1.66 competitive ratio for the<br>open variant in the case of perfect predictions, (ii) are robust against<br>unbounded prediction error, and (iii) are smooth, i.e., their performance<br>degrades gracefully as the prediction error increases.<br>  Moreover, we further investigate the learning-augmented setting in the open<br>variant by additionally considering a prediction for the last request served by<br>the optimal offline algorithm. Our algorithm for this enhanced setting obtains<br>a 1.33 competitive ratio with perfect predictions while also being smooth and<br>robust, beating the lower bound of 1.44 we show for our original prediction<br>setting for the open variant. Also, we provide a lower bound of 1.25 for this<br>enhanced setting.<br>
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moreAbstract
A mixed graph has a set of vertices, a set of undirected egdes, and a set of
directed arcs. A proper coloring of a mixed graph $G$ is a function $c$ that
assigns to each vertex in $G$ a positive integer such that, for each edge $uv$
in $G$, $c(u) \ne c(v)$ and, for each arc $uv$ in $G$, $c(u) < c(v)$. For a
mixed graph $G$, the chromatic number $\chi(G)$ is the smallest number of
colors in any proper coloring of $G$. A directional interval graph is a mixed
graph whose vertices correspond to intervals on the real line. Such a graph has
an edge between every two intervals where one is contained in the other and an
arc between every two overlapping intervals, directed towards the interval that
starts and ends to the right.
  Coloring such graphs has applications in routing edges in layered orthogonal
graph drawing according to the Sugiyama framework; the colors correspond to the
tracks for routing the edges. We show how to recognize directional interval
graphs, and how to compute their chromatic number efficiently. On the other
hand, for mixed interval graphs, i.e., graphs where two intersecting intervals
can be connected by an edge or by an arc in either direction arbitrarily, we
prove that computing the chromatic number is NP-hard.
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moreAbstract
We show fixed-parameter tractability of the Directed Multicut problem with
three terminal pairs (with a randomized algorithm). This problem, given a
directed graph $G$, pairs of vertices (called terminals) $(s_1,t_1)$,
$(s_2,t_2)$, and $(s_3,t_3)$, and an integer $k$, asks to find a set of at most
$k$ non-terminal vertices in $G$ that intersect all $s_1t_1$-paths, all
$s_2t_2$-paths, and all $s_3t_3$-paths. The parameterized complexity of this
case has been open since Chitnis, Cygan, Hajiaghayi, and Marx proved
fixed-parameter tractability of the 2-terminal-pairs case at SODA 2012, and
Pilipczuk and Wahlstr\"{o}m proved the W[1]-hardness of the 4-terminal-pairs
case at SODA 2016.
  On the technical side, we use two recent developments in parameterized
algorithms. Using the technique of directed flow-augmentation [Kim, Kratsch,
Pilipczuk, Wahlstr\"{o}m, STOC 2022] we cast the problem as a CSP problem with
few variables and constraints over a large ordered domain.We observe that this
problem can be in turn encoded as an FO model-checking task over a structure
consisting of a few 0-1 matrices. We look at this problem through the lenses of
twin-width, a recently introduced structural parameter [Bonnet, Kim,
Thomass\'{e}, Watrigant, FOCS 2020]: By a recent characterization [Bonnet,
Giocanti, Ossona de Mendes, Simon, Thomass\'{e}, Toru\'{n}czyk, STOC 2022] the
said FO model-checking task can be done in FPT time if the said matrices have
bounded grid rank. To complete the proof, we show an irrelevant vertex rule: If
any of the matrices in the said encoding has a large grid minor, a vertex
corresponding to the ``middle'' box in the grid minor can be proclaimed
irrelevant -- not contained in the sought solution -- and thus reduced.
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moreAbstract
We show that the $b$-Coloring problem is complete for the class XNLP when
parameterized by the pathwidth of the input graph. Besides determining the
precise parameterized complexity of this problem, this implies that b-Coloring
parameterized by pathwidth is $W[t]$-hard for all $t$, and resolves the
parameterized complexity of $b$-Coloring parameterized by treewidth.
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moreAbstract
One of the first application of the recently introduced technique of
\emph{flow-augmentation} [Kim et al., STOC 2022] is a fixed-parameter algorithm
for the weighted version of \textsc{Directed Feedback Vertex Set}, a landmark
problem in parameterized complexity. In this note we explore applicability of
flow-augmentation to other weighted graph separation problems parameterized by
the size of the cutset. We show the following. -- In weighted undirected graphs
\textsc{Multicut} is FPT, both in the edge- and vertex-deletion version. -- The
weighted version of \textsc{Group Feedback Vertex Set} is FPT, even with an
oracle access to group operations. -- The weighted version of \textsc{Directed
Subset Feedback Vertex Set} is FPT. Our study reveals \textsc{Directed
Symmetric Multicut} as the next important graph separation problem whose
parameterized complexity remains unknown, even in the unweighted setting.
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moreAbstract
Formal models of learning from teachers need to respect certain criteria to
avoid collusion. The most commonly accepted notion of collusion-freeness was
proposed by Goldman and Mathias (1996), and various teaching models obeying
their criterion have been studied. For each model $M$ and each concept class
$\mathcal{C}$, a parameter $M$-$\mathrm{TD}(\mathcal{C})$ refers to the
teaching dimension of concept class $\mathcal{C}$ in model $M$---defined to be
the number of examples required for teaching a concept, in the worst case over
all concepts in $\mathcal{C}$.
  This paper introduces a new model of teaching, called no-clash teaching,
together with the corresponding parameter $\mathrm{NCTD}(\mathcal{C})$.
No-clash teaching is provably optimal in the strong sense that, given any
concept class $\mathcal{C}$ and any model $M$ obeying Goldman and Mathias's
collusion-freeness criterion, one obtains $\mathrm{NCTD}(\mathcal{C})\le
M$-$\mathrm{TD}(\mathcal{C})$. We also study a corresponding notion
$\mathrm{NCTD}^+$ for the case of learning from positive data only, establish
useful bounds on $\mathrm{NCTD}$ and $\mathrm{NCTD}^+$, and discuss relations
of these parameters to the VC-dimension and to sample compression.
  In addition to formulating an optimal model of collusion-free teaching, our
main results are on the computational complexity of deciding whether
$\mathrm{NCTD}^+(\mathcal{C})=k$ (or $\mathrm{NCTD}(\mathcal{C})=k$) for given
$\mathcal{C}$ and $k$. We show some such decision problems to be equivalent to
the existence question for certain constrained matchings in bipartite graphs.
Our NP-hardness results for the latter are of independent interest in the study
of constrained graph matchings.
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moreAbstract
For a positive integer $\ell \geq 3$, the $C_\ell$-Contractibility problem
takes as input an undirected simple graph $G$ and determines whether $G$ can be
transformed into a graph isomorphic to $C_\ell$ (the induced cycle on $\ell$
vertices) using only edge contractions. Brouwer and Veldman [JGT 1987] showed
that $C_4$-Contractibility is NP-complete in general graphs. It is easy to
verify that $C_3$-Contractibility is polynomial-time solvable. Dabrowski and
Paulusma [IPL 2017] showed that $C_{\ell}$-Contractibility is \NP-complete\ on
bipartite graphs for $\ell = 6$ and posed as open problems the status of the
problem when $\ell$ is 4 or 5. In this paper, we show that both
$C_5$-Contractibility and $C_4$-Contractibility are NP-complete on bipartite
graphs.
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moreAbstract
We introduce the notion of {\em fair cuts} as an approach to leverage
approximate $(s,t)$-mincut (equivalently $(s,t)$-maxflow) algorithms in
undirected graphs to obtain near-linear time approximation algorithms for
several cut problems. Informally, for any $\alpha\geq 1$, an $\alpha$-fair
$(s,t)$-cut is an $(s,t)$-cut such that there exists an $(s,t)$-flow that uses
$1/\alpha$ fraction of the capacity of \emph{every} edge in the cut. (So, any
$\alpha$-fair cut is also an $\alpha$-approximate mincut, but not vice-versa.)
We give an algorithm for $(1+\epsilon)$-fair $(s,t)$-cut in
$\tilde{O}(m)$-time, thereby matching the best runtime for
$(1+\epsilon)$-approximate $(s,t)$-mincut [Peng, SODA '16]. We then demonstrate
the power of this approach by showing that this result almost immediately leads
to several applications:
  - the first nearly-linear time $(1+\epsilon)$-approximation algorithm that
computes all-pairs maxflow values (by constructing an approximate Gomory-Hu
tree). Prior to our work, such a result was not known even for the special case
of Steiner mincut [Dinitz and Vainstein, STOC '94; Cole and Hariharan, STOC
'03];
  - the first almost-linear-work subpolynomial-depth parallel algorithms for
computing $(1+\epsilon)$-approximations for all-pairs maxflow values (again via
an approximate Gomory-Hu tree) in unweighted graphs;
  - the first near-linear time expander decomposition algorithm that works even
when the expansion parameter is polynomially small; this subsumes previous
incomparable algorithms [Nanongkai and Saranurak, FOCS '17; Wulff-Nilsen, FOCS
'17; Saranurak and Wang, SODA '19].
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moreAbstract
In a classical scheduling problem, we are given a set of $n$ jobs of unit
length along with precedence constraints and the goal is to find a schedule of
these jobs on $m$ identical machines that minimizes the makespan. This problem
is well-known to be NP-hard for an unbounded number of machines. Using standard
3-field notation, it is known as $P|\text{prec}, p_j=1|C_{\max}$.
  We present an algorithm for this problem that runs in $O(1.995^n)$ time.
Before our work, even for $m=3$ machines the best known algorithms ran in
$O^\ast(2^n)$ time. In contrast, our algorithm works when the number of
machines $m$ is unbounded. A crucial ingredient of our approach is an algorithm
with a runtime that is only single-exponential in the vertex cover of the
comparability graph of the precedence constraint graph. This heavily relies on
insights from a classical result by Dolev and Warmuth (Journal of Algorithms
1984) for precedence graphs without long chains.
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moreAbstract
We study distributed systems, with a particular focus on graph problems and fault
tolerance.
Fault-tolerance in a microprocessor or even System-on-Chip can be improved by using
a fault-tolerant pulse propagation design. The existing design TRIX achieves this goal
by being a distributed system consisting of very simple nodes. We show that even in
the typical mode of operation without faults, TRIX performs significantly better than a
regular wire or clock tree: Statistical evaluation of our simulated experiments show that
we achieve a skew with standard deviation of O(log log H), where H is the height of the
TRIX grid.
The distance-r generalization of classic graph problems can give us insights on how
distance affects hardness of a problem. For the distance-r dominating set problem, we
present both an algorithmic upper and unconditional lower bound for any graph class
with certain high-girth and sparseness criteria. In particular, our algorithm achieves a
O(r · f(r))-approximation in time O(r), where f is the expansion function, which correlates
with density. For constant r, this implies a constant approximation factor, in constant
time. We also show that no algorithm can achieve a (2r + 1 − δ)-approximation for any
δ > 0 in time O(r), not even on the class of cycles of girth at least 5r. Furthermore, we
extend the algorithm to related graph cover problems and even to a different execution
model.
Furthermore, we investigate the problem of packet forwarding, which addresses the
question of how and when best to forward packets in a distributed system. These packets
are injected by an adversary. We build on the existing algorithm OED to handle more
than a single destination. In particular, we show that buffers of size O(log n) are sufficient
for this algorithm, in contrast to O(n) for the naive approach.
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moreAbstract
We propose an algorithm for robust recovery of the spherical harmonic
expansion of functions defined on the d-dimensional unit sphere
$\mathbb{S}^{d-1}$ using a near-optimal number of function evaluations. We show
that for any $f \in L^2(\mathbb{S}^{d-1})$, the number of evaluations of $f$
needed to recover its degree-$q$ spherical harmonic expansion equals the
dimension of the space of spherical harmonics of degree at most $q$ up to a
logarithmic factor. Moreover, we develop a simple yet efficient algorithm to
recover degree-$q$ expansion of $f$ by only evaluating the function on
uniformly sampled points on $\mathbb{S}^{d-1}$. Our algorithm is based on the
connections between spherical harmonics and Gegenbauer polynomials and leverage
score sampling methods. Unlike the prior results on fast spherical harmonic
transform, our proposed algorithm works efficiently using a nearly optimal
number of samples in any dimension d. We further illustrate the empirical
performance of our algorithm on numerical examples.
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moreAbstract
We consider the problem of maximizing the Nash social welfare when allocating
a set $\mathcal{G}$ of indivisible goods to a set $\mathcal{N}$ of agents. We
study instances, in which all agents have 2-value additive valuations: The
value of every agent $i \in \mathcal{N}$ for every good $j \in \mathcal{G}$ is
$v_{ij} \in \{p,q\}$, for $p,q \in \mathbb{N}$, $p \le q$. Maybe surprisingly,
we design an algorithm to compute an optimal allocation in polynomial time if
$p$ divides $q$, i.e., when $p=1$ and $q \in \mathbb{N}$ after appropriate
scaling. The problem is \classNP-hard whenever $p$ and $q$ are coprime and $p
\ge 3$.
  In terms of approximation, we present positive and negative results for
general $p$ and $q$. We show that our algorithm obtains an approximation ratio
of at most 1.0345. Moreover, we prove that the problem is \classAPX-hard, with
a lower bound of $1.000015$ achieved at $p/q = 4/5$.
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moreAbstract
We study the problem of allocating a set of indivisible goods among agents
with 2-value additive valuations. Our goal is to find an allocation with
maximum Nash social welfare, i.e., the geometric mean of the valuations of the
agents. We give a polynomial-time algorithm to find a Nash social welfare
maximizing allocation when the valuation functions are integrally 2-valued,
i.e., each agent has a value either $1$ or $p$ for each good, for some positive
integer $p$. We then extend our algorithm to find a better approximation factor
for general 2-value instances.
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moreAbstract
The approximate uniform sampling of graphs with a given degree sequence is a
well-known, extensively studied problem in theoretical computer science and has
significant applications, e.g., in the analysis of social networks. In this
work we study an extension of the problem, where degree intervals are specified
rather than a single degree sequence. We are interested in sampling and
counting graphs whose degree sequences satisfy the degree interval constraints.
A natural scenario where this problem arises is in hypothesis testing on social
networks that are only partially observed.
  In this work, we provide the first fully polynomial almost uniform sampler
(FPAUS) as well as the first fully polynomial randomized approximation scheme
(FPRAS) for sampling and counting, respectively, graphs with near-regular
degree intervals, in which every node $i$ has a degree from an interval not too
far away from a given $d \in \N$. In order to design our FPAUS, we rely on
various state-of-the-art tools from Markov chain theory and combinatorics. In
particular, we provide the first non-trivial algorithmic application of a
breakthrough result of Liebenau and Wormald (2017) regarding an asymptotic
formula for the number of graphs with a given near-regular degree sequence.
Furthermore, we also make use of the recent breakthrough of Anari et al. (2019)
on sampling a base of a matroid under a strongly log-concave probability
distribution.
  As a more direct approach, we also study a natural Markov chain recently
introduced by Rechner, Strowick and M\"uller-Hannemann (2018), based on three
simple local operations: Switches, hinge flips, and additions/deletions of a
single edge. We obtain the first theoretical results for this Markov chain by
showing it is rapidly mixing for the case of near-regular degree intervals of
size at most one.
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moreAbstract
In this work we refine the analysis of the distributed Laplacian solver
recently established by Forster, Goranci, Liu, Peng, Sun, and Ye (FOCS '21),
via the Ghaffari-Haeupler framework (SODA '16) of low-congestion shortcuts.
Specifically, if $\epsilon > 0$ represents the error of the solver, we derive
two main results. First, for any $n$-node graph $G$ with hop-diameter $D$ and
treewidth bounded by $k$, we show the existence of a Laplacian solver with
round complexity $O(n^{o(1)}kD \log(1/\epsilon))$ in the CONGEST model. For
graphs with bounded treewidth this circumvents the notorious $\Omega(\sqrt{n})$
lower bound for "global" problems in general graphs. Moreover, following a
recent line of work in distributed algorithms, we consider a hybrid
communication model which enhances CONGEST with very limited global power in
the form of the recently introduced node-capacitated clique. In this model, we
show the existence of a Laplacian solver with round complexity $O(n^{o(1)}
\log(1/\epsilon))$. The unifying thread of these results is an application of
accelerated distributed algorithms for a congested variant of the standard
part-wise aggregation problem that we introduce. This primitive constitutes the
primary building block for simulating "local" operations on low-congestion
minors, and we believe that this framework could be more generally applicable.
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        “Online Search for a Hyperplane in High-Dimensional Euclidean Space,” 2021. [Online]. Available: https://arxiv.org/abs/2109.04340.
    
moreAbstract
We consider the online search problem in which a server starting at the
origin of a $d$-dimensional Euclidean space has to find an arbitrary
hyperplane. The best-possible competitive ratio and the length of the shortest
curve from which each point on the $d$-dimensional unit sphere can be seen are
within a constant factor of each other. We show that this length is in
$\Omega(d)\cap O(d^{3/2})$.
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moreAbstract
The Subgraph Isomorphism problem is of considerable importance in computer
science. We examine the problem when the pattern graph H is of bounded
treewidth, as occurs in a variety of applications. This problem has a
well-known algorithm via color-coding that runs in time $O(n^{tw(H)+1})$ [Alon,
Yuster, Zwick'95], where $n$ is the number of vertices of the host graph $G$.
While there are pattern graphs known for which Subgraph Isomorphism can be
solved in an improved running time of $O(n^{tw(H)+1-\varepsilon})$ or even
faster (e.g. for $k$-cliques), it is not known whether such improvements are
possible for all patterns. The only known lower bound rules out time
$n^{o(tw(H) / \log(tw(H)))}$ for any class of patterns of unbounded treewidth
assuming the Exponential Time Hypothesis [Marx'07].
  In this paper, we demonstrate the existence of maximally hard pattern graphs
$H$ that require time $n^{tw(H)+1-o(1)}$. Specifically, under the Strong
Exponential Time Hypothesis (SETH), a standard assumption from fine-grained
complexity theory, we prove the following asymptotic statement for large
treewidth $t$: For any $\varepsilon > 0$ there exists $t \ge 3$ and a pattern
graph $H$ of treewidth $t$ such that Subgraph Isomorphism on pattern $H$ has no
algorithm running in time $O(n^{t+1-\varepsilon})$.
  Under the more recent 3-uniform Hyperclique hypothesis, we even obtain tight
lower bounds for each specific treewidth $t \ge 3$: For any $t \ge 3$ there
exists a pattern graph $H$ of treewidth $t$ such that for any $\varepsilon>0$
Subgraph Isomorphism on pattern $H$ has no algorithm running in time
$O(n^{t+1-\varepsilon})$.
  In addition to these main results, we explore (1) colored and uncolored
problem variants (and why they are equivalent for most cases), (2) Subgraph
Isomorphism for $tw < 3$, (3) Subgraph Isomorphism parameterized by pathwidth,
and (4) a weighted problem variant.
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moreAbstract
Fine-grained complexity theory is the area of theoretical computer science
that proves conditional lower bounds based on the Strong Exponential Time
Hypothesis and similar conjectures. This area has been thriving in the last
decade, leading to conditionally best-possible algorithms for a wide variety of
problems on graphs, strings, numbers etc. This article is an introduction to
fine-grained lower bounds in computational geometry, with a focus on lower
bounds for polynomial-time problems based on the Orthogonal Vectors Hypothesis.
Specifically, we discuss conditional lower bounds for nearest neighbor search
under the Euclidean distance and Fr\'echet distance.
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moreAbstract
Computing the similarity of two point sets is a ubiquitous task in medical
imaging, geometric shape comparison, trajectory analysis, and many more
settings. Arguably the most basic distance measure for this task is the
Hausdorff distance, which assigns to each point from one set the closest point
in the other set and then evaluates the maximum distance of any assigned pair.
A drawback is that this distance measure is not translational invariant, that
is, comparing two objects just according to their shape while disregarding
their position in space is impossible.
  Fortunately, there is a canonical translational invariant version, the
Hausdorff distance under translation, which minimizes the Hausdorff distance
over all translations of one of the point sets. For point sets of size $n$ and
$m$, the Hausdorff distance under translation can be computed in time $\tilde
O(nm)$ for the $L_1$ and $L_\infty$ norm [Chew, Kedem SWAT'92] and $\tilde O(nm
(n+m))$ for the $L_2$ norm [Huttenlocher, Kedem, Sharir DCG'93].
  As these bounds have not been improved for over 25 years, in this paper we
approach the Hausdorff distance under translation from the perspective of
fine-grained complexity theory. We show (i) a matching lower bound of
$(nm)^{1-o(1)}$ for $L_1$ and $L_\infty$ assuming the Orthogonal Vectors
Hypothesis and (ii) a matching lower bound of $n^{2-o(1)}$ for $L_2$ in the
imbalanced case of $m = O(1)$ assuming the 3SUM Hypothesis.
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moreAbstract
We consider the problem of computing the Boolean convolution (with
wraparound) of $n$~vectors of dimension $m$, or, equivalently, the problem of
computing the sumset $A_1+A_2+\ldots+A_n$ for $A_1,\ldots,A_n \subseteq
\mathbb{Z}_m$. Boolean convolution formalizes the frequent task of combining
two subproblems, where the whole problem has a solution of size $k$ if for some
$i$ the first subproblem has a solution of size~$i$ and the second subproblem
has a solution of size $k-i$. Our problem formalizes a natural generalization,
namely combining solutions of $n$ subproblems subject to a modular constraint.
This simultaneously generalises Modular Subset Sum and Boolean Convolution
(Sumset Computation). Although nearly optimal algorithms are known for special
cases of this problem, not even tiny improvements are known for the general
case.
  We almost resolve the computational complexity of this problem, shaving
essentially a factor of $n$ from the running time of previous algorithms.
Specifically, we present a \emph{deterministic} algorithm running in
\emph{almost} linear time with respect to the input plus output size $k$. We
also present a \emph{Las Vegas} algorithm running in \emph{nearly} linear
expected time with respect to the input plus output size $k$. Previously, no
deterministic or randomized $o(nk)$ algorithm was known.
  At the heart of our approach lies a careful usage of Kneser's theorem from
Additive Combinatorics, and a new deterministic almost linear output-sensitive
algorithm for non-negative sparse convolution. In total, our work builds a
solid toolbox that could be of independent interest.
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        “Tight Bounds for Approximate Near Neighbor Searching for Time Series under the Fréchet Distance,” 2021. [Online]. Available: https://arxiv.org/abs/2107.07792.
    
moreAbstract
We study the $c$-approximate near neighbor problem under the continuous
Fr\'echet distance: Given a set of $n$ polygonal curves with $m$ vertices, a
radius $\delta > 0$, and a parameter $k \leq m$, we want to preprocess the
curves into a data structure that, given a query curve $q$ with $k$ vertices,
either returns an input curve with Fr\'echet distance at most $c\cdot \delta$
to $q$, or returns that there exists no input curve with Fr\'echet distance at
most $\delta$ to $q$. We focus on the case where the input and the queries are
one-dimensional polygonal curves -- also called time series -- and we give a
comprehensive analysis for this case. We obtain new upper bounds that provide
different tradeoffs between approximation factor, preprocessing time, and query
time.
  Our data structures improve upon the state of the art in several ways. We
show that for any $0 < \varepsilon \leq 1$ an approximation factor of
$(1+\varepsilon)$ can be achieved within the same asymptotic time bounds as the
previously best result for $(2+\varepsilon)$. Moreover, we show that an
approximation factor of $(2+\varepsilon)$ can be obtained by using
preprocessing time and space $O(nm)$, which is linear in the input size, and
query time in $O(\frac{1}{\varepsilon})^{k+2}$, where the previously best
result used preprocessing time in $n \cdot O(\frac{m}{\varepsilon k})^k$ and
query time in $O(1)^k$. We complement our upper bounds with matching
conditional lower bounds based on the Orthogonal Vectors Hypothesis.
Interestingly, some of our lower bounds already hold for any super-constant
value of $k$. This is achieved by proving hardness of a one-sided sparse
version of the Orthogonal Vectors problem as an intermediate problem, which we
believe to be of independent interest.
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moreAbstract
Computing the dominant Fourier coefficients of a vector is a common task in
many fields, such as signal processing, learning theory, and computational
complexity. In the Sparse Fast Fourier Transform (Sparse FFT) problem, one is
given oracle access to a $d$-dimensional vector $x$ of size $N$, and is asked
to compute the best $k$-term approximation of its Discrete Fourier Transform,
quickly and using few samples of the input vector $x$. While the sample
complexity of this problem is quite well understood, all previous approaches
either suffer from an exponential dependence of runtime on the dimension $d$ or
can only tolerate a trivial amount of noise. This is in sharp contrast with the
classical FFT algorithm of Cooley and Tukey, which is stable and completely
insensitive to the dimension of the input vector: its runtime is $O(N\log N)$
in any dimension $d$.
  In this work, we introduce a new high-dimensional Sparse FFT toolkit and use
it to obtain new algorithms, both on the exact, as well as in the case of
bounded $\ell_2$ noise. This toolkit includes i) a new strategy for exploring a
pruned FFT computation tree that reduces the cost of filtering, ii) new
structural properties of adaptive aliasing filters recently introduced by
Kapralov, Velingker and Zandieh'SODA'19, and iii) a novel lazy estimation
argument, suited to reducing the cost of estimation in FFT tree-traversal
approaches. Our robust algorithm can be viewed as a highly optimized sparse,
stable extension of the Cooley-Tukey FFT algorithm.
  Finally, we explain the barriers we have faced by proving a conditional
quadratic lower bound on the running time of the well-studied non-equispaced
Fourier transform problem. This resolves a natural and frequently asked
question in computational Fourier transforms. Lastly, we provide a preliminary
experimental evaluation comparing the runtime of our algorithm to FFTW and SFFT
2.0.
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moreAbstract
Computing the convolution $A\star B$ of two length-$n$ integer vectors $A,B$
is a core problem in several disciplines. It frequently comes up in algorithms
for Knapsack, $k$-SUM, All-Pairs Shortest Paths, and string pattern matching
problems. For these applications it typically suffices to compute convolutions
of nonnegative vectors. This problem can be classically solved in time $O(n\log
n)$ using the Fast Fourier Transform.
  However, often the involved vectors are sparse and hence one could hope for
output-sensitive algorithms to compute nonnegative convolutions. This question
was raised by Muthukrishnan and solved by Cole and Hariharan (STOC '02) by a
randomized algorithm running in near-linear time in the (unknown) output-size
$t$. Chan and Lewenstein (STOC '15) presented a deterministic algorithm with a
$2^{O(\sqrt{\log t\cdot\log\log n})}$ overhead in running time and the
additional assumption that a small superset of the output is given; this
assumption was later removed by Bringmann and Nakos (ICALP '21).
  In this paper we present the first deterministic near-linear-time algorithm
for computing sparse nonnegative convolutions. This immediately gives improved
deterministic algorithms for the state-of-the-art of output-sensitive Subset
Sum, block-mass pattern matching, $N$-fold Boolean convolution, and others,
matching up to log-factors the fastest known randomized algorithms for these
problems. Our algorithm is a blend of algebraic and combinatorial ideas and
techniques.
  Additionally, we provide two fast Las Vegas algorithms for computing sparse
nonnegative convolutions. In particular, we present a simple $O(t\log^2t)$ time
algorithm, which is an accessible alternative to Cole and Hariharan's
algorithm. We further refine this new algorithm to run in Las Vegas time
$O(t\log t\cdot\log\log t)$, matching the running time of the dense case apart
from the $\log\log t$ factor.
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moreAbstract
In the classical Subset Sum problem we are given a set $X$ and a target $t$,
and the task is to decide whether there exists a subset of $X$ which sums to
$t$. A recent line of research has resulted in $\tilde{O}(t)$-time algorithms,
which are (near-)optimal under popular complexity-theoretic assumptions. On the
other hand, the standard dynamic programming algorithm runs in time $O(n \cdot
|\mathcal{S}(X,t)|)$, where $\mathcal{S}(X,t)$ is the set of all subset sums of
$X$ that are smaller than $t$. Furthermore, all known pseudopolynomial
algorithms actually solve a stronger task, since they actually compute the
whole set $\mathcal{S}(X,t)$.
  As the aforementioned two running times are incomparable, in this paper we
ask whether one can achieve the best of both worlds: running time
$\tilde{O}(|\mathcal{S}(X,t)|)$. In particular, we ask whether
$\mathcal{S}(X,t)$ can be computed in near-linear time in the output-size.
Using a diverse toolkit containing techniques such as color coding, sparse
recovery, and sumset estimates, we make considerable progress towards this
question and design an algorithm running in time
$\tilde{O}(|\mathcal{S}(X,t)|^{4/3})$.
  Central to our approach is the study of top-$k$-convolution, a natural
problem of independent interest: given sparse polynomials with non-negative
coefficients, compute the lowest $k$ non-zero monomials of their product. We
design an algorithm running in time $\tilde{O}(k^{4/3})$, by a combination of
sparse convolution and sumset estimates considered in Additive Combinatorics.
Moreover, we provide evidence that going beyond some of the barriers we have
faced requires either an algorithmic breakthrough or possibly new techniques
from Additive Combinatorics on how to pass from information on restricted
sumsets to information on unrestricted sumsets.
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moreAbstract
We initiate the study of fine-grained completeness theorems for exact and
approximate optimization in the polynomial-time regime. Inspired by the first
completeness results for decision problems in P (Gao, Impagliazzo, Kolokolova,
Williams, TALG 2019) as well as the classic class MaxSNP and
MaxSNP-completeness for NP optimization problems (Papadimitriou, Yannakakis,
JCSS 1991), we define polynomial-time analogues MaxSP and MinSP, which contain
a number of natural optimization problems in P, including Maximum Inner
Product, general forms of nearest neighbor search and optimization variants of
the $k$-XOR problem. Specifically, we define MaxSP as the class of problems
definable as $\max_{x_1,\dots,x_k} \#\{ (y_1,\dots,y_\ell) :
\phi(x_1,\dots,x_k, y_1,\dots,y_\ell) \}$, where $\phi$ is a quantifier-free
first-order property over a given relational structure (with MinSP defined
analogously). On $m$-sized structures, we can solve each such problem in time
$O(m^{k+\ell-1})$. Our results are:
  - We determine (a sparse variant of) the Maximum/Minimum Inner Product
problem as complete under *deterministic* fine-grained reductions: A strongly
subquadratic algorithm for Maximum/Minimum Inner Product would beat the
baseline running time of $O(m^{k+\ell-1})$ for *all* problems in MaxSP/MinSP by
a polynomial factor.
  - This completeness transfers to approximation: Maximum/Minimum Inner Product
is also complete in the sense that a strongly subquadratic $c$-approximation
would give a $(c+\varepsilon)$-approximation for all MaxSP/MinSP problems in
time $O(m^{k+\ell-1-\delta})$, where $\varepsilon > 0$ can be chosen
arbitrarily small. Combining our completeness with~(Chen, Williams, SODA 2019),
we obtain the perhaps surprising consequence that refuting the OV Hypothesis is
*equivalent* to giving a $O(1)$-approximation for all MinSP problems in
faster-than-$O(m^{k+\ell-1})$ time.
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moreAbstract
Computing the convolution $A\star B$ of two length-$n$ vectors $A,B$ is an
ubiquitous computational primitive. Applications range from string problems to
Knapsack-type problems, and from 3SUM to All-Pairs Shortest Paths. These
applications often come in the form of nonnegative convolution, where the
entries of $A,B$ are nonnegative integers. The classical algorithm to compute
$A\star B$ uses the Fast Fourier Transform and runs in time $O(n\log n)$.
  However, often $A$ and $B$ satisfy sparsity conditions, and hence one could
hope for significant improvements. The ideal goal is an $O(k\log k)$-time
algorithm, where $k$ is the number of non-zero elements in the output, i.e.,
the size of the support of $A\star B$. This problem is referred to as sparse
nonnegative convolution, and has received considerable attention in the
literature; the fastest algorithms to date run in time $O(k\log^2 n)$.
  The main result of this paper is the first $O(k\log k)$-time algorithm for
sparse nonnegative convolution. Our algorithm is randomized and assumes that
the length $n$ and the largest entry of $A$ and $B$ are subexponential in $k$.
Surprisingly, we can phrase our algorithm as a reduction from the sparse case
to the dense case of nonnegative convolution, showing that, under some mild
assumptions, sparse nonnegative convolution is equivalent to dense nonnegative
convolution for constant-error randomized algorithms. Specifically, if $D(n)$
is the time to convolve two nonnegative length-$n$ vectors with success
probability $2/3$, and $S(k)$ is the time to convolve two nonnegative vectors
with output size $k$ with success probability $2/3$, then
$S(k)=O(D(k)+k(\log\log k)^2)$.
  Our approach uses a variety of new techniques in combination with some old
machinery from linear sketching and structured linear algebra, as well as new
insights on linear hashing, the most classical hash function.
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moreAbstract
We consider the classic problem of computing the Longest Common Subsequence
(LCS) of two strings of length $n$. While a simple quadratic algorithm has been
known for the problem for more than 40 years, no faster algorithm has been
found despite an extensive effort. The lack of progress on the problem has
recently been explained by Abboud, Backurs, and Vassilevska Williams [FOCS'15]
and Bringmann and K\"unnemann [FOCS'15] who proved that there is no
subquadratic algorithm unless the Strong Exponential Time Hypothesis fails.
This has led the community to look for subquadratic approximation algorithms
for the problem.
  Yet, unlike the edit distance problem for which a constant-factor
approximation in almost-linear time is known, very little progress has been
made on LCS, making it a notoriously difficult problem also in the realm of
approximation. For the general setting, only a naive
$O(n^{\varepsilon/2})$-approximation algorithm with running time
$\tilde{O}(n^{2-\varepsilon})$ has been known, for any constant $0 <
\varepsilon \le 1$. Recently, a breakthrough result by Hajiaghayi, Seddighin,
Seddighin, and Sun [SODA'19] provided a linear-time algorithm that yields a
$O(n^{0.497956})$-approximation in expectation; improving upon the naive
$O(\sqrt{n})$-approximation for the first time.
  In this paper, we provide an algorithm that in time $O(n^{2-\varepsilon})$
computes an $\tilde{O}(n^{2\varepsilon/5})$-approximation with high
probability, for any $0 < \varepsilon \le 1$. Our result (1) gives an
$\tilde{O}(n^{0.4})$-approximation in linear time, improving upon the bound of
Hajiaghayi, Seddighin, Seddighin, and Sun, (2) provides an algorithm whose
approximation scales with any subquadratic running time $O(n^{2-\varepsilon})$,
improving upon the naive bound of $O(n^{\varepsilon/2})$ for any $\varepsilon$,
and (3) instead of only in expectation, succeeds with high probability.
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moreAbstract
The fractional knapsack problem is one of the classical problems in
combinatorial optimization, which is well understood in the offline setting.
However, the corresponding online setting has been handled only briefly in the
theoretical computer science literature so far, although it appears in several
applications. Even the previously best known guarantee for the competitive
ratio was worse than the best known for the integral problem in the popular
random order model. We show that there is an algorithm for the online
fractional knapsack problem that admits a competitive ratio of 4.39. Our result
significantly improves over the previously best known competitive ratio of 9.37
and surpasses the current best 6.65-competitive algorithm for the integral
case. Moreover, our algorithm is deterministic in contrast to the randomized
algorithms achieving the results mentioned above.
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We give tight bounds on the relation between the primal and dual of various
combinatorial dimensions, such as the pseudo-dimension and fat-shattering
dimension, for multi-valued function classes. These dimensional notions play an
important role in the area of learning theory. We first review some (folklore)
results that bound the dual dimension of a function class in terms of its
primal, and after that give (almost) matching lower bounds. In particular, we
give an appropriate generalization to multi-valued function classes of a
well-known bound due to Assouad (1983), that relates the primal and dual
VC-dimension of a binary function class.
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moreAbstract
Logit dynamics is a form of randomized game dynamics where players have a
bias towards strategic deviations that give a higher improvement in cost. It is
used extensively in practice. In congestion (or potential) games, the dynamics
converges to the so-called Gibbs distribution over the set of all strategy
profiles, when interpreted as a Markov chain. In general, logit dynamics might
converge slowly to the Gibbs distribution, but beyond that, not much is known
about their algorithmic aspects, nor that of the Gibbs distribution. In this
work, we are interested in the following two questions for congestion games: i)
Is there an efficient algorithm for sampling from the Gibbs distribution? ii)
If yes, do there also exist natural randomized dynamics that converges quickly
to the Gibbs distribution?
  We first study these questions in extension parallel congestion games, a
well-studied special case of symmetric network congestion games. As our main
result, we show that there is a simple variation on the logit dynamics (in
which we in addition are allowed to randomly interchange the strategies of two
players) that converges quickly to the Gibbs distribution in such games. This
answers both questions above affirmatively. We also address the first question
for the class of so-called capacitated $k$-uniform congestion games.
  To prove our results, we rely on the recent breakthrough work of Anari, Liu,
Oveis-Gharan and Vinzant (2019) concerning the approximate sampling of the base
of a matroid according to strongly log-concave probability distribution.
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moreAbstract
We revisit the classical problem of determining the largest copy of a simple
polygon $P$ that can be placed into a simple polygon $Q$. Despite significant
effort, known algorithms require high polynomial running times. (Barequet and
Har-Peled, 2001) give a lower bound of $n^{2-o(1)}$ under the 3SUM conjecture
when $P$ and $Q$ are (convex) polygons with $\Theta(n)$ vertices each. This
leaves open whether we can establish (1) hardness beyond quadratic time and (2)
any superlinear bound for constant-sized $P$ or $Q$.
  In this paper, we affirmatively answer these questions under the $k$SUM
conjecture, proving natural hardness results that increase with each degree of
freedom (scaling, $x$-translation, $y$-translation, rotation): (1) Finding the
largest copy of $P$ that can be $x$-translated into $Q$ requires time
$n^{2-o(1)}$ under the 3SUM conjecture. (2) Finding the largest copy of $P$
that can be arbitrarily translated into $Q$ requires time $n^{2-o(1)}$ under
the 4SUM conjecture. (3) The above lower bounds are almost tight when one of
the polygons is of constant size: we obtain an $\tilde O((pq)^{2.5})$-time
algorithm for orthogonal polygons $P,Q$ with $p$ and $q$ vertices,
respectively. (4) Finding the largest copy of $P$ that can be arbitrarily
rotated and translated into $Q$ requires time $n^{3-o(1)}$ under the 5SUM
conjecture.
  We are not aware of any other such natural $($degree of freedom $+ 1)$-SUM
hardness for a geometric optimization problem.
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moreAbstract
We study the problem of fairly allocating a set of indivisible goods among
$n$ agents with additive valuations. Envy-freeness up to any good (EFX) is
arguably the most compelling fairness notion in this context. However, the
existence of EFX allocations has not been settled and is one of the most
important problems in fair division. Towards resolving this problem, many
impressive results show the existence of its relaxations, e.g., the existence
of $0.618$-EFX allocations, and the existence of EFX at most $n-1$ unallocated
goods. The latter result was recently improved for three agents, in which the
two unallocated goods are allocated through an involved procedure. Reducing the
number of unallocated goods for arbitrary number of agents is a systematic way
to settle the big question. In this paper, we develop a new approach, and show
that for every $\varepsilon \in (0,1/2]$, there always exists a
$(1-\varepsilon)$-EFX allocation with sublinear number of unallocated goods and
high Nash welfare.
  For this, we reduce the EFX problem to a novel problem in extremal graph
theory. We introduce the notion of rainbow cycle number $R(\cdot)$. For all $d
\in \mathbb{N}$, $R(d)$ is the largest $k$ such that there exists a $k$-partite
digraph $G =(\cup_{i \in [k]} V_i, E)$, in which
  1) each part has at most $d$ vertices, i.e., $\lvert V_i \rvert \leq d$ for
all $i \in [k]$,
  2) for any two parts $V_i$ and $V_j$, each vertex in $V_i$ has an incoming
edge from some vertex in $V_j$ and vice-versa, and
  3) there exists no cycle in $G$ that contains at most one vertex from each
part.
  We show that any upper bound on $R(d)$ directly translates to a sublinear
bound on the number of unallocated goods. We establish a polynomial upper bound
on $R(d)$, yielding our main result. Furthermore, our approach is constructive,
which also gives a polynomial-time algorithm for finding such an allocation.
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moreAbstract
Given $N$ instances $(X_1,t_1),\ldots,(X_N,t_N)$ of Subset Sum, the AND
Subset Sum problem asks to determine whether all of these instances are
yes-instances; that is, whether each set of integers $X_i$ has a subset that
sums up to the target integer $t_i$. We prove that this problem cannot be
solved in time $\tilde{O}((N \cdot t_{max})^{1-\epsilon})$, for $t_{max}=\max_i
t_i$ and any $\epsilon > 0$, assuming the $\forall \exists$ Strong Exponential
Time Hypothesis ($\forall \exists$-SETH). We then use this result to exclude
$\tilde{O}(n+P_{max} \cdot n^{1-\epsilon})$-time algorithms for several
scheduling problems on $n$ jobs with maximum processing time $P_{max}$, based
on $\forall \exists$-SETH. These include classical problems such as $1||\sum
w_jU_j$, the problem of minimizing the total weight of tardy jobs on a single
machine, and $P_2||\sum U_j$, the problem of minimizing the number of tardy
jobs on two identical parallel machines.
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moreAbstract
We investigate how the complexity of Euclidean TSP for point sets $P$ inside
the strip $(-\infty,+\infty)\times [0,\delta]$ depends on the strip width
$\delta$. We obtain two main results. First, for the case where the points have
distinct integer $x$-coordinates, we prove that a shortest bitonic tour (which
can be computed in $O(n\log^2 n)$ time using an existing algorithm) is
guaranteed to be a shortest tour overall when $\delta\leq 2\sqrt{2}$, a bound
which is best possible. Second, we present an algorithm that is fixed-parameter
tractable with respect to $\delta$. More precisely, our algorithm has running
time $2^{O(\sqrt{\delta})} n^2$ for sparse point sets, where each
$1\times\delta$ rectangle inside the strip contains $O(1)$ points. For random
point sets, where the points are chosen uniformly at random from the
rectangle~$[0,n]\times [0,\delta]$, it has an expected running time of
$2^{O(\sqrt{\delta})} n^2 + O(n^3)$.
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moreAbstract
The dominating set problem and its generalization, the distance-$r$
dominating set problem, are among the well-studied problems in the sequential
settings. In distributed models of computation, unlike for domination, not much
is known about distance-r domination. This is actually the case for other
important closely-related covering problem, namely, the distance-$r$
independent set problem. By result of Kuhn et al. we know the distributed
domination problem is hard on high girth graphs; we study the problem on a
slightly restricted subclass of these graphs: graphs of bounded expansion with
high girth, i.e. their girth should be at least $4r + 3$. We show that in such
graphs, for every constant $r$, a simple greedy CONGEST algorithm provides a
constant-factor approximation of the minimum distance-$r$ dominating set
problem, in a constant number of rounds. More precisely, our constants are
dependent to $r$, not to the size of the graph. This is the first algorithm
that shows there are non-trivial constant factor approximations in constant
number of rounds for any distance $r$-covering problem in distributed settings.
To show the dependency on r is inevitable, we provide an unconditional lower
bound showing the same problem is hard already on rings. We also show that our
analysis of the algorithm is relatively tight, that is any significant
improvement to the approximation factor requires new algorithmic ideas.
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moreAbstract
This work provides several new insights on the robustness of Kearns'
statistical query framework against challenging label-noise models. First, we
build on a recent result by \cite{DBLP:journals/corr/abs-2006-04787} that
showed noise tolerance of distribution-independently evolvable concept classes
under Massart noise. Specifically, we extend their characterization to more
general noise models, including the Tsybakov model which considerably
generalizes the Massart condition by allowing the flipping probability to be
arbitrarily close to $\frac{1}{2}$ for a subset of the domain. As a corollary,
we employ an evolutionary algorithm by \cite{DBLP:conf/colt/KanadeVV10} to
obtain the first polynomial time algorithm with arbitrarily small excess error
for learning linear threshold functions over any spherically symmetric
distribution in the presence of spherically symmetric Tsybakov noise. Moreover,
we posit access to a stronger oracle, in which for every labeled example we
additionally obtain its flipping probability. In this model, we show that every
SQ learnable class admits an efficient learning algorithm with OPT + $\epsilon$
misclassification error for a broad class of noise models. This setting
substantially generalizes the widely-studied problem of classification under
RCN with known noise rate, and corresponds to a non-convex optimization problem
even when the noise function -- i.e. the flipping probabilities of all points
-- is known in advance.
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moreAbstract
We study the variant of the Euclidean Traveling Salesman problem where
instead of a set of points, we are given a set of lines as input, and the goal
is to find the shortest tour that visits each line. The best known upper and
lower bounds for the problem in $\mathbb{R}^d$, with $d\ge 3$, are
$\mathrm{NP}$-hardness and an $O(\log^3 n)$-approximation algorithm which is
based on a reduction to the group Steiner tree problem.
  We show that TSP with lines in $\mathbb{R}^d$ is APX-hard for any $d\ge 3$.
More generally, this implies that TSP with $k$-dimensional flats does not admit
a PTAS for any $1\le k \leq d-2$ unless $\mathrm{P}=\mathrm{NP}$, which gives a
complete classification of the approximability of these problems, as there are
known PTASes for $k=0$ (i.e., points) and $k=d-1$ (hyperplanes). We are able to
give a stronger inapproximability factor for $d=O(\log n)$ by showing that TSP
with lines does not admit a $(2-\epsilon)$-approximation in $d$ dimensions
under the unique games conjecture. On the positive side, we leverage recent
results on restricted variants of the group Steiner tree problem in order to
give an $O(\log^2 n)$-approximation algorithm for the problem, albeit with a
running time of $n^{O(\log\log n)}$.
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moreAbstract
The classical analysis of online algorithms, due to its worst-case nature,
can be quite pessimistic when the input instance at hand is far from
worst-case. Often this is not an issue with machine learning approaches, which
shine in exploiting patterns in past inputs in order to predict the future.
However, such predictions, although usually accurate, can be arbitrarily poor.
Inspired by a recent line of work, we augment three well-known online settings
with machine learned predictions about the future, and develop algorithms that
take them into account. In particular, we study the following online selection
problems: (i) the classical secretary problem, (ii) online bipartite matching
and (iii) the graphic matroid secretary problem. Our algorithms still come with
a worst-case performance guarantee in the case that predictions are subpar
while obtaining an improved competitive ratio (over the best-known classical
online algorithm for each problem) when the predictions are sufficiently
accurate. For each algorithm, we establish a trade-off between the competitive
ratios obtained in the two respective cases.
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moreAbstract
We revisit the Subset Sum problem over the finite cyclic group $\mathbb{Z}_m$
for some given integer $m$. A series of recent works has provided
asymptotically optimal algorithms for this problem under the Strong Exponential
Time Hypothesis. Koiliaris and Xu (SODA'17, TALG'19) gave a deterministic
algorithm running in time $\tilde{O}(m^{5/4})$, which was later improved to
$O(m \log^7 m)$ randomized time by Axiotis et al. (SODA'19). In this work, we
present two simple algorithms for the Modular Subset Sum problem running in
near-linear time in $m$, both efficiently implementing Bellman's iteration over
$\mathbb{Z}_m$. The first one is a randomized algorithm running in time
$O(m\log^2 m)$, that is based solely on rolling hash and an elementary
data-structure for prefix sums; to illustrate its simplicity we provide a short
and efficient implementation of the algorithm in Python. Our second solution is
a deterministic algorithm running in time $O(m\ \mathrm{polylog}\ m)$, that
uses dynamic data structures for string manipulation. We further show that the
techniques developed in this work can also lead to simple algorithms for the
All Pairs Non-Decreasing Paths Problem (APNP) on undirected graphs, matching
the asymptotically optimal running time of $\tilde{O}(n^2)$ provided in the
recent work of Duan et al. (ICALP'19).
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moreAbstract
In wet-lab experiments \cite{Nakagaki-Yamada-Toth,Tero-Takagi-etal}, the
slime mold Physarum polycephalum has demonstrated its ability to solve shortest
path problems and to design efficient networks, see Figure \ref{Wet-Lab
Experiments} for illustrations. Physarum polycephalum is a slime mold in the
Mycetozoa group. For the shortest path problem, a mathematical model for the
evolution of the slime was proposed in \cite{Tero-Kobayashi-Nakagaki} and its
biological relevance was argued. The model was shown to solve shortest path
problems, first in computer simulations and then by mathematical proof. It was
later shown that the slime mold dynamics can solve more general linear programs
and that many variants of the dynamics have similar convergence behavior. In
this paper, we introduce a dynamics for the network design problem. We
formulate network design as the problem of constructing a network that
efficiently supports a multi-commodity flow problem. We investigate the
dynamics in computer simulations and analytically. The simulations show that
the dynamics is able to construct efficient and elegant networks. In the
theoretical part we show that the dynamics minimizes an objective combining the
cost of the network and the cost of routing the demands through the network. We
also give alternative characterization of the optimum solution.
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moreAbstract
Consider the natural question of how to measure the similarity of curves in
the plane by a quantity that is invariant under translations of the curves.
Such a measure is justified whenever we aim to quantify the similarity of the
curves' shapes rather than their positioning in the plane, e.g., to compare the
similarity of handwritten characters. Perhaps the most natural such notion is
the (discrete) Fr\'echet distance under translation. Unfortunately, the
algorithmic literature on this problem yields a very pessimistic view: On
polygonal curves with $n$ vertices, the fastest algorithm runs in time
$O(n^{4.667})$ and cannot be improved below $n^{4-o(1)}$ unless the Strong
Exponential Time Hypothesis fails. Can we still obtain an implementation that
is efficient on realistic datasets?
  Spurred by the surprising performance of recent implementations for the
Fr\'echet distance, we perform algorithm engineering for the Fr\'echet distance
under translation. Our solution combines fast, but inexact tools from
continuous optimization (specifically, branch-and-bound algorithms for global
Lipschitz optimization) with exact, but expensive algorithms from computational
geometry (specifically, problem-specific algorithms based on an arrangement
construction). We combine these two ingredients to obtain an exact decision
algorithm for the Fr\'echet distance under translation. For the related task of
computing the distance value up to a desired precision, we engineer and compare
different methods. On a benchmark set involving handwritten characters and
route trajectories, our implementation answers a typical query for either task
in the range of a few milliseconds up to a second on standard desktop hardware.
  We believe that our implementation will enable the use of the Fr\'echet
distance under translation in applications, whereas previous approaches would
have been computationally infeasible.
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moreAbstract
This paper is concerned with the $1||\sum p_jU_j$ problem, the problem of
minimizing the total processing time of tardy jobs on a single machine. This is
not only a fundamental scheduling problem, but also a very important problem
from a theoretical point of view as it generalizes the Subset Sum problem and
is closely related to the 0/1-Knapsack problem. The problem is well-known to be
NP-hard, but only in a weak sense, meaning it admits pseudo-polynomial time
algorithms. The fastest known pseudo-polynomial time algorithm for the problem
is the famous Lawler and Moore algorithm which runs in $O(P \cdot n)$ time,
where $P$ is the total processing time of all $n$ jobs in the input. This
algorithm has been developed in the late 60s, and has yet to be improved to
date.
  In this paper we develop two new algorithms for $1||\sum p_jU_j$, each
improving on Lawler and Moore's algorithm in a different scenario. Both
algorithms rely on basic primitive operations between sets of integers and
vectors of integers for the speedup in their running times. The second
algorithm relies on fast polynomial multiplication as its main engine, while
for the first algorithm we define a new "skewed" version of
$(\max,\min)$-convolution which is interesting in its own right.
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        “On Near-Linear-Time Algorithms for Dense Subset Sum,” 2020. [Online]. Available: https://arxiv.org/abs/2010.09096.
    
moreAbstract
In the Subset Sum problem we are given a set of $n$ positive integers $X$ and
a target $t$ and are asked whether some subset of $X$ sums to $t$. Natural
parameters for this problem that have been studied in the literature are $n$
and $t$ as well as the maximum input number $\rm{mx}_X$ and the sum of all
input numbers $\Sigma_X$. In this paper we study the dense case of Subset Sum,
where all these parameters are polynomial in $n$. In this regime, standard
pseudo-polynomial algorithms solve Subset Sum in polynomial time $n^{O(1)}$.
  Our main question is: When can dense Subset Sum be solved in near-linear time
$\tilde{O}(n)$? We provide an essentially complete dichotomy by designing
improved algorithms and proving conditional lower bounds, thereby determining
essentially all settings of the parameters $n,t,\rm{mx}_X,\Sigma_X$ for which
dense Subset Sum is in time $\tilde{O}(n)$. For notational convenience we
assume without loss of generality that $t \ge \rm{mx}_X$ (as larger numbers can
be ignored) and $t \le \Sigma_X/2$ (using symmetry). Then our dichotomy reads
as follows:
  - By reviving and improving an additive-combinatorics-based approach by Galil
and Margalit [SICOMP'91], we show that Subset Sum is in near-linear time
$\tilde{O}(n)$ if $t \gg \rm{mx}_X \Sigma_X/n^2$.
  - We prove a matching conditional lower bound: If Subset Sum is in
near-linear time for any setting with $t \ll \rm{mx}_X \Sigma_X/n^2$, then the
Strong Exponential Time Hypothesis and the Strong k-Sum Hypothesis fail.
  We also generalize our algorithm from sets to multi-sets, albeit with
non-matching upper and lower bounds.
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        “PALS: Plesiochronous and Locally Synchronous Systems,” 2020. [Online]. Available: https://arxiv.org/abs/2003.05542.
    
moreAbstract
Consider an arbitrary network of communicating modules on a chip, each
requiring a local signal telling it when to execute a computational step. There
are three common solutions to generating such a local clock signal: (i) by
deriving it from a single, central clock source, (ii) by local, free-running
oscillators, or (iii) by handshaking between neighboring modules. Conceptually,
each of these solutions is the result of a perceived dichotomy in which
(sub)systems are either clocked or fully asynchronous, suggesting that the
designer's choice is limited to deciding where to draw the line between
synchronous and asynchronous design. In contrast, we take the view that the
better question to ask is how synchronous the system can and should be. Based
on a distributed clock synchronization algorithm, we present a novel design
providing modules with local clocks whose frequency bounds are almost as good
as those of corresponding free-running oscillators, yet neighboring modules are
guaranteed to have a phase offset substantially smaller than one clock cycle.
Concretely, parameters obtained from a 15nm ASIC implementation running at 2GHz
yield mathematical worst-case bounds of 30ps on phase offset for a 32x32 node
grid network.
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moreAbstract
Approximate pattern matching is a natural and well-studied problem on
strings: Given a text $T$, a pattern $P$, and a threshold $k$, find (the
starting positions of) all substrings of $T$ that are at distance at most $k$
from $P$. We consider the two most fundamental string metrics: the Hamming
distance and the edit distance. Under the Hamming distance, we search for
substrings of $T$ that have at most $k$ mismatches with $P$, while under the
edit distance, we search for substrings of $T$ that can be transformed to $P$
with at most $k$ edits.
  Exact occurrences of $P$ in $T$ have a very simple structure: If we assume
for simplicity that $|T| \le 3|P|/2$ and trim $T$ so that $P$ occurs both as a
prefix and as a suffix of $T$, then both $P$ and $T$ are periodic with a common
period. However, an analogous characterization for the structure of occurrences
with up to $k$ mismatches was proved only recently by Bringmann et al.
[SODA'19]: Either there are $O(k^2)$ $k$-mismatch occurrences of $P$ in $T$, or
both $P$ and $T$ are at Hamming distance $O(k)$ from strings with a common
period $O(m/k)$. We tighten this characterization by showing that there are
$O(k)$ $k$-mismatch occurrences in the case when the pattern is not
(approximately) periodic, and we lift it to the edit distance setting, where we
tightly bound the number of $k$-edit occurrences by $O(k^2)$ in the
non-periodic case. Our proofs are constructive and let us obtain a unified
framework for approximate pattern matching for both considered distances. We
showcase the generality of our framework with results for the fully-compressed
setting (where $T$ and $P$ are given as a straight-line program) and for the
dynamic setting (where we extend a data structure of Gawrychowski et al.
[SODA'18]).
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moreAbstract
Redistricting is the problem of dividing a state into a number $k$ of
regions, called districts. Voters in each district elect a representative. The
primary criteria are: each district is connected, district populations are
equal (or nearly equal), and districts are "compact". There are multiple
competing definitions of compactness, usually minimizing some quantity.
  One measure that has been recently promoted by Duchin and others is number of
cut edges. In redistricting, one is given atomic regions out of which each
district must be built. The populations of the atomic regions are given.
Consider the graph with one vertex per atomic region (with weight equal to the
region's population) and an edge between atomic regions that share a boundary.
A districting plan is a partition of vertices into $k$ parts, each connnected,
of nearly equal weight. The districts are considered compact to the extent that
the plan minimizes the number of edges crossing between different parts.
  Consider two problems: find the most compact districting plan, and sample
districting plans under a compactness constraint uniformly at random. Both
problems are NP-hard so we restrict the input graph to have branchwidth at most
$w$. (A planar graph's branchwidth is bounded by its diameter.) If both $k$ and
$w$ are bounded by constants, the problems are solvable in polynomial time.
Assume vertices have weight~1. One would like algorithms whose running times
are of the form $O(f(k,w) n^c)$ for some constant $c$ independent of $k$ and
$w$, in which case the problems are said to be fixed-parameter tractable with
respect to $k$ and $w$). We show that, under a complexity-theoretic assumption,
no such algorithms exist. However, we do give algorithms with running time
$O(c^wn^{k+1})$. Thus if the diameter of the graph is moderately small and the
number of districts is very small, our algorithm is useable.
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moreAbstract
In their seminal paper from 2004, Kuhn, Moscibroda, and Wattenhofer (KMW)
proved a hardness result for several fundamental graph problems in the LOCAL
model: For any (randomized) algorithm, there are input graphs with $n$ nodes
and maximum degree $\Delta$ on which $\Omega(\min\{\sqrt{\log n/\log \log
n},\log \Delta/\log \log \Delta\})$ (expected) communication rounds are
required to obtain polylogarithmic approximations to a minimum vertex cover,
minimum dominating set, or maximum matching. Via reduction, this hardness
extends to symmetry breaking tasks like finding maximal independent sets or
maximal matchings. Today, more than $15$ years later, there is still no proof
of this result that is easy on the reader. Setting out to change this, in this
work, we provide a fully self-contained and $\mathit{simple}$ proof of the KMW
lower bound. The key argument is algorithmic, and it relies on an invariant
that can be readily verified from the generation rules of the lower bound
graphs.
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moreAbstract
Computational design of menu systems has been solved in limited cases such as
the linear menu (list) as an assignment task, where commands are assigned to
menu positions while optimizing for for users selection performance and
distance of associated items. We show that this approach falls short with
larger, hierarchically organized menu systems, where one must also take into
account how users navigate hierarchical structures. This paper presents a novel
integer programming formulation that models hierarchical menus as a combination
of the exact set covering problem and the assignment problem. It organizes
commands into ordered groups of ordered groups via a novel objective function
based on information foraging theory. It minimizes, on the one hand, the time
required to select a command whose location is known from previous usage and,
on the other, the time wasted in irrelevant parts of the menu while searching
for commands whose location is not known. The convergence of these two factors
yields usable, well-ordered command hierarchies from a single model. In
generated menus, the lead (first) elements of a group or tab are good
indicators of the remaining contents, thereby facilitating the search process.
In a controlled usability evaluation, the performance of computationally
designed menus was 25 faster than existing commercial designs with respect to
selection time. The algorithm is efficient for large, representative instances
of the problem. We further show applications in personalization and adaptation
of menu systems.
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moreAbstract
We study the problem of testing discrete distributions with a focus on the
high probability regime. Specifically, given samples from one or more discrete
distributions, a property $\mathcal{P}$, and parameters $0< \epsilon, \delta
<1$, we want to distinguish {\em with probability at least $1-\delta$} whether
these distributions satisfy $\mathcal{P}$ or are $\epsilon$-far from
$\mathcal{P}$ in total variation distance. Most prior work in distribution
testing studied the constant confidence case (corresponding to $\delta =
\Omega(1)$), and provided sample-optimal testers for a range of properties.
While one can always boost the confidence probability of any such tester by
black-box amplification, this generic boosting method typically leads to
sub-optimal sample bounds.
  Here we study the following broad question: For a given property
$\mathcal{P}$, can we {\em characterize} the sample complexity of testing
$\mathcal{P}$ as a function of all relevant problem parameters, including the
error probability $\delta$? Prior to this work, uniformity testing was the only
statistical task whose sample complexity had been characterized in this
setting. As our main results, we provide the first algorithms for closeness and
independence testing that are sample-optimal, within constant factors, as a
function of all relevant parameters. We also show matching
information-theoretic lower bounds on the sample complexity of these problems.
Our techniques naturally extend to give optimal testers for related problems.
To illustrate the generality of our methods, we give optimal algorithms for
testing collections of distributions and testing closeness with unequal sized
samples.
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moreAbstract
There is a well-known connection between hypergraphs and bipartite graphs,
obtained by treating the incidence matrix of the hypergraph as the biadjacency
matrix of a bipartite graph. We use this connection to describe and analyse a
rejection sampling algorithm for sampling simple uniform hypergraphs with a
given degree sequence. Our algorithm uses, as a black box, an algorithm
$\mathcal{A}$ for sampling bipartite graphs with given degrees, uniformly or
nearly uniformly, in (expected) polynomial time. The expected runtime of the
hypergraph sampling algorithm depends on the (expected) runtime of the
bipartite graph sampling algorithm $\mathcal{A}$, and the probability that a
uniformly random bipartite graph with given degrees corresponds to a simple
hypergraph. We give some conditions on the hypergraph degree sequence which
guarantee that this probability is bounded below by a constant.
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moreAbstract
The Directed Feedback Vertex Set (DFVS) problem takes as input a directed
graph~$G$ and seeks a smallest vertex set~$S$ that hits all cycles in $G$. This
is one of Karp's 21 $\mathsf{NP}$-complete problems. Resolving the
parameterized complexity status of DFVS was a long-standing open problem until
Chen et al. [STOC 2008, J. ACM 2008] showed its fixed-parameter tractability
via a $4^kk! n^{\mathcal{O}(1)}$-time algorithm, where $k = |S|$.
  Here we show fixed-parameter tractability of two generalizations of DFVS:
  - Find a smallest vertex set $S$ such that every strong component of $G - S$
has size at most~$s$: we give an algorithm solving this problem in time
$4^k(ks+k+s)!\cdot n^{\mathcal{O}(1)}$. This generalizes an algorithm by Xiao
[JCSS 2017] for the undirected version of the problem.
  - Find a smallest vertex set $S$ such that every non-trivial strong component
of $G - S$ is 1-out-regular: we give an algorithm solving this problem in time
$2^{\mathcal{O}(k^3)}\cdot n^{\mathcal{O}(1)}$.
  We also solve the corresponding arc versions of these problems by
fixed-parameter algorithms.
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moreAbstract
In the Directed Long Cycle Hitting Set} problem we are given a directed graph
$G$, and the task is to find a set $S$ of at most $k$ vertices/arcs such that
$G-S$ has no cycle of length longer than $\ell$. We show that the problem can
be solved in time $2^{\mathcal O(\ell k^3\log k + k^5\log k\log\ell)}\cdot
n^{\mathcal O(1)}$, that is, it is fixed-parameter tractable (FPT)
parameterized by $k$ and $\ell$. This algorithm can be seen as a far-reaching
generalization of the fixed-parameter tractability of {\sc Mixed Graph Feedback
Vertex Set} [Bonsma and Lokshtanov WADS 2011], which is already a common
generalization of the fixed-parameter tractability of (undirected) {\sc
Feedback Vertex Set} and the {\sc Directed Feedback Vertex Set} problems, two
classic results in parameterized algorithms. The algorithm requires significant
insights into the structure of graphs without directed cycles length longer
than $\ell$ and can be seen as an exact version of the approximation algorithm
following from the Erd{\H{o}}s-P{\'o}sa property for long cycles in directed
graphs proved by Kreutzer and Kawarabayashi [STOC 2015].
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moreAbstract
We prove that there is a graph isomorphism test running in time
$n^{\operatorname{polylog}(h)}$ on $n$-vertex graphs excluding some $h$-vertex
graph as a minor. Previously known bounds were $n^{\operatorname{poly}(h)}$
(Ponomarenko, 1988) and $n^{\operatorname{polylog}(n)}$ (Babai, STOC 2016). For
the algorithm we combine recent advances in the group-theoretic graph
isomorphism machinery with new graph-theoretic arguments.
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        “The Maximum-Level Vertex in an Arrangement of Lines,” 2020. [Online]. Available: http://arxiv.org/abs/2003.00518.
    
moreAbstract
Let $L$ be a set of $n$ lines in the plane, not necessarily in general
position. We present an efficient algorithm for finding all the vertices of the
arrangement $A(L)$ of maximum level, where the level of a vertex $v$ is the
number of lines of $L$ that pass strictly below $v$. The problem, posed in
Exercise~8.13 in de Berg etal [BCKO08], appears to be much harder than it
seems, as this vertex might not be on the upper envelope of the lines.
  We first assume that all the lines of $L$ are distinct, and distinguish
between two cases, depending on whether or not the upper envelope of $L$
contains a bounded edge. In the former case, we show that the number of lines
of $L$ that pass above any maximum level vertex $v_0$ is only $O(\log n)$. In
the latter case, we establish a similar property that holds after we remove
some of the lines that are incident to the single vertex of the upper envelope.
We present algorithms that run, in both cases, in optimal $O(n\log n)$ time.
  We then consider the case where the lines of $L$ are not necessarily
distinct. This setup is more challenging, and the best we have is an algorithm
that computes all the maximum-level vertices in time $O(n^{4/3}\log^{3}n)$.
  Finally, we consider a related combinatorial question for degenerate
arrangements, where many lines may intersect in a single point, but all the
lines are distinct: We bound the complexity of the weighted $k$-level in such
an arrangement, where the weight of a vertex is the number of lines that pass
through the vertex. We show that the bound in this case is $O(n^{4/3})$, which
matches the corresponding bound for non-degenerate arrangements, and we use
this bound in the analysis of one of our algorithms.
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moreAbstract
We revisit the classic task of finding the shortest tour of $n$ points in
$d$-dimensional Euclidean space, for any fixed constant $d \geq 2$. We
determine the optimal dependence on $\varepsilon$ in the running time of an
algorithm that computes a $(1+\varepsilon)$-approximate tour, under a plausible
assumption. Specifically, we give an algorithm that runs in
$2^{\mathcal{O}(1/\varepsilon^{d-1})} n\log n$ time. This improves the
previously smallest dependence on $\varepsilon$ in the running time
$(1/\varepsilon)^{\mathcal{O}(1/\varepsilon^{d-1})}n \log n$ of the algorithm
by Rao and Smith (STOC 1998). We also show that a
$2^{o(1/\varepsilon^{d-1})}\text{poly}(n)$ algorithm would violate the
Gap-Exponential Time Hypothesis (Gap-ETH).
  Our new algorithm builds upon the celebrated quadtree-based methods initially
proposed by Arora (J. ACM 1998), but it adds a simple new idea that we call
\emph{sparsity-sensitive patching}. On a high level this lets the granularity
with which we simplify the tour depend on how sparse it is locally. Our
approach is (arguably) simpler than the one by Rao and Smith since it can work
without geometric spanners. We demonstrate the technique extends easily to
other problems, by showing as an example that it also yields a Gap-ETH-tight
approximation scheme for Rectilinear Steiner Tree.
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moreAbstract
We consider clustering games in which the players are embedded in a network
and want to coordinate (or anti-coordinate) their strategy with their
neighbors. The goal of a player is to choose a strategy that maximizes her
utility given the strategies of her neighbors. Recent studies show that even
very basic variants of these games exhibit a large Price of Anarchy: A large
inefficiency between the total utility generated in centralized outcomes and
equilibrium outcomes in which players selfishly try to maximize their utility.
Our main goal is to understand how structural properties of the network
topology impact the inefficiency of these games. We derive topological bounds
on the Price of Anarchy for different classes of clustering games. These
topological bounds provide a more informative assessment of the inefficiency of
these games than the corresponding (worst-case) Price of Anarchy bounds. As one
of our main results, we derive (tight) bounds on the Price of Anarchy for
clustering games on Erd\H{o}s-R\'enyi random graphs (where every possible edge
in the network is present with a fixed probability), which, depending on the
graph density, stand in stark contrast to the known Price of Anarchy bounds.
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moreAbstract
To study the question under which circumstances small solutions can be found
faster than by exhaustive search (and by how much), we study the fine-grained
complexity of Boolean constraint satisfaction with size constraint exactly $k$.
More precisely, we aim to determine, for any finite constraint family, the
optimal running time $f(k)n^{g(k)}$ required to find satisfying assignments
that set precisely $k$ of the $n$ variables to $1$.
  Under central hardness assumptions on detecting cliques in graphs and
3-uniform hypergraphs, we give an almost tight characterization of $g(k)$ into
four regimes: (1) Brute force is essentially best-possible, i.e., $g(k) = (1\pm
o(1))k$, (2) the best algorithms are as fast as current $k$-clique algorithms,
i.e., $g(k)=(\omega/3\pm o(1))k$, (3) the exponent has sublinear dependence on
$k$ with $g(k) \in [\Omega(\sqrt[3]{k}), O(\sqrt{k})]$, or (4) the problem is
fixed-parameter tractable, i.e., $g(k) = O(1)$.
  This yields a more fine-grained perspective than a previous FPT/W[1]-hardness
dichotomy (Marx, Computational Complexity 2005). Our most interesting technical
contribution is a $f(k)n^{4\sqrt{k}}$-time algorithm for SubsetSum with
precedence constraints parameterized by the target $k$ -- particularly the
approach, based on generalizing a bound on the Frobenius coin problem to a
setting with precedence constraints, might be of independent interest.
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moreAbstract
The vast majority of hardware architectures use a carefully timed reference
signal to clock their computational logic. However, standard distribution
solutions are not fault-tolerant. In this work, we present a simple grid
structure as a more reliable clock propagation method and study it by means of
simulation experiments. Fault-tolerance is achieved by forwarding clock pulses
on arrival of the second of three incoming signals from the previous layer.
  A key question is how well neighboring grid nodes are synchronized, even
without faults. Analyzing the clock skew under typical-case conditions is
highly challenging. Because the forwarding mechanism involves taking the
median, standard probabilistic tools fail, even when modeling link delays just
by unbiased coin flips.
  Our statistical approach provides substantial evidence that this system
performs surprisingly well. Specifically, in an "infinitely wide" grid of
height~$H$, the delay at a pre-selected node exhibits a standard deviation of
$O(H^{1/4})$ ($\approx 2.7$ link delay uncertainties for $H=2000$) and skew
between adjacent nodes of $o(\log \log H)$ ($\approx 0.77$ link delay
uncertainties for $H=2000$). We conclude that the proposed system is a very
promising clock distribution method. This leads to the open problem of a
stochastic explanation of the tight concentration of delays and skews. More
generally, we believe that understanding our very simple abstraction of the
system is of mathematical interest in its own right.
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moreAbstract
Given a graph $G$ and an integer $k$, the $H$-free Edge Editing problem is to
find whether there exists at most $k$ pairs of vertices in $G$ such that
changing the adjacency of the pairs in $G$ results in a graph without any
induced copy of $H$. The existence of polynomial kernels for $H$-free Edge
Editing received significant attention in the parameterized complexity
literature. Nontrivial polynomial kernels are known to exist for some graphs
$H$ with at most 4 vertices, but starting from 5 vertices, polynomial kernels
are known only if $H$ is either complete or empty. This suggests the conjecture
that there is no other $H$ with at least 5 vertices were $H$-free Edge Editing
admits a polynomial kernel. Towards this goal, we obtain a set $\mathcal{H}$ of
nine 5-vertex graphs such that if for every $H\in\mathcal{H}$, $H$-free Edge
Editing is incompressible and the complexity assumption $NP \not\subseteq
coNP/poly$ holds, then $H$-free Edge Editing is incompressible for every graph
$H$ with at least five vertices that is neither complete nor empty. That is,
proving incompressibility for these nine graphs would give a complete
classification of the kernelization complexity of $H$-free Edge Editing for
every $H$ with at least 5 vertices.
  We obtain similar result also for $H$-free Edge Deletion. Here the picture is
more complicated due to the existence of another infinite family of graphs $H$
where the problem is trivial (graphs with exactly one edge). We obtain a larger
set $\mathcal{H}$ of nineteen graphs whose incompressibility would give a
complete classification of the kernelization complexity of $H$-free Edge
Deletion for every graph $H$ with at least 5 vertices. Analogous results follow
also for the $H$-free Edge Completion problem by simple complementation.
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moreAbstract
This article briefly describes four algorithmic problems where the notion of
treewidth is very useful. Even though the problems themselves have nothing to
do with treewidth, it turns out that combining known results on treewidth
allows us to easily describe very clean and high-level algorithms.
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moreAbstract
We study the problem of allocating a set of indivisible goods among agents
with subadditive valuations in a fair and efficient manner. Envy-Freeness up to
any good (EFX) is the most compelling notion of fairness in the context of
indivisible goods. Although the existence of EFX is not known beyond the simple
case of two agents with subadditive valuations, some good approximations of EFX
are known to exist, namely $\tfrac{1}{2}$-EFX allocation and EFX allocations
with bounded charity.
  Nash welfare (the geometric mean of agents' valuations) is one of the most
commonly used measures of efficiency. In case of additive valuations, an
allocation that maximizes Nash welfare also satisfies fairness properties like
Envy-Free up to one good (EF1). Although there is substantial work on
approximating Nash welfare when agents have additive valuations, very little is
known when agents have subadditive valuations. In this paper, we design a
polynomial-time algorithm that outputs an allocation that satisfies either of
the two approximations of EFX as well as achieves an $\mathcal{O}(n)$
approximation to the Nash welfare. Our result also improves the current
best-known approximation of $\mathcal{O}(n \log n)$ and $\mathcal{O}(m)$ to
Nash welfare when agents have submodular and subadditive valuations,
respectively.
  Furthermore, our technique also gives an $\mathcal{O}(n)$ approximation to a
family of welfare measures, $p$-mean of valuations for $p\in (-\infty, 1]$,
thereby also matching asymptotically the current best known approximation ratio
for special cases like $p =-\infty$ while also retaining the fairness
properties.
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moreAbstract
We study the fair division problem of allocating a mixed manna under
additively separable piecewise linear concave (SPLC) utilities. A mixed manna
contains goods that everyone likes and bads that everyone dislikes, as well as
items that some like and others dislike. The seminal work of Bogomolnaia et al.
[Econometrica'17] argue why allocating a mixed manna is genuinely more
complicated than a good or a bad manna, and why competitive equilibrium is the
best mechanism. They also provide the existence of equilibrium and establish
its peculiar properties (e.g., non-convex and disconnected set of equilibria
even under linear utilities), but leave the problem of computing an equilibrium
open. This problem remained unresolved even for only bad manna under linear
utilities.
  Our main result is a simplex-like algorithm based on Lemke's scheme for
computing a competitive allocation of a mixed manna under SPLC utilities, a
strict generalization of linear. Experimental results on randomly generated
instances suggest that our algorithm will be fast in practice. The problem is
known to be PPAD-hard for the case of good manna, and we also show a similar
result for the case of bad manna. Given these PPAD-hardness results, designing
such an algorithm is the only non-brute-force (non-enumerative) option known,
e.g., the classic Lemke-Howson algorithm (1964) for computing a Nash
equilibrium in a 2-player game is still one of the most widely used algorithms
in practice.
  Our algorithm also yields several new structural properties as simple
corollaries. We obtain a (constructive) proof of existence for a far more
general setting, membership of the problem in PPAD, rational-valued solution,
and odd number of solutions property. The last property also settles the
conjecture of Bogomolnaia et al. in the affirmative.
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moreAbstract
We study the problem of distributing a set of indivisible items among agents
with additive valuations in a $\mathit{fair}$ manner. The fairness notion under
consideration is Envy-freeness up to any item (EFX). Despite significant
efforts by many researchers for several years, the existence of EFX allocations
has not been settled beyond the simple case of two agents. In this paper, we
show constructively that an EFX allocation always exists for three agents.
Furthermore, we falsify the conjecture by Caragiannis et al. by showing an
instance with three agents for which there is a partial EFX allocation (some
items are not allocated) with higher Nash welfare than that of any complete EFX
allocation.
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moreAbstract
Consider a graph problem that is locally checkable but not locally solvable:
given a solution we can check that it is feasible by verifying all
constant-radius neighborhoods, but to find a solution each node needs to
explore the input graph at least up to distance $\Omega(\log n)$ in order to
produce its output. We consider the complexity of such problems from the
perspective of volume: how large a subgraph does a node need to see in order to
produce its output. We study locally checkable graph problems on bounded-degree
graphs. We give a number of constructions that exhibit tradeoffs between
deterministic distance, randomized distance, deterministic volume, and
randomized volume:
  - If the deterministic distance is linear, it is also known that randomized
distance is near-linear. In contrast, we show that there are problems with
linear deterministic volume but only logarithmic randomized volume.
  - We prove a volume hierarchy theorem for randomized complexity: among
problems with linear deterministic volume complexity, there are infinitely many
distinct randomized volume complexity classes between $\Omega(\log n)$ and
$O(n)$. This hierarchy persists even when restricting to problems whose
randomized and deterministic distance complexities are $\Theta(\log n)$.
  - Similar hierarchies exist for polynomial distance complexities: for any $k,
\ell \in N$ with $k \leq \ell$, there are problems whose randomized and
deterministic distance complexities are $\Theta(n^{1/\ell})$, randomized volume
complexities are $\Theta(n^{1/k})$, and whose deterministic volume complexities
are $\Theta(n)$.
  Additionally, we consider connections between our volume model and massively
parallel computation (MPC). We give a general simulation argument that any
volume-efficient algorithm can be transformed into a space-efficient MPC
algorithm.
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moreAbstract
Given a graph property $\Phi$, we consider the problem
$\mathtt{EdgeSub}(\Phi)$, where the input is a pair of a graph $G$ and a
positive integer $k$, and the task is to decide whether $G$ contains a $k$-edge
subgraph that satisfies $\Phi$. Specifically, we study the parameterized
complexity of $\mathtt{EdgeSub}(\Phi)$ and of its counting problem
$\#\mathtt{EdgeSub}(\Phi)$ with respect to both approximate and exact counting.
We obtain a complete picture for minor-closed properties $\Phi$: the decision
problem $\mathtt{EdgeSub}(\Phi)$ always admits an FPT algorithm and the
counting problem $\#\mathtt{EdgeSub}(\Phi)$ always admits an FPTRAS. For exact
counting, we present an exhaustive and explicit criterion on the property
$\Phi$ which, if satisfied, yields fixed-parameter tractability and otherwise
$\#\mathsf{W[1]}$-hardness. Additionally, most of our hardness results come
with an almost tight conditional lower bound under the so-called Exponential
Time Hypothesis, ruling out algorithms for $\#\mathtt{EdgeSub}(\Phi)$ that run
in time $f(k)\cdot|G|^{o(k/\log k)}$ for any computable function $f$.
  As a main technical result, we gain a complete understanding of the
coefficients of toroidal grids and selected Cayley graph expanders in the
homomorphism basis of $\#\mathtt{EdgeSub}(\Phi)$. This allows us to establish
hardness of exact counting using the Complexity Monotonicity framework due to
Curticapean, Dell and Marx (STOC'17). Our methods can also be applied to a
parameterized variant of the Tutte Polynomial $T^k_G$ of a graph $G$, to which
many known combinatorial interpretations of values of the (classical) Tutte
Polynomial can be extended. As an example, $T^k_G(2,1)$ corresponds to the
number of $k$-forests in the graph $G$. Our techniques allow us to completely
understand the parametrized complexity of computing the evaluation of $T^k_G$
at every pair of rational coordinates $(x,y)$.
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moreAbstract
Given a graph property $\Phi$, the problem $\#\mathsf{IndSub}(\Phi)$ asks, on
input a graph $G$ and a positive integer $k$, to compute the number of induced
subgraphs of size $k$ in $G$ that satisfy $\Phi$. The search for explicit
criteria on $\Phi$ ensuring that $\#\mathsf{IndSub}(\Phi)$ is hard was
initiated by Jerrum and Meeks [J. Comput. Syst. Sci. 15] and is part of the
major line of research on counting small patterns in graphs. However, apart
from an implicit result due to Curticapean, Dell and Marx [STOC 17] proving
that a full classification into "easy" and "hard" properties is possible and
some partial results on edge-monotone properties due to Meeks [Discret. Appl.
Math. 16] and D\"orfler et al. [MFCS 19], not much is known.
  In this work, we fully answer and explicitly classify the case of monotone,
that is subgraph-closed, properties: We show that for any non-trivial monotone
property $\Phi$, the problem $\#\mathsf{IndSub}(\Phi)$ cannot be solved in time
$f(k)\cdot |V(G)|^{o(k/ {\log^{1/2}(k)})}$ for any function $f$, unless the
Exponential Time Hypothesis fails. By this, we establish that any significant
improvement over the brute-force approach is unlikely; in the language of
parameterized complexity, we also obtain a $\#\mathsf{W}[1]$-completeness
result.
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The goal of the LEDA project was to build an easy-to-use and extendable
library of correct and efficient data structures, graph algorithms and
geometric algorithms. We report on the use of formal program verification to
achieve an even higher level of trustworthiness. Specifically, we report on an
ongoing and largely finished verification of the blossom-shrinking algorithm
for maximum cardinality matching.
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moreAbstract
When a loan is approved for a person or company, the bank is subject to
\emph{credit risk}; the risk that the lender defaults. To mitigate this risk, a
bank will require some form of \emph{security}, which will be collected if the
lender defaults. Accounts can be secured by several securities and a security
can be used for several accounts. The goal is to fractionally assign the
securities to the accounts so as to balance the risk.
  This situation can be modelled by a bipartite graph. We have a set $S$ of
securities and a set $A$ of accounts. Each security has a \emph{value} $v_i$
and each account has an \emph{exposure} $e_j$. If a security $i$ can be used to
secure an account $j$, we have an edge from $i$ to $j$. Let $f_{ij}$ be part of
security $i$'s value used to secure account $j$. We are searching for a maximum
flow that send at most $v_i$ units out of node $i \in S$ and at most $e_j$
units into node $j \in A$. Then $s_j = e_j - \sum_i f_{ij}$ is the unsecured
part of account $j$. We are searching for the maximum flow that minimizes
$\sum_j s_j^2/e_j$.
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moreAbstract
Many graph problems are locally checkable: a solution is globally feasible if
it looks valid in all constant-radius neighborhoods. This idea is formalized in
the concept of locally checkable labelings (LCLs), introduced by Naor and
Stockmeyer (1995). Recently, Chang et al. (2016) showed that in bounded-degree
graphs, every LCL problem belongs to one of the following classes:
  - "Easy": solvable in $O(\log^* n)$ rounds with both deterministic and
randomized distributed algorithms.
  - "Hard": requires at least $\Omega(\log n)$ rounds with deterministic and
$\Omega(\log \log n)$ rounds with randomized distributed algorithms.
  Hence for any parameterized LCL problem, when we move from local problems
towards global problems, there is some point at which complexity suddenly jumps
from easy to hard. For example, for vertex coloring in $d$-regular graphs it is
now known that this jump is at precisely $d$ colors: coloring with $d+1$ colors
is easy, while coloring with $d$ colors is hard.
  However, it is currently poorly understood where this jump takes place when
one looks at defective colorings. To study this question, we define $k$-partial
$c$-coloring as follows: nodes are labeled with numbers between $1$ and $c$,
and every node is incident to at least $k$ properly colored edges.
  It is known that $1$-partial $2$-coloring (a.k.a. weak $2$-coloring) is easy
for any $d \ge 1$. As our main result, we show that $k$-partial $2$-coloring
becomes hard as soon as $k \ge 2$, no matter how large a $d$ we have.
  We also show that this is fundamentally different from $k$-partial
$3$-coloring: no matter which $k \ge 3$ we choose, the problem is always hard
for $d = k$ but it becomes easy when $d \gg k$. The same was known previously
for partial $c$-coloring with $c \ge 4$, but the case of $c < 4$ was open.
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moreAbstract
In many models for large-scale computation, decomposition of the problem is
key to efficient algorithms. For distance-related graph problems, it is often
crucial that such a decomposition results in clusters of small diameter, while
the probability that an edge is cut by the decomposition scales linearly with
the length of the edge. There is a large body of literature on low diameter
graph decomposition with small edge cutting probabilities, with all existing
techniques heavily building on single source shortest paths (SSSP)
computations. Unfortunately, in many theoretical models for large-scale
computations, the SSSP task constitutes a complexity bottleneck. Therefore, it
is desirable to replace exact SSSP computations with approximate ones. However
this imposes a fundamental challenge since the existing constructions of such
decompositions inherently rely on the subtractive form of the triangle
inequality. The current paper overcomes this obstacle by developing a technique
termed blurry ball growing. By combining this technique with a clever
algorithmic idea of Miller et al. (SPAA 13), we obtain a construction of low
diameter decompositions with small edge cutting probabilities which replaces
exact SSSP computations by (a small number of) approximate ones. The utility of
our approach is showcased by deriving efficient algorithms that work in the
Congest, PRAM, and semi-streaming models of computation. As an application, we
obtain metric tree embedding algorithms in the vein of Bartal (FOCS 96) whose
computational complexities in these models are optimal up to polylogarithmic
factors. Our embeddings have the additional useful property that the tree can
be mapped back to the original graph such that each edge is "used" only O(log
n) times, which is of interest for capacitated problems and simulating Congest
algorithms on the tree into which the graph is embedded.
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moreAbstract
In this paper, we present two results on slime mold computations. The first
one treats a biologically-grounded model, originally proposed by biologists
analyzing the behavior of the slime mold Physarum polycephalum. This primitive
organism was empirically shown by Nakagaki et al. to solve shortest path
problems in wet-lab experiments (Nature'00). We show that the proposed simple
mathematical model actually generalizes to a much wider class of problems,
namely undirected linear programs with a non-negative cost vector.
  For our second result, we consider the discretization of a
biologically-inspired model. This model is a directed variant of the
biologically-grounded one and was never claimed to describe the behavior of a
biological system. Straszak and Vishnoi showed that it can
$\epsilon$-approximately solve flow problems (SODA'16) and even general linear
programs with positive cost vector (ITCS'16) within a finite number of steps.
We give a refined convergence analysis that improves the dependence on
$\epsilon$ from polynomial to logarithmic and simultaneously allows to choose a
step size that is independent of $\epsilon$. Furthermore, we show that the
dynamics can be initialized with a more general set of (infeasible) starting
points.
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moreAbstract
We study the variety membership testing problem in the case when the variety
is given as an orbit closure and the ambient space is the set of all 3-tensors.
The first variety that we consider is the slice rank variety, which consists of
all 3-tensors of slice rank at most $r$. We show that the membership testing
problem for the slice rank variety is $\NP$-hard. While the slice rank variety
is a union of orbit closures, we define another variety, the minrank variety,
expressible as a single orbit closure. Our next result is the $\NP$-hardness of
membership testing in the minrank variety, hence we establish the
$\NP$-hardness of the orbit closure containment problem for 3-tensors.
  Algebraic natural proofs were recently introduced by Forbes, Shpilka and Volk
and independently by Grochow, Kumar, Saks and Saraf. Bl\"aser et al. gave a
version of an algebraic natural proof barrier for the matrix completion problem
which relies on $\coNP \subseteq \exists \BPP$. It implied that constructing
equations for the corresponding variety should be hard. We generalize their
approach to work with any family of varieties for which the membership problem
is $\NP$-hard and for which we can efficiently generate a dense subset.
Therefore, a similar barrier holds for the slice rank and the minrank
varieties, too. This allows us to set up the slice rank and the minrank
varieties as a test-bed for geometric complexity theory (GCT). We determine the
stabilizers of the tensors that generate the orbit closures of the two
varieties and prove that these tensors are almost characterized by their
symmetries. We prove several nontrivial equations for both the varieties using
different GCT methods. Many equations also work in the regime where membership
testing in the slice rank or minrank varieties is $\NP$-hard. We view this as a
promising sign that the GCT approach might indeed be successful.
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moreAbstract
Zwick's $(1+\varepsilon)$-approximation algorithm for the All Pairs Shortest
Path (APSP) problem runs in time $\widetilde{O}(\frac{n^\omega}{\varepsilon}
\log{W})$, where $\omega \le 2.373$ is the exponent of matrix multiplication
and $W$ denotes the largest weight. This can be used to approximate several
graph characteristics including the diameter, radius, median, minimum-weight
triangle, and minimum-weight cycle in the same time bound.
  Since Zwick's algorithm uses the scaling technique, it has a factor $\log W$
in the running time. In this paper, we study whether APSP and related problems
admit approximation schemes avoiding the scaling technique. That is, the number
of arithmetic operations should be independent of $W$; this is called strongly
polynomial. Our main results are as follows.
  - We design approximation schemes in strongly polynomial time
$O(\frac{n^\omega}{\varepsilon} \text{polylog}(\frac{n}{\varepsilon}))$ for
APSP on undirected graphs as well as for the graph characteristics diameter,
radius, median, minimum-weight triangle, and minimum-weight cycle on directed
or undirected graphs.
  - For APSP on directed graphs we design an approximation scheme in strongly
polynomial time $O(n^{\frac{\omega + 3}{2}} \varepsilon^{-1}
\text{polylog}(\frac{n}{\varepsilon}))$. This is significantly faster than the
best exact algorithm.
  - We explain why our approximation scheme for APSP on directed graphs has a
worse exponent than $\omega$: Any improvement over our exponent $\frac{\omega +
3}{2}$ would improve the best known algorithm for Min-Max Product In fact, we
prove that approximating directed APSP and exactly computing the Min-Max
Product are equivalent.
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moreAbstract
The Fr\'echet distance provides a natural and intuitive measure for the
popular task of computing the similarity of two (polygonal) curves. While a
simple algorithm computes it in near-quadratic time, a strongly subquadratic
algorithm cannot exist unless the Strong Exponential Time Hypothesis fails.
Still, fast practical implementations of the Fr\'echet distance, in particular
for realistic input curves, are highly desirable. This has even lead to a
designated competition, the ACM SIGSPATIAL GIS Cup 2017: Here, the challenge
was to implement a near-neighbor data structure under the Fr\'echet distance.
The bottleneck of the top three implementations turned out to be precisely the
decision procedure for the Fr\'echet distance.
  In this work, we present a fast, certifying implementation for deciding the
Fr\'echet distance, in order to (1) complement its pessimistic worst-case
hardness by an empirical analysis on realistic input data and to (2) improve
the state of the art for the GIS Cup challenge. We experimentally evaluate our
implementation on a large benchmark consisting of several data sets (including
handwritten characters and GPS trajectories). Compared to the winning
implementation of the GIS Cup, we obtain running time improvements of up to
more than two orders of magnitude for the decision procedure and of up to a
factor of 30 for queries to the near-neighbor data structure.
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moreAbstract
Friedrichs et al. (TC 2018) showed that metastability can be contained when
sorting inputs arising from time-to-digital converters, i.e., measurement
values can be correctly sorted without resolving metastability using
synchronizers first. However, this work left open whether this can be done by
small circuits. We show that this is indeed possible, by providing a circuit
that sorts Gray code inputs (possibly containing a metastable bit) and has
asymptotically optimal depth and size. Our solution utilizes the parallel
prefix computation (PPC) framework (JACM 1980). We improve this construction by
bounding its fan-out by an arbitrary $f \geq 3$, without affecting depth and
increasing circuit size by a small constant factor only. Thus, we obtain the
first PPC circuits with asymptotically optimal size, constant fan-out, and
optimal depth. To show that applying the PPC framework to the sorting task is
feasible, we prove that the latter can, despite potential metastability, be
decomposed such that the core operation is associative. We obtain
asymptotically optimal metastability-containing sorting networks. We complement
these results with simulations, independently verifying the correctness as well
as small size and delay of our circuits.
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moreAbstract
Synchronizing clocks in distributed systems is well-understood, both in terms
of fault-tolerance in fully connected systems and the dependence of local and
global worst-case skews (i.e., maximum clock difference between neighbors and
arbitrary pairs of nodes, respectively) on the diameter of fault-free systems.
However, so far nothing non-trivial is known about the local skew that can be
achieved in topologies that are not fully connected even under a single
Byzantine fault. Put simply, in this work we show that the most powerful known
techniques for fault-tolerant and gradient clock synchronization are
compatible, in the sense that the best of both worlds can be achieved
simultaneously.
  Concretely, we combine the Lynch-Welch algorithm [Welch1988] for
synchronizing a clique of $n$ nodes despite up to $f<n/3$ Byzantine faults with<br>the gradient clock synchronization (GCS) algorithm by Lenzen et al.
[Lenzen2010] in order to render the latter resilient to faults. As this is not
possible on general graphs, we augment an input graph $\mathcal{G}$ by
replacing each node by $3f+1$ fully connected copies, which execute an instance
of the Lynch-Welch algorithm. We then interpret these clusters as supernodes
executing the GCS algorithm, where for each cluster its correct nodes'
Lynch-Welch clocks provide estimates of the logical clock of the supernode in
the GCS algorithm. By connecting clusters corresponding to neighbors in
$\mathcal{G}$ in a fully bipartite manner, supernodes can inform each other
about (estimates of) their logical clock values. This way, we achieve
asymptotically optimal local skew, granted that no cluster contains more than
$f$ faulty nodes, at factor $O(f)$ and $O(f^2)$ overheads in terms of nodes and
edges, respectively. Note that tolerating $f$ faulty neighbors trivially
requires degree larger than $f$, so this is asymptotically optimal as well.
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moreAbstract
Geometric Complexity Theory as initiated by Mulmuley and Sohoni in two papers
(SIAM J Comput 2001, 2008) aims to separate algebraic complexity classes via
representation theoretic multiplicities in coordinate rings of specific group
varieties. The papers also conjecture that the vanishing behavior of these
multiplicities would be sufficient to separate complexity classes (so-called
occurrence obstructions). The existence of such strong occurrence obstructions
has been recently disproven in 2016 in two successive papers, Ikenmeyer-Panova
(Adv. Math.) and B\"urgisser-Ikenmeyer-Panova (J. AMS). This raises the
question whether separating group varieties via representation theoretic
multiplicities is stronger than separating them via occurrences. This paper
provides for the first time a setting where separating with multiplicities can
be achieved, while the separation with occurrences is provably impossible. Our
setting is surprisingly simple and natural: We study the variety of products of
homogeneous linear forms (the so-called Chow variety) and the variety of
polynomials of bounded border Waring rank (i.e. a higher secant variety of the
Veronese variety). As a side result we prove a slight generalization of
Hermite's reciprocity theorem, which proves Foulkes' conjecture for a new
infinite family of cases.
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moreAbstract
In this paper, we revisit the problem of sampling edges in an unknown graph
$G = (V, E)$ from a distribution that is (pointwise) almost uniform over $E$.
We consider the case where there is some a priori upper bound on the arboriciy
of $G$. Given query access to a graph $G$ over $n$ vertices and of average
degree $d$ and arboricity at most $\alpha$, we design an algorithm that
performs $O\!\left(\frac{\alpha}{d} \cdot \frac{\log^3 n}{\varepsilon}\right)$
queries in expectation and returns an edge in the graph such that every edge $e
\in E$ is sampled with probability $(1 \pm \varepsilon)/m$. The algorithm
performs two types of queries: degree queries and neighbor queries. We show
that the upper bound is tight (up to poly-logarithmic factors and the
dependence in $\varepsilon$), as $\Omega\!\left(\frac{\alpha}{d} \right)$
queries are necessary for the easier task of sampling edges from any
distribution over $E$ that is close to uniform in total variational distance.
We also prove that even if $G$ is a tree (i.e., $\alpha = 1$ so that
$\frac{\alpha}{d}=\Theta(1)$), $\Omega\left(\frac{\log n}{\log\log n}\right)$
queries are necessary to sample an edge from any distribution that is pointwise
close to uniform, thus establishing that a $\mathrm{poly}(\log n)$ factor is
necessary for constant $\alpha$. Finally we show how our algorithm can be
applied to obtain a new result on approximately counting subgraphs, based on
the recent work of Assadi, Kapralov, and Khanna (ITCS, 2019).
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moreAbstract
The directed Physarum dynamics is known to solve positive linear programs:
minimize $c^T x$ subject to $Ax = b$ and $x \ge 0$ for a positive cost vector
$c$. The directed Physarum dynamics evolves a positive vector $x$ according to
the dynamics $\dot{x} = q(x) - x$. Here $q(x)$ is the solution to $Af = b$ that
minimizes the "energy" $\sum_i c_i f_i^2/x_i$.
  In this paper, we study the non-uniform directed dynamics $\dot{x} = D(q(x) -
x)$, where $D$ is a positive diagonal matrix. The non-uniform dynamics is more
complex than the uniform dynamics (with $D$ being the identity matrix), as it
allows each component of $x$ to react with different speed to the differences
between $q(x)$ and $x$. Our contribution is to show that the non-uniform
directed dynamics solves positive linear programs.
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We look at some graph problems related to covering, partition, and connectivity. First, we study the problems of covering and partitioning edges with bicliques, especially from the viewpoint of parameterized complexity. For the partition problem, we develop much more efficient algorithms than the ones previously known. In contrast, for the cover problem, our lower bounds show that the known algorithms are probably optimal. Next, we move on to graph coloring, which is probably the most extensively studied partition problem in graphs. Hadwiger’s conjecture is a long-standing open problem related to vertex coloring. We prove the conjecture for a special class of graphs, namely squares of 2-trees, and show that square graphs are important in connection with Hadwiger’s conjecture. Then, we study a coloring problem that has been emerging recently, called rainbow coloring. This problem lies in the intersection of coloring and connectivity. We study different variants of rainbow coloring and present bounds and complexity results on them. Finally, we move on to another parameter related to connectivity called spanning tree congestion (STC). We give tight bounds for STC in general graphs and random graphs. While proving the results on
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Let $c \in \mathbb{Z}^m_{> 0}$, $A \in \mathbb{Z}^{n\times m}$, and $b \in
\mathbb{Z}^n$. We show under fairly general conditions that the non-uniform
Physarum dynamics \[ \dot{x}_e = a_e(x,t) \left(|q_e| - x_e\right) \] converges
to the optimum solution $x^*$ of the weighted basis pursuit problem minimize
$c^T x$ subject to $A f = b$ and $|f| \le x$. Here, $f$ and $x$ are $m$-vectors
of real variables, $q$ minimizes the energy $\sum_e (c_e/x_e) q_e^2$ subject to
the constraints $A q = b$ and $\mathrm{supp}(q) \subseteq \mathrm{supp}(x)$,
and $a_e(x,t) > 0$ is the reactivity of edge $e$ to the difference $|q_e| -
x_e$ at time $t$ and in state $x$. Previously convergence was only shown for
the uniform case $a_e(x,t) = 1$ for all $e$, $x$, and $t$. We also show
convergence for the dynamics \[ \dot{x}_e = x_e \cdot \left( g_e
\left(\frac{|q_e|}{x_e}\right) - 1\right),\] where $g_e$ is an increasing
differentiable function with $g_e(1) = 1$. Previously convergence was only
shown for the special case of the shortest path problem on a graph consisting
of two nodes connected by parallel edges.
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moreAbstract
We study parallel algorithms for the classical balls-into-bins problem, in
which $m$ balls acting in parallel as separate agents are placed into $n$ bins.
Algorithms operate in synchronous rounds, in each of which balls and bins
exchange messages once. The goal is to minimize the maximal load over all bins
using a small number of rounds and few messages.
  While the case of $m=n$ balls has been extensively studied, little is known
about the heavily loaded case. In this work, we consider parallel algorithms
for this somewhat neglected regime of $m\gg n$. The naive solution of
allocating each ball to a bin chosen uniformly and independently at random
results in maximal load $m/n+\Theta(\sqrt{m/n\cdot \log n})$ (for $m\geq n \log
n$) w.h.p. In contrast, for the sequential setting Berenbrink et al (SIAM J.
Comput 2006) showed that letting each ball join the least loaded bin of two
randomly selected bins reduces the maximal load to $m/n+O(\log\log m)$ w.h.p.
To date, no parallel variant of such a result is known.
  We present a simple parallel threshold algorithm that obtains a maximal load
of $m/n+O(1)$ w.h.p. within $O(\log\log (m/n)+\log^* n)$ rounds. The algorithm
is symmetric (balls and bins all "look the same"), and balls send $O(1)$
messages in expectation per round. The additive term of $O(\log^* n)$ in the
complexity is known to be tight for such algorithms (Lenzen and Wattenhofer
Distributed Computing 2016). We also prove that our analysis is tight, i.e.,
algorithms of the type we provide must run for $\Omega(\min\{\log\log
(m/n),n\})$ rounds w.h.p.
  Finally, we give a simple asymmetric algorithm (i.e., balls are aware of a
common labeling of the bins) that achieves a maximal load of $m/n + O(1)$ in a
constant number of rounds w.h.p. Again, balls send only a single message per
round, and bins receive $(1+o(1))m/n+O(\log n)$ messages w.h.p.
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moreAbstract
We consider the Adversarial Queuing Theory (AQT) model, where packet arrivals
are subject to a maximum average rate $0\le\rho\le1$ and burstiness
$\sigma\ge0$. In this model, we analyze the size of buffers required to avoid
overflows in the basic case of a path. Our main results characterize the space
required by the average rate and the number of distinct destinations: we show
that $O(k d^{1/k})$ space suffice, where $d$ is the number of distinct
destinations and $k=\lfloor 1/\rho \rfloor$; and we show that $\Omega(\frac 1 k
d^{1/k})$ space is necessary. For directed trees, we describe an algorithm
whose buffer space requirement is at most $1 + d' + \sigma$ where $d'$ is the
maximum number of destinations on any root-leaf path.



BibTeX
@online{Miller_arXiv1902.08069,
TITLE = {With Great Speed Come Small Buffers: Space-Bandwidth Tradeoffs for Routing},
AUTHOR = {Miller, Avery and Patt-Shamir, Boaz and Rosenbaum, Will},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1902.08069},
EPRINT = {1902.08069},
EPRINTTYPE = {arXiv},
YEAR = {2019},
ABSTRACT = {We consider the Adversarial Queuing Theory (AQT) model, where packet arrivals<br>are subject to a maximum average rate $0\le\rho\le1$ and burstiness<br>$\sigma\ge0$. In this model, we analyze the size of buffers required to avoid<br>overflows in the basic case of a path. Our main results characterize the space<br>required by the average rate and the number of distinct destinations: we show<br>that $O(k d^{1/k})$ space suffice, where $d$ is the number of distinct<br>destinations and $k=\lfloor 1/\rho \rfloor$; and we show that $\Omega(\frac 1 k<br>d^{1/k})$ space is necessary. For directed trees, we describe an algorithm<br>whose buffer space requirement is at most $1 + d' + \sigma$ where $d'$ is the<br>maximum number of destinations on any root-leaf path.<br>},
}

Endnote
%0 Report
%A Miller, Avery
%A Patt-Shamir, Boaz
%A Rosenbaum, Will
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T With Great Speed Come Small Buffers: Space-Bandwidth Tradeoffs for
  Routing : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0003-0CD3-2
%U http://arxiv.org/abs/1902.08069
%D 2019
%X   We consider the Adversarial Queuing Theory (AQT) model, where packet arrivals<br>are subject to a maximum average rate $0\le\rho\le1$ and burstiness<br>$\sigma\ge0$. In this model, we analyze the size of buffers required to avoid<br>overflows in the basic case of a path. Our main results characterize the space<br>required by the average rate and the number of distinct destinations: we show<br>that $O(k d^{1/k})$ space suffice, where $d$ is the number of distinct<br>destinations and $k=\lfloor 1/\rho \rfloor$; and we show that $\Omega(\frac 1 k<br>d^{1/k})$ space is necessary. For directed trees, we describe an algorithm<br>whose buffer space requirement is at most $1 + d' + \sigma$ where $d'$ is the<br>maximum number of destinations on any root-leaf path.<br>
%K Computer Science, Data Structures and Algorithms, cs.DS,Computer Science, Distributed, Parallel, and Cluster Computing, cs.DC




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        453
    
                Conference paper
            
D1


        A. Miller, B. Patt-Shamir, and W. Rosenbaum
    

        “With Great Speed Come Small Buffers: Space-Bandwidth Tradeoffs for Routing,” in PODC ’19, ACM Symposium on Principles of Distributed Computing, Toronto, Canada, 2019.
    
moreBibTeX
@inproceedings{Miller_PODC2019,
TITLE = {With Great Speed Come Small Buffers: {S}pace-Bandwidth Tradeoffs for Routing},
AUTHOR = {Miller, Avery and Patt-Shamir, Boaz and Rosenbaum, Will},
LANGUAGE = {eng},
ISBN = {978-1-4503-6217-7},
DOI = {10.1145/3293611.3331614},
PUBLISHER = {ACM},
YEAR = {2019},
BOOKTITLE = {PODC '19, ACM Symposium on Principles of Distributed Computing},
PAGES = {117--126},
ADDRESS = {Toronto, Canada},
}

Endnote
%0 Conference Proceedings
%A Miller, Avery
%A Patt-Shamir, Boaz
%A Rosenbaum, Will
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T With Great Speed Come Small Buffers: Space-Bandwidth Tradeoffs for Routing : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0007-1D09-0
%R 10.1145/3293611.3331614
%D 2019
%B ACM Symposium on Principles of Distributed Computing
%Z date of event: 2019-07-29 - 2019-08-02
%C Toronto, Canada
%B PODC '19
%P 117 - 126
%I ACM
%@ 978-1-4503-6217-7




	DOI
	PuRe
	BibTeX

	


        454
    
                Article
            
D1


        E. Oh and H.-K. Ahn
    

        “Computing the Center Region and its Variants,” Theoretical Computer Science, vol. 789, 2019.
    
moreBibTeX
@article{Oh_2019,
TITLE = {Computing the Center Region and its Variants},
AUTHOR = {Oh, Eunjin and Ahn, Hee-Kap},
LANGUAGE = {eng},
ISSN = {0304-3975},
DOI = {10.1016/j.tcs.2018.06.026},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2019},
DATE = {2019},
JOURNAL = {Theoretical Computer Science},
VOLUME = {789},
PAGES = {2--12},
}

Endnote
%0 Journal Article
%A Oh, Eunjin
%A Ahn, Hee-Kap
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Computing the Center Region and its Variants : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0004-E587-1
%R 10.1016/j.tcs.2018.06.026
%7 2019
%D 2019
%J Theoretical Computer Science
%V 789
%& 2
%P 2 - 12
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        455
    
                Article
            
D1


        E. Oh and H.-K. Ahn
    

        “Assigning Weights to Minimize the Covering Radius in the Plane,” Computational Geometry: Theory and Applications, vol. 81, 2019.
    
moreBibTeX
@article{Oh2019c,
TITLE = {Assigning Weights to Minimize the Covering Radius in the Plane},
AUTHOR = {Oh, Eunjin and Ahn, Hee-Kap},
LANGUAGE = {eng},
ISSN = {0925-7721},
DOI = {10.1016/j.comgeo.2018.10.007},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2019},
DATE = {2019},
JOURNAL = {Computational Geometry: Theory and Applications},
VOLUME = {81},
PAGES = {22--32},
}

Endnote
%0 Journal Article
%A Oh, Eunjin
%A Ahn, Hee-Kap
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Assigning Weights to Minimize the Covering Radius in the Plane : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0003-C34C-C
%R 10.1016/j.comgeo.2018.10.007
%7 2019
%D 2019
%J Computational Geometry: Theory and Applications
%V 81
%& 22
%P 22 - 32
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        456
    
                Article
            
D1


        E. Oh and H.-K. Ahn
    

        “A New Balanced Subdivision of a Simple Polygon for Time-Space Trade-Off Algorithms,” Algorithmica, vol. 81, no. 7, 2019.
    
moreBibTeX
@article{Oh2019d,
TITLE = {A New Balanced Subdivision of a Simple Polygon for Time-Space Trade-Off Algorithms},
AUTHOR = {Oh, Eunjin and Ahn, Hee-Kap},
LANGUAGE = {eng},
ISSN = {0178-4617},
DOI = {10.1007/s00453-019-00558-9},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2019},
DATE = {2019},
JOURNAL = {Algorithmica},
VOLUME = {81},
NUMBER = {7},
PAGES = {2829--2856},
}

Endnote
%0 Journal Article
%A Oh, Eunjin
%A Ahn, Hee-Kap
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T A New Balanced Subdivision of a Simple Polygon for Time-Space
Trade-Off Algorithms : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0003-A7DE-7
%R 10.1007/s00453-019-00558-9
%7 2019
%D 2019
%J Algorithmica
%V 81
%N 7
%& 2829
%P 2829 - 2856
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        457
    
                Conference paper
            
D1


        E. Oh
    

        “Optimal Algorithm for Geodesic Nearest-point Voronoi Diagrams in Simple Polygons,” in Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2019), San Diego, CA, USA, 2019.
    
moreBibTeX
@inproceedings{Oh_SODA19d,
TITLE = {Optimal Algorithm for Geodesic Nearest-point {V}oronoi Diagrams in Simple Polygons},
AUTHOR = {Oh, Eunjin},
LANGUAGE = {eng},
ISBN = {978-1-61197-548-2},
DOI = {10.1137/1.9781611975482.25},
PUBLISHER = {SIAM},
YEAR = {2019},
DATE = {2019},
BOOKTITLE = {Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2019)},
EDITOR = {Chan, Timothy M.},
PAGES = {391--409},
ADDRESS = {San Diego, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Oh, Eunjin
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Optimal Algorithm for Geodesic Nearest-point Voronoi Diagrams in Simple Polygons : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-AA78-8
%R 10.1137/1.9781611975482.25
%D 2019
%B 30th Annual ACM-SIAM Symposium on Discrete Algorithms
%Z date of event: 2019-01-06 - 2019-01-09
%C San Diego, CA, USA
%B Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms
%E Chan, Timothy M.
%P 391 - 409
%I SIAM
%@ 978-1-61197-548-2




	DOI
	PuRe
	BibTeX

	


        458
    
                Conference paper
            
D1


        B. Patt-Shamir and W. Rosenbaum
    

        “Space-Optimal Packet Routing on Trees,” in IEEE Conference on Computer Communications (IEEE INFOCOM 2019), Paris, France, 2019.
    
moreBibTeX
@inproceedings{Patt-Shamir_INFOCOM2019,
TITLE = {Space-Optimal Packet Routing on Trees},
AUTHOR = {Patt-Shamir, Boaz and Rosenbaum, Will},
LANGUAGE = {eng},
ISBN = {978-1-7281-0515-4},
DOI = {10.1109/INFOCOM.2019.8737596},
PUBLISHER = {IEEE},
YEAR = {2019},
DATE = {2019},
BOOKTITLE = {IEEE Conference on Computer Communications (IEEE INFOCOM 2019)},
PAGES = {1036--1044},
ADDRESS = {Paris, France},
}

Endnote
%0 Conference Proceedings
%A Patt-Shamir, Boaz
%A Rosenbaum, Will
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Space-Optimal Packet Routing on Trees : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0004-AAD1-0
%R 10.1109/INFOCOM.2019.8737596
%D 2019
%B IEEE Conference on Computer Communications
%Z date of event: 2019-04-29 - 2019-05-02
%C Paris, France
%B IEEE Conference on Computer Communications
%P 1036 - 1044
%I IEEE
%@ 978-1-7281-0515-4




	DOI
	PuRe
	BibTeX

	


        459
    
                Paper
            
D1


        B. Ray Chaudhury, T. Kavitha, K. Mehlhorn, and A. Sgouritsa
    

        “A Little Charity Guarantees Almost Envy-Freeness,” 2019. [Online]. Available: http://arxiv.org/abs/1907.04596.
    
moreAbstract
Fair division of indivisible goods is a very well-studied problem. The goal
of this problem is to distribute $m$ goods to $n$ agents in a "fair" manner,
where every agent has a valuation for each subset of goods. We assume general
valuations.
  Envy-freeness is the most extensively studied notion of fairness. However,
envy-free allocations do not always exist when goods are indivisible. The
notion of fairness we consider here is "envy-freeness up to any good" (EFX)
where no agent envies another agent after the removal of any single good from
the other agent's bundle. It is not known if such an allocation always exists
even when $n=3$.
  We show there is always a partition of the set of goods into $n+1$ subsets
$(X_1,\ldots,X_n,P)$ where for $i \in [n]$, $X_i$ is the bundle allocated to
agent $i$ and the set $P$ is unallocated (or donated to charity) such that we
have$\colon$
  1) envy-freeness up to any good,
  2) no agent values $P$ higher than her own bundle, and
  3) fewer than $n$ goods go to charity, i.e., $|P| < n$ (typically $m \gg n$).
  Our proof is constructive. When agents have additive valuations and $\lvert P
\rvert$ is large (i.e., when $|P|$ is close to $n$), our allocation also has a
good maximin share (MMS) guarantee. Moreover, a minor variant of our algorithm
also shows the existence of an allocation which is $4/7$ groupwise maximin
share (GMMS): this is a notion of fairness stronger than MMS. This improves
upon the current best bound of $1/2$ known for an approximate GMMS allocation.
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moreAbstract
A noticeable fraction of Algorithms papers in the last few decades improve
the running time of well-known algorithms for fundamental problems by
logarithmic factors. For example, the $O(n^2)$ dynamic programming solution to
the Longest Common Subsequence problem (LCS) was improved to $O(n^2/\log^2 n)$
in several ways and using a variety of ingenious tricks. This line of research,
also known as "the art of shaving log factors", lacks a tool for proving
negative results. Specifically, how can we show that it is unlikely that LCS
can be solved in time $O(n^2/\log^3 n)$?
  Perhaps the only approach for such results was suggested in a recent paper of
Abboud, Hansen, Vassilevska W. and Williams (STOC'16). The authors blame the
hardness of shaving logs on the hardness of solving satisfiability on Boolean
formulas (Formula-SAT) faster than exhaustive search. They show that an
$O(n^2/\log^{1000} n)$ algorithm for LCS would imply a major advance in circuit
lower bounds. Whether this approach can lead to tighter barriers was unclear.
  In this paper, we push this approach to its limit and, in particular, prove
that a well-known barrier from complexity theory stands in the way for shaving
five additional log factors for fundamental combinatorial problems. For LCS,
regular expression pattern matching, as well as the Fr\'echet distance problem
from Computational Geometry, we show that an $O(n^2/\log^{7+\varepsilon} n)$
runtime would imply new Formula-SAT algorithms.
  Our main result is a reduction from SAT on formulas of size $s$ over $n$
variables to LCS on sequences of length $N=2^{n/2} \cdot s^{1+o(1)}$. Our
reduction is essentially as efficient as possible, and it greatly improves the
previously known reduction for LCS with $N=2^{n/2} \cdot s^c$, for some $c \geq
100$.
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runtime would imply new Formula-SAT algorithms.
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moreAbstract
Subset-Sum and k-SAT are two of the most extensively studied problems in
computer science, and conjectures about their hardness are among the
cornerstones of fine-grained complexity. One of the most intriguing open
problems in this area is to base the hardness of one of these problems on the
other.
  Our main result is a tight reduction from k-SAT to Subset-Sum on dense
instances, proving that Bellman's 1962 pseudo-polynomial $O^{*}(T)$-time
algorithm for Subset-Sum on $n$ numbers and target $T$ cannot be improved to
time $T^{1-\varepsilon}\cdot 2^{o(n)}$ for any $\varepsilon>0$, unless the
Strong Exponential Time Hypothesis (SETH) fails. This is one of the strongest
known connections between any two of the core problems of fine-grained
complexity.
  As a corollary, we prove a "Direct-OR" theorem for Subset-Sum under SETH,
offering a new tool for proving conditional lower bounds: It is now possible to
assume that deciding whether one out of $N$ given instances of Subset-Sum is a
YES instance requires time $(N T)^{1-o(1)}$. As an application of this
corollary, we prove a tight SETH-based lower bound for the classical Bicriteria
s,t-Path problem, which is extensively studied in Operations Research. We
separate its complexity from that of Subset-Sum: On graphs with $m$ edges and
edge lengths bounded by $L$, we show that the $O(Lm)$ pseudo-polynomial time
algorithm by Joksch from 1966 cannot be improved to $\tilde{O}(L+m)$, in
contrast to a recent improvement for Subset Sum (Bringmann, SODA 2017).
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moreAbstract
Can we analyze data without decompressing it? As our data keeps growing,
understanding the time complexity of problems on compressed inputs, rather than
in convenient uncompressed forms, becomes more and more relevant. Suppose we
are given a compression of size $n$ of data that originally has size $N$, and
we want to solve a problem with time complexity $T(\cdot)$. The naive strategy
of "decompress-and-solve" gives time $T(N)$, whereas "the gold standard" is
time $T(n)$: to analyze the compression as efficiently as if the original data
was small.
  We restrict our attention to data in the form of a string (text, files,
genomes, etc.) and study the most ubiquitous tasks. While the challenge might
seem to depend heavily on the specific compression scheme, most methods of
practical relevance (Lempel-Ziv-family, dictionary methods, and others) can be
unified under the elegant notion of Grammar Compressions. A vast literature,
across many disciplines, established this as an influential notion for
Algorithm design.
  We introduce a framework for proving (conditional) lower bounds in this
field, allowing us to assess whether decompress-and-solve can be improved, and
by how much. Our main results are:
  - The $O(nN\sqrt{\log{N/n}})$ bound for LCS and the $O(\min\{N \log N, nM\})$
bound for Pattern Matching with Wildcards are optimal up to $N^{o(1)}$ factors,
under the Strong Exponential Time Hypothesis. (Here, $M$ denotes the
uncompressed length of the compressed pattern.)
  - Decompress-and-solve is essentially optimal for Context-Free Grammar
Parsing and RNA Folding, under the $k$-Clique conjecture.
  - We give an algorithm showing that decompress-and-solve is not optimal for
Disjointness.
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moreAbstract
We consider very natural "fence enclosure" problems studied by Capoyleas,
Rote, and Woeginger and Arkin, Khuller, and Mitchell in the early 90s. Given a
set $S$ of $n$ points in the plane, we aim at finding a set of closed curves
such that (1) each point is enclosed by a curve and (2) the total length of the
curves is minimized. We consider two main variants. In the first variant, we
pay a unit cost per curve in addition to the total length of the curves. An
equivalent formulation of this version is that we have to enclose $n$ unit
disks, paying only the total length of the enclosing curves. In the other
variant, we are allowed to use at most $k$ closed curves and pay no cost per
curve.
  For the variant with at most $k$ closed curves, we present an algorithm that
is polynomial in both $n$ and $k$. For the variant with unit cost per curve, or
unit disks, we present a near-linear time algorithm.
  Capoyleas, Rote, and Woeginger solved the problem with at most $k$ curves in
$n^{O(k)}$ time. Arkin, Khuller, and Mitchell used this to solve the unit cost
per curve version in exponential time. At the time, they conjectured that the
problem with $k$ curves is NP-hard for general $k$. Our polynomial time
algorithm refutes this unless P equals NP.
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moreAbstract
In the Traveling Salesperson Problem with Neighborhoods (TSPN), we are given
a collection of geometric regions in some space. The goal is to output a tour
of minimum length that visits at least one point in each region. Even in the
Euclidean plane, TSPN is known to be APX-hard, which gives rise to studying
more tractable special cases of the problem. In this paper, we focus on the
fundamental special case of regions that are hyperplanes in the $d$-dimensional
Euclidean space. This case contrasts the much-better understood case of
so-called fat regions.
  While for $d=2$ an exact algorithm with running time $O(n^5)$ is known,
settling the exact approximability of the problem for $d=3$ has been repeatedly
posed as an open question. To date, only an approximation algorithm with
guarantee exponential in $d$ is known, and NP-hardness remains open.
  For arbitrary fixed $d$, we develop a Polynomial Time Approximation Scheme
(PTAS) that works for both the tour and path version of the problem. Our
algorithm is based on approximating the convex hull of the optimal tour by a
convex polytope of bounded complexity. Such polytopes are represented as
solutions of a sophisticated LP formulation, which we combine with the
enumeration of crucial properties of the tour. As the approximation guarantee
approaches $1$, our scheme adjusts the complexity of the considered polytopes
accordingly.
  In the analysis of our approximation scheme, we show that our search space
includes a sufficiently good approximation of the optimum. To do so, we develop
a novel and general sparsification technique to transform an arbitrary convex
polytope into one with a constant number of vertices and, in turn, into one of
bounded complexity in the above sense. Hereby, we maintain important properties
of the polytope.
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        “Improved Bounds on Fourier Entropy and Min-entropy,” 2018. [Online]. Available: http://arxiv.org/abs/1809.09819.
    
moreAbstract
Given a Boolean function $f:\{-1,1\}^n\to \{-1,1\}$, the Fourier distribution
assigns probability $\widehat{f}(S)^2$ to $S\subseteq [n]$. The Fourier
Entropy-Influence (FEI) conjecture of Friedgut and Kalai asks if there exist a
universal constant C>0 such that $H(\hat{f}^2)\leq C Inf(f)$, where
$H(\hat{f}^2)$ is the Shannon entropy of the Fourier distribution of $f$ and
$Inf(f)$ is the total influence of $f$.
  1) We consider the weaker Fourier Min-entropy-Influence (FMEI) conjecture.
This asks if $H_{\infty}(\hat{f}^2)\leq C Inf(f)$, where
$H_{\infty}(\hat{f}^2)$ is the min-entropy of the Fourier distribution. We show
$H_{\infty}(\hat{f}^2)\leq 2C_{\min}^\oplus(f)$, where $C_{\min}^\oplus(f)$ is
the minimum parity certificate complexity of $f$. We also show that for every
$\epsilon\geq 0$, we have $H_{\infty}(\hat{f}^2)\leq 2\log
(\|\hat{f}\|_{1,\epsilon}/(1-\epsilon))$, where $\|\hat{f}\|_{1,\epsilon}$ is
the approximate spectral norm of $f$. As a corollary, we verify the FMEI
conjecture for the class of read-$k$ $DNF$s (for constant $k$).
  2) We show that $H(\hat{f}^2)\leq 2 aUC^\oplus(f)$, where $aUC^\oplus(f)$ is
the average unambiguous parity certificate complexity of $f$. This improves
upon Chakraborty et al. An important consequence of the FEI conjecture is the
long-standing Mansour's conjecture. We show that a weaker version of FEI
already implies Mansour's conjecture: is $H(\hat{f}^2)\leq C
\min\{C^0(f),C^1(f)\}$?, where $C^0(f), C^1(f)$ are the 0- and 1-certificate
complexities of $f$, respectively.
  3) We study what FEI implies about the structure of polynomials that
1/3-approximate a Boolean function. We pose a conjecture (which is implied by
FEI): no "flat" degree-$d$ polynomial of sparsity $2^{\omega(d)}$ can
1/3-approximate a Boolean function. We prove this conjecture unconditionally
for a particular class of polynomials.
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        “A Fast Implementation of Near Neighbors Queries for Fréchet Distance (GIS Cup),” 2018. [Online]. Available: http://arxiv.org/abs/1803.00806.
    
moreAbstract
This paper describes an implementation of fast near-neighbours queries (also
known as range searching) with respect to the Fr\'echet distance. The algorithm
is designed to be efficient on practical data such as GPS trajectories. Our
approach is to use a quadtree data structure to enumerate all curves in the
database that have similar start and endpoints as the query curve. On these
curves we run positive and negative filters to narrow the set of potential
results. Only for those trajectories where these heuristics fail, we compute
the Fr\'echet distance exactly, by running a novel recursive variant of the
classic free-space diagram algorithm.
  Our implementation won the ACM SIGSPATIAL GIS Cup 2017.
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        “The Geometry of Rank Decompositions of Matrix Multiplication II: 3 x 3 Matrices,” 2018. [Online]. Available: http://arxiv.org/abs/1801.00843.
    
moreAbstract
This is the second in a series of papers on rank decompositions of the matrix
multiplication tensor. We present new rank $23$ decompositions for the $3\times
3$ matrix multiplication tensor $M_{\langle 3\rangle}$. All our decompositions
have symmetry groups that include the standard cyclic permutation of factors
but otherwise exhibit a range of behavior. One of them has 11 cubes as summands
and admits an unexpected symmetry group of order 12. We establish basic
information regarding symmetry groups of decompositions and outline two
approaches for finding new rank decompositions of $M_{\langle n\rangle}$ for
larger $n$.
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        “A PTAS for l p-Low Rank Approximation,” 2018. [Online]. Available: http://arxiv.org/abs/1807.06101.
    
moreAbstract
A number of recent works have studied algorithms for entrywise $\ell_p$-low
rank approximation, namely, algorithms which given an $n \times d$ matrix $A$
(with $n \geq d$), output a rank-$k$ matrix $B$ minimizing
$\|A-B\|_p^p=\sum_{i,j}|A_{i,j}-B_{i,j}|^p$ when $p > 0$; and
$\|A-B\|_0=\sum_{i,j}[A_{i,j}\neq B_{i,j}]$ for $p=0$.
  On the algorithmic side, for $p \in (0,2)$, we give the first
$(1+\epsilon)$-approximation algorithm running in time
$n^{\text{poly}(k/\epsilon)}$. Further, for $p = 0$, we give the first
almost-linear time approximation scheme for what we call the Generalized Binary
$\ell_0$-Rank-$k$ problem. Our algorithm computes $(1+\epsilon)$-approximation
in time $(1/\epsilon)^{2^{O(k)}/\epsilon^{2}} \cdot nd^{1+o(1)}$.
  On the hardness of approximation side, for $p \in (1,2)$, assuming the Small
Set Expansion Hypothesis and the Exponential Time Hypothesis (ETH), we show
that there exists $\delta := \delta(\alpha) > 0$ such that the entrywise
$\ell_p$-Rank-$k$ problem has no $\alpha$-approximation algorithm running in
time $2^{k^{\delta}}$.
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moreAbstract
It follows from the Marcus-Spielman-Srivastava proof of the Kadison-Singer
conjecture that if $G=(V,E)$ is a $\Delta$-regular dense expander then there is
an edge-induced subgraph $H=(V,E_H)$ of $G$ of constant maximum degree which is
also an expander. As with other consequences of the MSS theorem, it is not
clear how one would explicitly construct such a subgraph.
  We show that such a subgraph (although with quantitatively weaker expansion
and near-regularity properties than those predicted by MSS) can be constructed
with high probability in linear time, via a simple algorithm. Our algorithm
allows a distributed implementation that runs in $\mathcal O(\log n)$ rounds
and does $\bigO(n)$ total work with high probability.
  The analysis of the algorithm is complicated by the complex dependencies that
arise between edges and between choices made in different rounds. We sidestep
these difficulties by following the combinatorial approach of counting the
number of possible random choices of the algorithm which lead to failure. We do
so by a compression argument showing that such random choices can be encoded
with a non-trivial compression.
  Our algorithm bears some similarity to the way agents construct a
communication graph in a peer-to-peer network, and, in the bipartite case, to
the way agents select servers in blockchain protocols.
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moreAbstract
The discrete Fr\'echet distance is a popular measure for comparing polygonal
curves. An important variant is the discrete Fr\'echet distance under
translation, which enables detection of similar movement patterns in different
spatial domains. For polygonal curves of length $n$ in the plane, the fastest
known algorithm runs in time $\tilde{\cal O}(n^{5})$ [Ben Avraham, Kaplan,
Sharir '15]. This is achieved by constructing an arrangement of disks of size
${\cal O}(n^{4})$, and then traversing its faces while updating reachability in
a directed grid graph of size $N := {\cal O}(n^2)$, which can be done in time
$\tilde{\cal O}(\sqrt{N})$ per update [Diks, Sankowski '07]. The contribution
of this paper is two-fold.
  First, although it is an open problem to solve dynamic reachability in
directed grid graphs faster than $\tilde{\cal O}(\sqrt{N})$, we improve this
part of the algorithm: We observe that an offline variant of dynamic
$s$-$t$-reachability in directed grid graphs suffices, and we solve this
variant in amortized time $\tilde{\cal O}(N^{1/3})$ per update, resulting in an
improved running time of $\tilde{\cal O}(n^{4.66...})$ for the discrete
Fr\'echet distance under translation. Second, we provide evidence that
constructing the arrangement of size ${\cal O}(n^{4})$ is necessary in the
worst case, by proving a conditional lower bound of $n^{4 - o(1)}$ on the
running time for the discrete Fr\'echet distance under translation, assuming
the Strong Exponential Time Hypothesis.
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moreAbstract
Tree-adjoining grammars are a generalization of context-free grammars that
are well suited to model human languages and are thus popular in computational
linguistics. In the tree-adjoining grammar recognition problem, given a grammar
$\Gamma$ and a string $s$ of length $n$, the task is to decide whether $s$ can
be obtained from $\Gamma$. Rajasekaran and Yooseph's parser (JCSS'98) solves
this problem in time $O(n^{2\omega})$, where $\omega < 2.373$ is the matrix
multiplication exponent. The best algorithms avoiding fast matrix
multiplication take time $O(n^6)$.
  The first evidence for hardness was given by Satta (J. Comp. Linguist.'94):
For a more general parsing problem, any algorithm that avoids fast matrix
multiplication and is significantly faster than $O(|\Gamma| n^6)$ in the case
of $|\Gamma| = \Theta(n^{12})$ would imply a breakthrough for Boolean matrix
multiplication.
  Following an approach by Abboud et al. (FOCS'15) for context-free grammar
recognition, in this paper we resolve many of the disadvantages of the previous
lower bound. We show that, even on constant-size grammars, any improvement on
Rajasekaran and Yooseph's parser would imply a breakthrough for the $k$-Clique
problem. This establishes tree-adjoining grammar parsing as a practically
relevant problem with the unusual running time of $n^{2\omega}$, up to lower
order factors.
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$\Gamma$ and a string $s$ of length $n$, the task is to decide whether $s$ can
be obtained from $\Gamma$. Rajasekaran and Yooseph's parser (JCSS'98) solves
this problem in time $O(n^{2\omega})$, where $\omega < 2.373$ is the matrix
multiplication exponent. The best algorithms avoiding fast matrix
multiplication take time $O(n^6)$.
  The first evidence for hardness was given by Satta (J. Comp. Linguist.'94):
For a more general parsing problem, any algorithm that avoids fast matrix
multiplication and is significantly faster than $O(|\Gamma| n^6)$ in the case
of $|\Gamma| = \Theta(n^{12})$ would imply a breakthrough for Boolean matrix
multiplication.
  Following an approach by Abboud et al. (FOCS'15) for context-free grammar
recognition, in this paper we resolve many of the disadvantages of the previous
lower bound. We show that, even on constant-size grammars, any improvement on
Rajasekaran and Yooseph's parser would imply a breakthrough for the $k$-Clique
problem. This establishes tree-adjoining grammar parsing as a practically
relevant problem with the unusual running time of $n^{2\omega}$, up to lower
order factors.
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moreAbstract
We revisit the classic combinatorial pattern matching problem of finding a
longest common subsequence (LCS). For strings $x$ and $y$ of length $n$, a
textbook algorithm solves LCS in time $O(n^2)$, but although much effort has
been spent, no $O(n^{2-\varepsilon})$-time algorithm is known. Recent work
indeed shows that such an algorithm would refute the Strong Exponential Time
Hypothesis (SETH) [Abboud, Backurs, Vassilevska Williams + Bringmann,
K\"unnemann FOCS'15].
  Despite the quadratic-time barrier, for over 40 years an enduring scientific
interest continued to produce fast algorithms for LCS and its variations.
Particular attention was put into identifying and exploiting input parameters
that yield strongly subquadratic time algorithms for special cases of interest,
e.g., differential file comparison. This line of research was successfully
pursued until 1990, at which time significant improvements came to a halt. In
this paper, using the lens of fine-grained complexity, our goal is to (1)
justify the lack of further improvements and (2) determine whether some special
cases of LCS admit faster algorithms than currently known.
  To this end, we provide a systematic study of the multivariate complexity of
LCS, taking into account all parameters previously discussed in the literature:
the input size $n:=\max\{|x|,|y|\}$, the length of the shorter string
$m:=\min\{|x|,|y|\}$, the length $L$ of an LCS of $x$ and $y$, the numbers of
deletions $\delta := m-L$ and $\Delta := n-L$, the alphabet size, as well as
the numbers of matching pairs $M$ and dominant pairs $d$. For any class of
instances defined by fixing each parameter individually to a polynomial in
terms of the input size, we prove a SETH-based lower bound matching one of
three known algorithms. Specifically, we determine the optimal running time for
LCS under SETH as $(n+\min\{d, \delta \Delta, \delta m\})^{1\pm o(1)}$.
  [...]
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been spent, no $O(n^{2-\varepsilon})$-time algorithm is known. Recent work
indeed shows that such an algorithm would refute the Strong Exponential Time
Hypothesis (SETH) [Abboud, Backurs, Vassilevska Williams + Bringmann,
K\"unnemann FOCS'15].
  Despite the quadratic-time barrier, for over 40 years an enduring scientific
interest continued to produce fast algorithms for LCS and its variations.
Particular attention was put into identifying and exploiting input parameters
that yield strongly subquadratic time algorithms for special cases of interest,
e.g., differential file comparison. This line of research was successfully
pursued until 1990, at which time significant improvements came to a halt. In
this paper, using the lens of fine-grained complexity, our goal is to (1)
justify the lack of further improvements and (2) determine whether some special
cases of LCS admit faster algorithms than currently known.
  To this end, we provide a systematic study of the multivariate complexity of
LCS, taking into account all parameters previously discussed in the literature:
the input size $n:=\max\{|x|,|y|\}$, the length of the shorter string
$m:=\min\{|x|,|y|\}$, the length $L$ of an LCS of $x$ and $y$, the numbers of
deletions $\delta := m-L$ and $\Delta := n-L$, the alphabet size, as well as
the numbers of matching pairs $M$ and dominant pairs $d$. For any class of
instances defined by fixing each parameter individually to a polynomial in
terms of the input size, we prove a SETH-based lower bound matching one of
three known algorithms. Specifically, we determine the optimal running time for
LCS under SETH as $(n+\min\{d, \delta \Delta, \delta m\})^{1\pm o(1)}$.
  [...]
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moreAbstract
We study sketching and streaming algorithms for the Longest Common
Subsequence problem (LCS) on strings of small alphabet size $|\Sigma|$. For the
problem of deciding whether the LCS of strings $x,y$ has length at least $L$,
we obtain a sketch size and streaming space usage of $\mathcal{O}(L^{|\Sigma| -
1} \log L)$.
  We also prove matching unconditional lower bounds.
  As an application, we study a variant of LCS where each alphabet symbol is
equipped with a weight that is given as input, and the task is to compute a
common subsequence of maximum total weight. Using our sketching algorithm, we
obtain an $\mathcal{O}(\textrm{min}\{nm, n + m^{{\lvert \Sigma
\rvert}}\})$-time algorithm for this problem, on strings $x,y$ of length $n,m$,
with $n \ge m$. We prove optimality of this running time up to lower order
factors, assuming the Strong Exponential Time Hypothesis.
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moreAbstract
Let $B$ be a set of $n$ axis-parallel boxes in $\mathbb{R}^d$ such that each
box has a corner at the origin and the other corner in the positive quadrant of
$\mathbb{R}^d$, and let $k$ be a positive integer. We study the problem of
selecting $k$ boxes in $B$ that maximize the volume of the union of the
selected boxes. This research is motivated by applications in skyline queries
for databases and in multicriteria optimization, where the problem is known as
the hypervolume subset selection problem. It is known that the problem can be
solved in polynomial time in the plane, while the best known running time in
any dimension $d \ge 3$ is $\Omega\big(\binom{n}{k}\big)$. We show that:
  - The problem is NP-hard already in 3 dimensions.
  - In 3 dimensions, we break the bound $\Omega\big(\binom{n}{k}\big)$, by
providing an $n^{O(\sqrt{k})}$ algorithm.
  - For any constant dimension $d$, we present an efficient polynomial-time
approximation scheme.
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        “Multivariate Analysis of Orthogonal Range Searching and Graph Distances Parameterized by Treewidth,” 2018. [Online]. Available: http://arxiv.org/abs/1805.07135.
    
moreAbstract
We show that the eccentricities, diameter, radius, and Wiener index of an
undirected $n$-vertex graph with nonnegative edge lengths can be computed in
time $O(n\cdot \binom{k+\lceil\log n\rceil}{k} \cdot 2^k k^2 \log n)$, where
$k$ is the treewidth of the graph. For every $\epsilon>0$, this bound is
$n^{1+\epsilon}\exp O(k)$, which matches a hardness result of Abboud,
Vassilevska Williams, and Wang (SODA 2015) and closes an open problem in the
multivariate analysis of polynomial-time computation. To this end, we show that
the analysis of an algorithm of Cabello and Knauer (Comp. Geom., 2009) in the
regime of non-constant treewidth can be improved by revisiting the analysis of
orthogonal range searching, improving bounds of the form $\log^d n$ to
$\binom{d+\lceil\log n\rceil}{d}$, as originally observed by Monier (J. Alg.
1980).
  We also investigate the parameterization by vertex cover number.


BibTeX
@online{Bringmann_arXiv1805.07135,
TITLE = {Multivariate Analysis of Orthogonal Range Searching and Graph Distances Parameterized by Treewidth},
AUTHOR = {Bringmann, Karl and Husfeldt, Thore and Magnusson, M{\aa}ns},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1805.07135},
EPRINT = {1805.07135},
EPRINTTYPE = {arXiv},
YEAR = {2018},
ABSTRACT = {We show that the eccentricities, diameter, radius, and Wiener index of an undirected $n$-vertex graph with nonnegative edge lengths can be computed in time $O(n\cdot \binom{k+\lceil\log n\rceil}{k} \cdot 2^k k^2 \log n)$, where $k$ is the treewidth of the graph. For every $\epsilon>0$, this bound is $n^{1+\epsilon}\exp O(k)$, which matches a hardness result of Abboud, Vassilevska Williams, and Wang (SODA 2015) and closes an open problem in the multivariate analysis of polynomial-time computation. To this end, we show that the analysis of an algorithm of Cabello and Knauer (Comp. Geom., 2009) in the regime of non-constant treewidth can be improved by revisiting the analysis of orthogonal range searching, improving bounds of the form $\log^d n$ to $\binom{d+\lceil\log n\rceil}{d}$, as originally observed by Monier (J. Alg. 1980). We also investigate the parameterization by vertex cover number.},
}

Endnote
%0 Report
%A Bringmann, Karl
%A Husfeldt, Thore
%A Magnusson, M&#229;ns
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Multivariate Analysis of Orthogonal Range Searching and Graph Distances
  Parameterized by Treewidth : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-173B-3
%U http://arxiv.org/abs/1805.07135
%D 2018
%X   We show that the eccentricities, diameter, radius, and Wiener index of an
undirected $n$-vertex graph with nonnegative edge lengths can be computed in
time $O(n\cdot \binom{k+\lceil\log n\rceil}{k} \cdot 2^k k^2 \log n)$, where
$k$ is the treewidth of the graph. For every $\epsilon>0$, this bound is
$n^{1+\epsilon}\exp O(k)$, which matches a hardness result of Abboud,
Vassilevska Williams, and Wang (SODA 2015) and closes an open problem in the
multivariate analysis of polynomial-time computation. To this end, we show that
the analysis of an algorithm of Cabello and Knauer (Comp. Geom., 2009) in the
regime of non-constant treewidth can be improved by revisiting the analysis of
orthogonal range searching, improving bounds of the form $\log^d n$ to
$\binom{d+\lceil\log n\rceil}{d}$, as originally observed by Monier (J. Alg.
1980).
  We also investigate the parameterization by vertex cover number.

%K Computer Science, Data Structures and Algorithms, cs.DS




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        505
    
                Article
            
D1


        K. Bringmann, T. Friedrich, and A. Krohmer
    

        “De-anonymization of Heterogeneous Random Graphs in Quasilinear Time,” Algorithmica, vol. 80, no. 11, 2018.
    
moreBibTeX
@article{bringmann_deanonymization_2018,
TITLE = {De-anonymization of Heterogeneous Random Graphs in Quasilinear Time},
AUTHOR = {Bringmann, Karl and Friedrich, Tobias and Krohmer, Anton},
LANGUAGE = {eng},
ISSN = {0178-4617},
DOI = {10.1007/s00453-017-0395-0},
PUBLISHER = {Springer-Verlag},
ADDRESS = {New York, NY},
YEAR = {2018},
DATE = {2018},
JOURNAL = {Algorithmica},
VOLUME = {80},
NUMBER = {11},
PAGES = {3397--3427},
}

Endnote
%0 Journal Article
%A Bringmann, Karl
%A Friedrich, Tobias
%A Krohmer, Anton
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T De-anonymization of Heterogeneous Random Graphs in Quasilinear Time : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0001-F6A3-1
%R 10.1007/s00453-017-0395-0
%7 2017-11-15
%D 2018
%J Algorithmica
%V 80
%N 11
%& 3397
%P 3397 - 3427
%I Springer-Verlag
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        506
    
                Conference paper
            
D1


        K. Bringmann and B. Ray Chaudhury
    

        “Sketching, Streaming, and Fine-Grained Complexity of (Weighted) LCS,” in 38th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS 2018), Ahmedabad, India, 2018.
    
moreBibTeX
@inproceedings{Bringmann_FSTTCS2018,
TITLE = {Sketching, Streaming, and Fine-Grained Complexity of (Weighted) {LCS}},
AUTHOR = {Bringmann, Karl and Ray Chaudhury, Bhaskar},
LANGUAGE = {eng},
ISSN = {1868-896},
ISBN = {978-3-95977-093-4},
URL = {urn:nbn:de:0030-drops-99390},
DOI = {10.4230/LIPIcs.FSTTCS.2018.40},
PUBLISHER = {Schloss Dagstuhl},
YEAR = {2018},
BOOKTITLE = {38th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS 2018)},
EDITOR = {Ganguly, Sumit and Pandya, Paritosh},
PAGES = {1--16},
EID = {40},
SERIES = {Leibniz International Proceedings in Informatics},
VOLUME = {122},
ADDRESS = {Ahmedabad, India},
}

Endnote
%0 Conference Proceedings
%A Bringmann, Karl
%A Ray Chaudhury, Bhaskar
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Sketching, Streaming, and Fine-Grained Complexity of (Weighted) LCS : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-9D0B-2
%R 10.4230/LIPIcs.FSTTCS.2018.40
%U urn:nbn:de:0030-drops-99390
%D 2018
%B 38th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
%Z date of event: 2018-12-11 - 2018-12-13
%C Ahmedabad, India
%B 38th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
%E Ganguly, Sumit; Pandya, Paritosh
%P 1 - 16
%Z sequence number: 40
%I Schloss Dagstuhl
%@ 978-3-95977-093-4
%B Leibniz International Proceedings in Informatics
%N 122
%@ false
%U http://drops.dagstuhl.de/opus/volltexte/2018/9939/http://drops.dagstuhl.de/doku/urheberrecht1.html




	DOI
	PuRe
	BibTeX
	publisher version

	


        507
    
                Conference paper
            
D1


        J. Bund, C. Lenzen, and M. Medina
    

        “Optimal Metastability-containing Sorting Networks,” in Proceedings of the 2018 Design, Automation & Test in Europe (DATE 2018), Dresden, Germany, 2018.
    
moreBibTeX
@inproceedings{Bund_DATE2018,
TITLE = {Optimal Metastability-containing Sorting Networks},
AUTHOR = {Bund, Johannes and Lenzen, Christoph and Medina, Moti},
LANGUAGE = {eng},
ISBN = {978-3-9819263-1-6},
DOI = {10.23919/DATE.2018.8342063},
PUBLISHER = {IEEE},
YEAR = {2018},
DATE = {2018},
BOOKTITLE = {Proceedings of the 2018 Design, Automation \& Test in Europe (DATE 2018)},
PAGES = {521--526},
ADDRESS = {Dresden, Germany},
}

Endnote
%0 Conference Proceedings
%A Bund, Johannes
%A Lenzen, Christoph
%A Medina, Moti
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Optimal Metastability-containing Sorting Networks : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0001-3F69-4
%R 10.23919/DATE.2018.8342063
%D 2018
%B Design, Automation & Test in Europe Conference & Exhibition
%Z date of event: 2018-03-19 - 2018-03-23
%C Dresden, Germany
%B Proceedings of the 2018 Design, Automation & Test in  Europe
%P 521 - 526
%I IEEE
%@ 978-3-9819263-1-6




	DOI
	PuRe
	BibTeX

	


        508
    
                Paper
            
D1


        J. Bund, C. Lenzen, and M. Medina
    

        “Optimal Metastability-Containing Sorting Networks,” 2018. [Online]. Available: http://arxiv.org/abs/1801.07549.
    
moreAbstract
When setup/hold times of bistable elements are violated, they may become
metastable, i.e., enter a transient state that is neither digital 0 nor 1. In
general, metastability cannot be avoided, a problem that manifests whenever
taking discrete measurements of analog values. Metastability of the output then
reflects uncertainty as to whether a measurement should be rounded up or down
to the next possible measurement outcome.
  Surprisingly, Lenzen and Medina (ASYNC 2016) showed that metastability can be
contained, i.e., measurement values can be correctly sorted without resolving
metastability first. However, both their work and the state of the art by Bund
et al. (DATE 2017) leave open whether such a solution can be as small and fast
as standard sorting networks. We show that this is indeed possible, by
providing a circuit that sorts Gray code inputs (possibly containing a
metastable bit) and has asymptotically optimal depth and size. Concretely, for
10-channel sorting networks and 16-bit wide inputs, we improve by 48.46% in
delay and by 71.58% in area over Bund et al. Our simulations indicate that
straightforward transistor-level optimization is likely to result in
performance on par with standard (non-containing) solutions.
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moreAbstract
Recently, an unconditional exponential separation between the hazard-free
complexity and (standard) circuit complexity of explicit functions has been
shown. This raises the question: which classes of functions permit efficient
hazard-free circuits?
  Our main result is as follows. A \emph{transducer} is a finite state machine
that transcribes, symbol by symbol, an input string of length $n$ into an
output string of length $n$.
  We prove that any function arising from a transducer with $s$ states, that is
input symbols which are encoded by $\ell$ bits, has a hazard-free circuit of
size $2^{\BO(s+\ell)}\cdot n$ and depth $\BO(\ell+ s\cdot \log n)$; in
particular, if $s, \ell\in \BO(1)$, size and depth are asymptotically optimal.
  We utilize our main result to derive efficient circuits for
\emph{$k$-recoverable addition}. Informally speaking, a code is
\emph{$k$-recoverable} if it does not increase uncertainty regarding the
encoded value, so long as it is guaranteed that it is from
$\{x,x+1,\ldots,x+k\}$ for some $x\in \NN_0$. We provide an asymptotically
optimal $k$-recoverable code. We also realize a transducer with $\BO(k)$ states
that adds two codewords from this $k$-recoverable code. Combined with our main
result, we obtain a hazard-free adder circuit of size $2^{\BO(k)}n$ and depth
$\BO(k\log n)$ with respect to this code, i.e., a $k$-recoverable adder circuit
that adds two codewords of $n$ bits each. In other words, $k$-recoverable
addition is fixed-parameter tractable with respect to $k$.
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        “A Tight Extremal Bound on the Lovász Cactus Number in Planar Graphs,” 2018. [Online]. Available: http://arxiv.org/abs/1804.03485.
    
moreAbstract
A cactus graph is a graph in which any two cycles are edge-disjoint. We
present a constructive proof of the fact that any plane graph $G$ contains a
cactus subgraph $C$ where $C$ contains at least a $\frac{1}{6}$ fraction of the
triangular faces of $G$. We also show that this ratio cannot be improved by
showing a tight lower bound. Together with an algorithm for linear matroid
parity, our bound implies two approximation algorithms for computing "dense
planar structures" inside any graph: (i) A $\frac{1}{6}$ approximation
algorithm for, given any graph $G$, finding a planar subgraph with a maximum
number of triangular faces; this improves upon the previous
$\frac{1}{11}$-approximation; (ii) An alternate (and arguably more
illustrative) proof of the $\frac{4}{9}$ approximation algorithm for finding a
planar subgraph with a maximum number of edges.
  Our bound is obtained by analyzing a natural local search strategy and
heavily exploiting the exchange arguments. Therefore, this suggests the power
of local search in handling problems of this kind.
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moreAbstract
In the Group Steiner Tree problem (GST), we are given a (vertex or
edge)-weighted graph $G=(V,E)$ on $n$ vertices, a root vertex $r$ and a
collection of groups $\{S_i\}_{i\in[h]}: S_i\subseteq V(G)$. The goal is to
find a min-cost subgraph $H$ that connects the root to every group. We consider
a fault-tolerant variant of GST, which we call Restricted (Rooted) Group SNDP.
In this setting, each group $S_i$ has a demand $k_i\in[k],k\in\mathbb N$, and
we wish to find a min-cost $H\subseteq G$ such that, for each group $S_i$,
there is a vertex in $S_i$ connected to the root via $k_i$ (vertex or edge)
disjoint paths.
  While GST admits $O(\log^2 n\log h)$ approximation, its high connectivity
variants are Label-Cover hard, and for the vertex-weighted version, the
hardness holds even when $k=2$. Previously, positive results were known only
for the edge-weighted version when $k=2$ [Gupta et al., SODA 2010; Khandekar et
al., Theor. Comput. Sci., 2012] and for a relaxed variant where the disjoint
paths may end at different vertices in a group [Chalermsook et al., SODA 2015].
  Our main result is an $O(\log n\log h)$ approximation for Restricted Group
SNDP that runs in time $n^{f(k, w)}$, where $w$ is the treewidth of $G$. This
nearly matches the lower bound when $k$ and $w$ are constant. The key to
achieving this result is a non-trivial extension of the framework in
[Chalermsook et al., SODA 2017], which embeds all feasible solutions to the
problem into a dynamic program (DP) table. However, finding the optimal
solution in the DP table remains intractable. We formulate a linear program
relaxation for the DP and obtain an approximate solution via randomized
rounding. This framework also allows us to systematically construct DP tables
for high-connectivity problems. As a result, we present new exact algorithms
for several variants of survivable network design problems in low-treewidth
graphs.
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moreAbstract
Several works have shown linear speedup is achieved by an asynchronous
parallel implementation of stochastic coordinate descent so long as there is
not too much parallelism. More specifically, it is known that if all updates
are of similar duration, then linear speedup is possible with up to
$\Theta(\sqrt n/L_{\mathsf{res}})$ processors, where $L_{\mathsf{res}}$ is a
suitable Lipschitz parameter. This paper shows the bound is tight for
essentially all possible values of $L_{\mathsf{res}}$.
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moreAbstract
Competitive equilibrium is a central concept in economics with numerous
applications beyond markets, such as scheduling, fair allocation of goods, or
bandwidth distribution in networks. Computation of competitive equilibria has
received a significant amount of interest in algorithmic game theory, mainly
for the prominent case of Fisher markets. Natural and decentralized processes
like tatonnement and proportional response dynamics (PRD) converge quickly
towards equilibrium in large classes of Fisher markets. Almost all of the
literature assumes that the market is a static environment and that the
parameters of agents and goods do not change over time. In contrast, many large
real-world markets are subject to frequent and dynamic changes. In this paper,
we provide the first provable performance guarantees of discrete-time
tatonnement and PRD in markets that are subject to perturbation over time. We
analyze the prominent class of Fisher markets with CES utilities and quantify
the impact of changes in supplies of goods, budgets of agents, and utility
functions of agents on the convergence of tatonnement to market equilibrium.
Since the equilibrium becomes a dynamic object and will rarely be reached, our
analysis provides bounds expressing the distance to equilibrium that will be
maintained via tatonnement and PRD updates. Our results indicate that in many
cases, tatonnement and PRD follow the equilibrium rather closely and quickly
recover conditions of approximate market clearing. Our approach can be
generalized to analyzing a general class of Lyapunov dynamical systems with
changing system parameters, which might be of independent interest.
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moreAbstract
When solving massive optimization problems in areas such as machine learning,
it is a common practice to seek speedup via massive parallelism. However,
especially in an asynchronous environment, there are limits on the possible
parallelism. Accordingly, we seek tight bounds on the viable parallelism in
asynchronous implementations of coordinate descent.
  We focus on asynchronous coordinate descent (ACD) algorithms on convex
functions $F:\mathbb{R}^n \rightarrow \mathbb{R}$ of the form $$F(x) = f(x) ~+~
\sum_{k=1}^n \Psi_k(x_k),$$ where $f:\mathbb{R}^n \rightarrow \mathbb{R}$ is a
smooth convex function, and each $\Psi_k:\mathbb{R} \rightarrow \mathbb{R}$ is
a univariate and possibly non-smooth convex function.
  Our approach is to quantify the shortfall in progress compared to the
standard sequential stochastic gradient descent. This leads to a truly simple
yet optimal analysis of the standard stochastic ACD in a partially asynchronous
environment, which already generalizes and improves on the bounds in prior
work. We also give a considerably more involved analysis for general
asynchronous environments in which the only constraint is that each update can
overlap with at most $q$ others, where $q$ is at most the number of processors
times the ratio in the lengths of the longest and shortest updates. The main
technical challenge is to demonstrate linear speedup in the latter environment.
This stems from the subtle interplay of asynchrony and randomization. This
improves Liu and Wright's (SIOPT'15) lower bound on the maximum degree of
parallelism almost quadratically, and we show that our new bound is almost
optimal.



BibTeX
@online{corr/abs-1811-03254,
TITLE = {(Near) Optimal Parallelism Bound for Fully Asynchronous Coordinate Descent with Linear Speedup},
AUTHOR = {Cheung, Yun Kuen and Cole, Richard and Tao, Yixin},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1811.03254},
EPRINT = {1811.03254},
EPRINTTYPE = {arXiv},
YEAR = {2018},
ABSTRACT = {When solving massive optimization problems in areas such as machine learning,<br>it is a common practice to seek speedup via massive parallelism. However,<br>especially in an asynchronous environment, there are limits on the possible<br>parallelism. Accordingly, we seek tight bounds on the viable parallelism in<br>asynchronous implementations of coordinate descent.<br> We focus on asynchronous coordinate descent (ACD) algorithms on convex<br>functions $F:\mathbb{R}^n \rightarrow \mathbb{R}$ of the form $$F(x) = f(x) ~+~<br>\sum_{k=1}^n \Psi_k(x_k),$$ where $f:\mathbb{R}^n \rightarrow \mathbb{R}$ is a<br>smooth convex function, and each $\Psi_k:\mathbb{R} \rightarrow \mathbb{R}$ is<br>a univariate and possibly non-smooth convex function.<br> Our approach is to quantify the shortfall in progress compared to the<br>standard sequential stochastic gradient descent. This leads to a truly simple<br>yet optimal analysis of the standard stochastic ACD in a partially asynchronous<br>environment, which already generalizes and improves on the bounds in prior<br>work. We also give a considerably more involved analysis for general<br>asynchronous environments in which the only constraint is that each update can<br>overlap with at most $q$ others, where $q$ is at most the number of processors<br>times the ratio in the lengths of the longest and shortest updates. The main<br>technical challenge is to demonstrate linear speedup in the latter environment.<br>This stems from the subtle interplay of asynchrony and randomization. This<br>improves Liu and Wright's (SIOPT'15) lower bound on the maximum degree of<br>parallelism almost quadratically, and we show that our new bound is almost<br>optimal.<br>},
}

Endnote
%0 Report
%A Cheung, Yun Kuen
%A Cole, Richard
%A Tao, Yixin
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T (Near) Optimal Parallelism Bound for Fully Asynchronous Coordinate
  Descent with Linear Speedup : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-AAF5-A
%U http://arxiv.org/abs/1811.03254
%D 2018
%X   When solving massive optimization problems in areas such as machine learning,<br>it is a common practice to seek speedup via massive parallelism. However,<br>especially in an asynchronous environment, there are limits on the possible<br>parallelism. Accordingly, we seek tight bounds on the viable parallelism in<br>asynchronous implementations of coordinate descent.<br>  We focus on asynchronous coordinate descent (ACD) algorithms on convex<br>functions $F:\mathbb{R}^n \rightarrow \mathbb{R}$ of the form $$F(x) = f(x) ~+~<br>\sum_{k=1}^n \Psi_k(x_k),$$ where $f:\mathbb{R}^n \rightarrow \mathbb{R}$ is a<br>smooth convex function, and each $\Psi_k:\mathbb{R} \rightarrow \mathbb{R}$ is<br>a univariate and possibly non-smooth convex function.<br>  Our approach is to quantify the shortfall in progress compared to the<br>standard sequential stochastic gradient descent. This leads to a truly simple<br>yet optimal analysis of the standard stochastic ACD in a partially asynchronous<br>environment, which already generalizes and improves on the bounds in prior<br>work. We also give a considerably more involved analysis for general<br>asynchronous environments in which the only constraint is that each update can<br>overlap with at most $q$ others, where $q$ is at most the number of processors<br>times the ratio in the lengths of the longest and shortest updates. The main<br>technical challenge is to demonstrate linear speedup in the latter environment.<br>This stems from the subtle interplay of asynchrony and randomization. This<br>improves Liu and Wright's (SIOPT'15) lower bound on the maximum degree of<br>parallelism almost quadratically, and we show that our new bound is almost<br>optimal.<br>
%K Mathematics, Optimization and Control, math.OC,Computer Science, Distributed, Parallel, and Cluster Computing, cs.DC




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        524
    
                Article
            
D1


        L. Chiantini, J. D. Hauenstein, C. Ikenmeyer, J. M. Landsberg, and G. Ottaviani
    

        “Polynomials and the Exponent of Matrix Multiplication,” Bulletin of the London Mathematical Society, vol. 50, no. 3, 2018.
    
moreBibTeX
@article{Chaintini2018,
TITLE = {Polynomials and the Exponent of Matrix Multiplication},
AUTHOR = {Chiantini, Luca and Hauenstein, Jonathan D. and Ikenmeyer, Christian and Landsberg, Joseph M. and Ottaviani, Giorgio},
LANGUAGE = {eng},
ISSN = {0024-6093},
DOI = {10.1112/blms.12147},
PUBLISHER = {London Mathematical Society},
ADDRESS = {London},
YEAR = {2018},
DATE = {2018},
JOURNAL = {Bulletin of the London Mathematical Society},
VOLUME = {50},
NUMBER = {3},
PAGES = {369--389},
}

Endnote
%0 Journal Article
%A Chiantini, Luca
%A Hauenstein, Jonathan D.
%A Ikenmeyer, Christian
%A Landsberg, Joseph M.
%A Ottaviani, Giorgio
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Polynomials and the Exponent of Matrix Multiplication : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0001-88D0-A
%R 10.1112/blms.12147
%7 2018
%D 2018
%J Bulletin of the London Mathematical Society
%V 50
%N 3
%& 369
%P 369 - 389
%I London Mathematical Society
%C London
%@ false




	DOI
	PuRe
	BibTeX

	


        525
    
                Conference paper
            
D1


        A. Choudhary, S. Kachanovich, and M. Wintraecken
    

        “Coxeter Triangulations Have Good Quality,” in EuroCG 18 Extended Abstracts, Berlin, Germany, 2018.
    
moreBibTeX
@inproceedings{Choudhary-coxeter,
TITLE = {Coxeter Triangulations Have Good Quality},
AUTHOR = {Choudhary, Aruni and Kachanovich, Siargey and Wintraecken, Mathijs},
LANGUAGE = {eng},
URL = {https://conference.imp.fu-berlin.de/eurocg18/download/eurocg_proc.pdf},
YEAR = {2018},
BOOKTITLE = {EuroCG 18 Extended Abstracts},
PAGES = {37--42},
ADDRESS = {Berlin, Germany},
}

Endnote
%0 Conference Proceedings
%A Choudhary, Aruni
%A Kachanovich, Siargey
%A Wintraecken, Mathijs
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Coxeter Triangulations Have Good Quality : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-E5C4-E
%D 2018
%B 34th European Workshop on Computational Geometry
%Z date of event: 2018-03-21 - 2018-03-23
%C Berlin, Germany
%B EuroCG 18 Extended Abstracts
%P 37 - 42
%U https://conference.imp.fu-berlin.de/eurocg18/download/eurocg_proc.pdf




	PuRe
	BibTeX
	pre-print version

	


        526
    
                Conference paper
            
D1


        A. Clementi, M. Ghaffari, L. Gualà, E. Natale, F. Pasquale, and G. Scornavacca
    

        “A Tight Analysis of the Parallel Undecided-State Dynamics with Two Colors,” in 43rd International Symposium on Mathematical Foundations of Computer Science (MFCS 2018), Liverpool, UK, 2018.
    
moreBibTeX
@inproceedings{Clementi_MFCS2018,
TITLE = {A Tight Analysis of the Parallel Undecided-State Dynamics with Two Colors},
AUTHOR = {Clementi, Andrea and Ghaffari, Mohsen and Gual{\`a}, Luciano and Natale, Emanuele and Pasquale, Francesco and Scornavacca, Giacomo},
LANGUAGE = {eng},
ISSN = {1868-8969},
ISBN = {978-3-95977-086-6},
URL = {urn:nbn:de:0030-drops-96107},
DOI = {10.4230/LIPIcs.MFCS.2018.28},
PUBLISHER = {Schloss Dagstuhl},
YEAR = {2018},
BOOKTITLE = {43rd International Symposium on Mathematical Foundations of Computer Science (MFCS 2018)},
EDITOR = {Potapov, Igor and Spirakis, Paul and Worrell, James},
PAGES = {1--15},
EID = {28},
SERIES = {Leibniz International Proceedings in Informatics},
VOLUME = {117},
ADDRESS = {Liverpool, UK},
}

Endnote
%0 Conference Proceedings
%A Clementi, Andrea
%A Ghaffari, Mohsen
%A Gual&#224;, Luciano
%A Natale, Emanuele
%A Pasquale, Francesco
%A Scornavacca, Giacomo
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T A Tight Analysis of the Parallel Undecided-State Dynamics with Two Colors : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-A96C-7
%R 10.4230/LIPIcs.MFCS.2018.28
%U urn:nbn:de:0030-drops-96107
%D 2018
%B 43rd International Symposium on Mathematical Foundations  of Computer Science
%Z date of event: 2018-08-27 - 2018-08-31
%C Liverpool, UK
%B 43rd International Symposium on Mathematical Foundations  of Computer Science
%E Potapov, Igor; Spirakis, Paul; Worrell, James
%P 1 - 15
%Z sequence number: 28
%I Schloss Dagstuhl
%@ 978-3-95977-086-6
%B Leibniz International Proceedings in Informatics
%N 117
%@ false
%U http://drops.dagstuhl.de/opus/volltexte/2018/9610/http://drops.dagstuhl.de/doku/urheberrecht1.html




	DOI
	PuRe
	BibTeX
	publisher version

	


        527
    
                Paper
            
D1


        A. Clementi, L. Gualà, E. Natale, F. Pasquale, G. Scornavacca, and L. Trevisan
    

        “Consensus Needs Broadcast in Noiseless Models but can be Exponentially Easier in the Presence of Noise,” 2018. [Online]. Available: http://arxiv.org/abs/1807.05626.
    
moreAbstract
Consensus and Broadcast are two fundamental problems in distributed
computing, whose solutions have several applications. Intuitively, Consensus
should be no harder than Broadcast, and this can be rigorously established in
several models. Can Consensus be easier than Broadcast?
  In models that allow noiseless communication, we prove a reduction of (a
suitable variant of) Broadcast to binary Consensus, that preserves the
communication model and all complexity parameters such as randomness, number of
rounds, communication per round, etc., while there is a loss in the success
probability of the protocol. Using this reduction, we get, among other
applications, the first logarithmic lower bound on the number of rounds needed
to achieve Consensus in the uniform GOSSIP model on the complete graph. The
lower bound is tight and, in this model, Consensus and Broadcast are
equivalent.
  We then turn to distributed models with noisy communication channels that
have been studied in the context of some bio-inspired systems. In such models,
only one noisy bit is exchanged when a communication channel is established
between two nodes, and so one cannot easily simulate a noiseless protocol by
using error-correcting codes. An $\Omega(\epsilon^{-2} n)$ lower bound on the
number of rounds needed for Broadcast is proved by Boczkowski et al. [PLOS
Comp. Bio. 2018] in one such model (noisy uniform PULL, where $\epsilon$ is a
parameter that measures the amount of noise). In such model, we prove a new
$\Theta(\epsilon^{-2} n \log n)$ bound for Broadcast and a
$\Theta(\epsilon^{-2} \log n)$ bound for binary Consensus, thus establishing an
exponential gap between the number of rounds necessary for Consensus versus
Broadcast.
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moreAbstract
The papers~\cite{hatfimmokomi11} and~\cite{azizbrilharr13} propose algorithms
for testing whether the choice function induced by a (strict) preference list
of length $N$ over a universe $U$ is substitutable. The running time of these
algorithms is $O(|U|^3\cdot N^3)$, respectively $O(|U|^2\cdot N^3)$. In this
note we present an algorithm with running time $O(|U|^2\cdot N^2)$. Note that
$N$ may be exponential in the size $|U|$ of the universe.
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moreAbstract
Consider the following process on a network: Each agent initially holds
either opinion blue or red; then, in each round, each agent looks at two random
neighbors and, if the two have the same opinion, the agent adopts it. This
process is known as the 2-Choices dynamics and is arguably the most basic
non-trivial opinion dynamics modeling voting behavior on social networks.
Despite its apparent simplicity, 2-Choices has been analytically characterized
only on networks with a strong expansion property -- under assumptions on the
initial configuration that establish it as a fast majority consensus protocol.
  In this work, we aim at contributing to the understanding of the 2-Choices
dynamics by considering its behavior on a class of networks with core-periphery
structure, a well-known topological assumption in social networks. In a
nutshell, assume that a densely-connected subset of agents, the core, holds a
different opinion from the rest of the network, the periphery. Then, depending
on the strength of the cut between the core and the periphery, a
phase-transition phenomenon occurs: Either the core's opinion rapidly spreads
among the rest of the network, or a metastability phase takes place, in which
both opinions coexist in the network for superpolynomial time. The interest of
our result is twofold. On the one hand, by looking at the 2-Choices dynamics as
a simplistic model of competition among opinions in social networks, our
theorem sheds light on the influence of the core on the rest of the network, as
a function of the core's connectivity towards the latter. On the other hand, to
the best of our knowledge, we provide the first analytical result which shows a
heterogeneous behavior of a simple dynamics as a function of structural
parameters of the network. Finally, we validate our theoretical predictions
with extensive experiments on real networks.
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moreAbstract
This paper concerns proving almost tight (super-polynomial) running times,
for achieving desired approximation ratios for various problems. To illustrate,
the question we study, let us consider the Set-Cover problem with n elements
and m sets. Now we specify our goal to approximate Set-Cover to a factor of
(1-d)ln n, for a given parameter 0<d<1. What is the best possible running time<br>for achieving such approximation? This question was answered implicitly in the
work of Moshkovitz [Theory of Computing, 2015]: Assuming both the Projection
Games Conjecture (PGC) and the Exponential-Time Hypothesis (ETH), any ((1-d) ln
n)-approximation algorithm for Set-Cover must run in time >= 2^{n^{c d}}, for
some constant 0<d<1.<br>  We study the questions along this line. First, we show that under ETH and PGC
any ((1-d) \ln n)-approximation for Set-Cover requires 2^{n^{d}}-time. This
(almost) matches the running time of 2^{O(n^d)} for approximating Set-Cover to
a factor (1-d) ln n by Cygan et al. [IPL, 2009]. Our result is tight up to the
constant multiplying the n^{d} terms in the exponent. This lower bound applies
to all of its generalizations, e.g., Group Steiner Tree (GST), Directed Steiner
(DST), Covering Steiner Tree (CST), Connected Polymatroid (CP). We also show
that in almost exponential time, these problems reduce to Set-Cover: We show
(1-d)ln n approximation algorithms for all these problems that run in time
2^{n^{d \log n } poly(m).
  We also study log^{2-d}n approximation for GST. Chekuri-Pal [FOCS, 2005]
showed that GST admits (log^{2-d}n)-approximation in time
exp(2^{log^{d+o(1)}n}), for any 0 < d < 1. We show the lower bound of GST: any
(log^{2-d}n)-approximation for GST must run in time >=
exp((1+o(1)){log^{d-c}n}), for any c>0, unless the ETH is false. Our result
follows by analyzing the work of Halperin and Krauthgamer [STOC, 2003]. The
same lower and upper bounds hold for CST.
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moreAbstract
Communication across unsynchronized clock domains is inherently vulnerable to
metastable upsets; no digital circuit can deterministically avoid, resolve, or
detect metastability (Marino, 1981). Traditionally, a possibly metastable input
is stored in synchronizers, decreasing the odds of maintained metastability
over time. This approach costs time, and does not guarantee success.
  We propose a fundamentally different approach: It is possible to
\emph{contain} metastability by logical masking, so that it cannot infect the
entire circuit. This technique guarantees a limited degree of metastability
in---and uncertainty about---the output. We present a synchronizer-free,
fault-tolerant clock synchronization algorithm as application, synchronizing
clock domains and thus enabling metastability-free communication.
  At the heart of our approach lies a model for metastability in synchronous
clocked digital circuits. Metastability is propagated in a worst-case fashion,
allowing to derive deterministic guarantees, without and unlike synchronizers.
The proposed model permits positive results while at the same time reproducing
established impossibility results regarding avoidance, resolution, and
detection of metastability. Furthermore, we fully classify which functions can
be computed by synchronous circuits with standard registers, and show that
masking registers are computationally strictly more powerful.
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moreAbstract
In the Directed Steiner Tree (DST) problem we are given an $n$-vertex
directed edge-weighted graph, a root $r$, and a collection of $k$ terminal
nodes. Our goal is to find a minimum-cost arborescence that contains a directed
path from $r$ to every terminal. We present an $O(\log^2
k/\log\log{k})$-approximation algorithm for DST that runs in
quasi-polynomial-time. By adjusting the parameters in the hardness result of
Halperin and Krauthgamer, we show the matching lower bound of
$\Omega(\log^2{k}/\log\log{k})$ for the class of quasi-polynomial-time
algorithms. This is the first improvement on the DST problem since the
classical quasi-polynomial-time $O(\log^3 k)$ approximation algorithm by
Charikar et al. (The paper erroneously claims an $O(\log^2k)$ approximation due
to a mistake in prior work.)
  Our approach is based on two main ingredients. First, we derive an
approximation preserving reduction to the Label-Consistent Subtree (LCST)
problem. The LCST instance has quasi-polynomial size and logarithmic height. We
remark that, in contrast, Zelikovsky's heigh-reduction theorem used in all
prior work on DST achieves a reduction to a tree instance of the related Group
Steiner Tree (GST) problem of similar height, however losing a logarithmic
factor in the approximation ratio. Our second ingredient is an LP-rounding
algorithm to approximately solve LCST instances, which is inspired by the
framework developed by Rothvo{\ss}. We consider a Sherali-Adams lifting of a
proper LP relaxation of LCST. Our rounding algorithm proceeds level by level
from the root to the leaves, rounding and conditioning each time on a proper
subset of label variables. A small enough (namely, polylogarithmic) number of
Sherali-Adams lifting levels is sufficient to condition up to the leaves.
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moreAbstract
Abstract
In this thesis, we deal with two packing problems: the online bin packing
and the geometric knapsack problem. In online bin packing, the aim is to pack
a given number of items of dierent size into a minimal number of containers.
The items need to be packed one by one without knowing future items.  For
online bin packing in one dimension, we present a new family of algorithms
that constitutes the rst improvement over the previously best algorithm in
almost 15 years. While the algorithmic ideas are intuitive, an elaborate analysis
is required to prove its competitive ratio.  We also give a lower bound for the
competitive ratio of this family of algorithms. For online bin packing in higher
dimensions, we discuss lower bounds for the competitive ratio and show that the
ideas from the one-dimensional case cannot be easily transferred to obtain better
two-dimensional algorithms.
In the geometric knapsack problem, one aims to pack a maximum weight
subset of given rectangles into one square container. For this problem, we consider
oine approximation algorithms.  For geometric knapsack with square items,
we improve the running time of the best known
PTAS
and obtain an
EPTAS
.
This shows that large running times caused by some standard techniques for
geometric packing problems are not always necessary and can be improved.
Finally, we show how to use resource augmentation to compute optimal solutions
in
EPTAS
-time, thereby improving upon the known
PTAS for this case.


BibTeX
@phdthesis{Heydrphd18,
TITLE = {A Tale of Two Packing Problems: Improved Algorithms and Tighter Bounds for Online Bin Packing and the Geometric Knapsack Problem},
AUTHOR = {Heydrich, Sandy},
LANGUAGE = {eng},
URL = {urn:nbn:de:bsz:291-scidok-ds-272400},
DOI = {10.22028/D291-27240},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2018},
DATE = {2018},
ABSTRACT = {Abstract<br>In this thesis, we deal with two packing problems: the online bin packing<br>and the geometric knapsack problem. In online bin packing, the aim is to pack<br>a given number of items of dierent size into a minimal number of containers.<br>The items need to be packed one by one without knowing future items. For<br>online bin packing in one dimension, we present a new family of algorithms<br>that constitutes the rst improvement over the previously best algorithm in<br>almost 15 years. While the algorithmic ideas are intuitive, an elaborate analysis<br>is required to prove its competitive ratio. We also give a lower bound for the<br>competitive ratio of this family of algorithms. For online bin packing in higher<br>dimensions, we discuss lower bounds for the competitive ratio and show that the<br>ideas from the one-dimensional case cannot be easily transferred to obtain better<br>two-dimensional algorithms.<br>In the geometric knapsack problem, one aims to pack a maximum weight<br>subset of given rectangles into one square container. For this problem, we consider<br>oine approximation algorithms. For geometric knapsack with square items,<br>we improve the running time of the best known<br>PTAS<br>and obtain an<br>EPTAS<br>.<br>This shows that large running times caused by some standard techniques for<br>geometric packing problems are not always necessary and can be improved.<br>Finally, we show how to use resource augmentation to compute optimal solutions<br>in<br>EPTAS<br>-time, thereby improving upon the known<br>PTAS for this case.},
}

Endnote
%0 Thesis
%A Heydrich, Sandy
%Y van Stee, Rob
%A referee: Mehlhorn, Kurt
%A referee: Grandoni, Fabrizio
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Discrete Optimization, MPI for Informatics, Max Planck Society
%T A Tale of Two Packing Problems:
Improved Algorithms and Tighter Bounds for
Online Bin Packing and the Geometric Knapsack
Problem : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0001-E3DC-7
%R 10.22028/D291-27240
%U urn:nbn:de:bsz:291-scidok-ds-272400
%F OTHER: hdl:20.500.11880/27141
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2018
%P viii, 161 p.
%V phd
%9 phd
%X Abstract<br>In this thesis, we deal with two packing problems: the online bin packing<br>and the geometric knapsack problem. In online bin packing, the aim is to pack<br>a given number of items of dierent size into a minimal number of containers.<br>The items need to be packed one by one without knowing future items.  For<br>online bin packing in one dimension, we present a new family of algorithms<br>that constitutes the rst improvement over the previously best algorithm in<br>almost 15 years. While the algorithmic ideas are intuitive, an elaborate analysis<br>is required to prove its competitive ratio.  We also give a lower bound for the<br>competitive ratio of this family of algorithms. For online bin packing in higher<br>dimensions, we discuss lower bounds for the competitive ratio and show that the<br>ideas from the one-dimensional case cannot be easily transferred to obtain better<br>two-dimensional algorithms.<br>In the geometric knapsack problem, one aims to pack a maximum weight<br>subset of given rectangles into one square container. For this problem, we consider<br>oine approximation algorithms.  For geometric knapsack with square items,<br>we improve the running time of the best known<br>PTAS<br>and obtain an<br>EPTAS<br>.<br>This shows that large running times caused by some standard techniques for<br>geometric packing problems are not always necessary and can be improved.<br>Finally, we show how to use resource augmentation to compute optimal solutions<br>in<br>EPTAS<br>-time, thereby improving upon the known<br>PTAS for this case.
%U https://publikationen.sulb.uni-saarland.de/handle/20.500.11880/27141




	DOI
	PuRe
	BibTeX
	fulltext version

	


        553
    
                Paper
            
D1


        R. Hodges and V. Lakshmibai
    

        “A Classification of Spherical Schubert Varieties in the Grassmannian,” 2018. [Online]. Available: http://arxiv.org/abs/1809.08003.
    
moreAbstract
Let $L$ be a Levi subgroup of $GL_N$ which acts by left multiplication on a
Schubert variety $X(w)$ in the Grassmannian $G_{d,N}$. We say that $X(w)$ is a
spherical Schubert variety if $X(w)$ is a spherical variety for the action of
$L$. In earlier work we provide a combinatorial description of the
decomposition of the homogeneous coordinate ring of $X(w)$ into irreducible
$L$-modules for the induced action of $L$. In this work we classify those
decompositions into irreducible $L$-modules that are multiplicity-free. This is
then applied towards giving a complete classification of the spherical Schubert
varieties in the Grassmannian.
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moreAbstract
We study the problem of clock synchronization in highly dynamic networks,
where communication links can appear or disappear at any time. The nodes in the
network are equipped with hardware clocks, but the rate of the hardware clocks
can vary arbitrarily within specific bounds, and the estimates that nodes can
obtain about the clock values of other nodes are inherently inaccurate. Our
goal in this setting is to output a logical clock at each node such that the
logical clocks of any two nodes are not too far apart, and nodes that remain
close to each other in the network for a long time are better synchronized than
distant nodes. This property is called gradient clock synchronization.
  Gradient clock synchronization has been widely studied in the static setting,
where the network topology does not change. We show that the asymptotically
optimal bounds obtained for the static case also apply to our highly dynamic
setting: if two nodes remain at distance $d$ from each other for sufficiently
long, it is possible to upper bound the difference between their clock values
by $O(d \log (D / d))$, where $D$ is the diameter of the network. This is known
to be optimal even for static networks. Furthermore, we show that our algorithm
has optimal stabilization time: when a path of length $d$ appears between two
nodes, the time required until the clock skew between the two nodes is reduced
to $O(d \log (D / d))$ is $O(D)$, which we prove to be optimal. Finally, the
techniques employed for the more intricate analysis of the algorithm for
dynamic graphs provide additional insights that are also of interest for the
static setting. In particular, we establish self-stabilization of the gradient
property within $O(D)$ time.
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moreAbstract
Motivated by studying the power of randomness, certifying algorithms and
barriers for fine-grained reductions, we investigate the question whether the
multiplication of two $n\times n$ matrices can be performed in near-optimal
nondeterministic time $\tilde{O}(n^2)$. Since a classic algorithm due to
Freivalds verifies correctness of matrix products probabilistically in time
$O(n^2)$, our question is a relaxation of the open problem of derandomizing
Freivalds' algorithm.
  We discuss consequences of a positive or negative resolution of this problem
and provide potential avenues towards resolving it. Particularly, we show that
sufficiently fast deterministic verifiers for 3SUM or univariate polynomial
identity testing yield faster deterministic verifiers for matrix
multiplication. Furthermore, we present the partial algorithmic progress that
distinguishing whether an integer matrix product is correct or contains between
1 and $n$ erroneous entries can be performed in time $\tilde{O}(n^2)$ --
interestingly, the difficult case of deterministic matrix product verification
is not a problem of "finding a needle in the haystack", but rather cancellation
effects in the presence of many errors.
  Our main technical contribution is a deterministic algorithm that corrects an
integer matrix product containing at most $t$ errors in time
$\tilde{O}(\sqrt{t} n^2 + t^2)$. To obtain this result, we show how to compute
an integer matrix product with at most $t$ nonzeroes in the same running time.
This improves upon known deterministic output-sensitive integer matrix
multiplication algorithms for $t = \Omega(n^{2/3})$ nonzeroes, which is of
independent interest.
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moreAbstract
We consider the task of assigning indivisible goods to a set of agents in a
fair manner. Our notion of fairness is Nash social welfare, i.e., the goal is
to maximize the geometric mean of the utilities of the agents. Each good comes
in multiple items or copies, and the utility of an agent diminishes as it
receives more items of the same good. The utility of a bundle of items for an
agent is the sum of the utilities of the items in the bundle. Each agent has a
utility cap beyond which he does not value additional items. We give a
polynomial time approximation algorithm that maximizes Nash social welfare up
to a factor of $e^{1/e} \approx 1.445$.
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moreAbstract
We present a combinatorial algorithm for determining the market clearing
prices of a general linear Arrow-Debreu market, where every agent can own
multiple goods. The existing combinatorial algorithms for linear Arrow-Debreu
markets consider the case where each agent can own all of one good only. We
present an $\tilde{\mathcal{O}}((n+m)^7 \log^3(UW))$ algorithm where $n$, $m$,
$U$ and $W$ refer to the number of agents, the number of goods, the maximal
integral utility and the maximum quantity of any good in the market
respectively. The algorithm refines the iterative algorithm of Duan, Garg and
Mehlhorn using several new ideas. We also identify the hard instances for
existing combinatorial algorithms for linear Arrow-Debreu markets. In
particular we find instances where the ratio of the maximum to the minimum
equilibrium price of a good is $U^{\Omega(n)}$ and the number of iterations
required by the existing iterative combinatorial algorithms of Duan, and
Mehlhorn and Duan, Garg, and Mehlhorn are high. Our instances also separate the
two algorithms.
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moreAbstract
We propose a symbolic-numeric algorithm to count the number of solutions of a
polynomial system within a local region. More specifically, given a
zero-dimensional system $f_1=\cdots=f_n=0$, with
$f_i\in\mathbb{C}[x_1,\ldots,x_n]$, and a polydisc
$\mathbf{\Delta}\subset\mathbb{C}^n$, our method aims to certify the existence
of $k$ solutions (counted with multiplicity) within the polydisc.
  In case of success, it yields the correct result under guarantee. Otherwise,
no information is given. However, we show that our algorithm always succeeds if
$\mathbf{\Delta}$ is sufficiently small and well-isolating for a $k$-fold
solution $\mathbf{z}$ of the system.
  Our analysis of the algorithm further yields a bound on the size of the
polydisc for which our algorithm succeeds under guarantee. This bound depends
on local parameters such as the size and multiplicity of $\mathbf{z}$ as well
as the distances between $\mathbf{z}$ and all other solutions. Efficiency of
our method stems from the fact that we reduce the problem of counting the roots
in $\mathbf{\Delta}$ of the original system to the problem of solving a
truncated system of degree $k$. In particular, if the multiplicity $k$ of
$\mathbf{z}$ is small compared to the total degrees of the polynomials $f_i$,
our method considerably improves upon known complete and certified methods.
  For the special case of a bivariate system, we report on an implementation of
our algorithm, and show experimentally that our algorithm leads to a
significant improvement, when integrated as inclusion predicate into an
elimination method.
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moreAbstract
In this paper, we present two results on slime mold computations. The first
one treats a biologically-grounded model, originally proposed by biologists
analyzing the behavior of the slime mold Physarum polycephalum. This primitive
organism was empirically shown by Nakagaki et al. to solve shortest path
problems in wet-lab experiments (Nature'00). We show that the proposed simple
mathematical model actually generalizes to a much wider class of problems,
namely undirected linear programs with a non-negative cost vector.
  For our second result, we consider the discretization of a
biologically-inspired model. This model is a directed variant of the
biologically-grounded one and was never claimed to describe the behavior of a
biological system. Straszak and Vishnoi showed that it can
$\epsilon$-approximately solve flow problems (SODA'16) and even general linear
programs with positive cost vector (ITCS'16) within a finite number of steps.
We give a refined convergence analysis that improves the dependence on
$\epsilon$ from polynomial to logarithmic and simultaneously allows to choose a
step size that is independent of $\epsilon$. Furthermore, we show that the
dynamics can be initialized with a more general set of (infeasible) starting
points.
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moreAbstract
In 1979 Valiant showed that the complexity class VP_e of families with
polynomially bounded formula size is contained in the class VP_s of families
that have algebraic branching programs (ABPs) of polynomially bounded size.
Motivated by the problem of separating these classes we study the topological
closure VP_e-bar, i.e. the class of polynomials that can be approximated
arbitrarily closely by polynomials in VP_e. We describe VP_e-bar with a
strikingly simple complete polynomial (in characteristic different from 2)
whose recursive definition is similar to the Fibonacci numbers. Further
understanding this polynomial seems to be a promising route to new formula
lower bounds.
  Our methods are rooted in the study of ABPs of small constant width. In 1992
Ben-Or and Cleve showed that formula size is polynomially equivalent to width-3
ABP size. We extend their result (in characteristic different from 2) by
showing that approximate formula size is polynomially equivalent to approximate
width-2 ABP size. This is surprising because in 2011 Allender and Wang gave
explicit polynomials that cannot be computed by width-2 ABPs at all! The
details of our construction lead to the aforementioned characterization of
VP_e-bar.
  As a natural continuation of this work we prove that the class VNP can be
described as the class of families that admit a hypercube summation of
polynomially bounded dimension over a product of polynomially many affine
linear forms. This gives the first separations of algebraic complexity classes
from their nondeterministic analogs.
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ABP size. We extend their result (in characteristic different from 2) by
showing that approximate formula size is polynomially equivalent to approximate
width-2 ABP size. This is surprising because in 2011 Allender and Wang gave
explicit polynomials that cannot be computed by width-2 ABPs at all! The
details of our construction lead to the aforementioned characterization of
VP_e-bar.
  As a natural continuation of this work we prove that the class VNP can be
described as the class of families that admit a hypercube summation of
polynomially bounded dimension over a product of polynomially many affine
linear forms. This gives the first separations of algebraic complexity classes
from their nondeterministic analogs.
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moreAbstract
The edit distance between two rooted ordered trees with $n$ nodes labeled
from an alphabet~$\Sigma$ is the minimum cost of transforming one tree into the
other by a sequence of elementary operations consisting of deleting and
relabeling existing nodes, as well as inserting new nodes. Tree edit distance
is a well known generalization of string edit distance. The fastest known
algorithm for tree edit distance runs in cubic $O(n^3)$ time and is based on a
similar dynamic programming solution as string edit distance. In this paper we
show that a truly subcubic $O(n^{3-\varepsilon})$ time algorithm for tree edit
distance is unlikely: For $|\Sigma| = \Omega(n)$, a truly subcubic algorithm
for tree edit distance implies a truly subcubic algorithm for the all pairs
shortest paths problem. For $|\Sigma| = O(1)$, a truly subcubic algorithm for
tree edit distance implies an $O(n^{k-\varepsilon})$ algorithm for finding a
maximum weight $k$-clique.
  Thus, while in terms of upper bounds string edit distance and tree edit
distance are highly related, in terms of lower bounds string edit distance
exhibits the hardness of the strong exponential time hypothesis [Backurs, Indyk
STOC'15] whereas tree edit distance exhibits the hardness of all pairs shortest
paths. Our result provides a matching conditional lower bound for one of the
last remaining classic dynamic programming problems.
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for tree edit distance implies a truly subcubic algorithm for the all pairs
shortest paths problem. For $|\Sigma| = O(1)$, a truly subcubic algorithm for
tree edit distance implies an $O(n^{k-\varepsilon})$ algorithm for finding a
maximum weight $k$-clique.
  Thus, while in terms of upper bounds string edit distance and tree edit
distance are highly related, in terms of lower bounds string edit distance
exhibits the hardness of the strong exponential time hypothesis [Backurs, Indyk
STOC'15] whereas tree edit distance exhibits the hardness of all pairs shortest
paths. Our result provides a matching conditional lower bound for one of the
last remaining classic dynamic programming problems.
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moreAbstract
We revisit the hardness of approximating the diameter of a network. In the
CONGEST model, $ \tilde \Omega (n) $ rounds are necessary to compute the
diameter [Frischknecht et al. SODA'12]. Abboud et al. DISC 2016 extended this
result to sparse graphs and, at a more fine-grained level, showed that, for any
integer $ 1 \leq \ell \leq \operatorname{polylog} (n) $, distinguishing between
networks of diameter $ 4 \ell + 2 $ and $ 6 \ell + 1 $ requires $ \tilde \Omega
(n) $ rounds. We slightly tighten this result by showing that even
distinguishing between diameter $ 2 \ell + 1 $ and $ 3 \ell + 1 $ requires $
\tilde \Omega (n) $ rounds. The reduction of Abboud et al. is inspired by
recent conditional lower bounds in the RAM model, where the orthogonal vectors
problem plays a pivotal role. In our new lower bound, we make the connection to
orthogonal vectors explicit, leading to a conceptually more streamlined
exposition. This is suited for teaching both the lower bound in the CONGEST
model and the conditional lower bound in the RAM model.
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(n) $ rounds. We slightly tighten this result by showing that even
distinguishing between diameter $ 2 \ell + 1 $ and $ 3 \ell + 1 $ requires $
\tilde \Omega (n) $ rounds. The reduction of Abboud et al. is inspired by
recent conditional lower bounds in the RAM model, where the orthogonal vectors
problem plays a pivotal role. In our new lower bound, we make the connection to
orthogonal vectors explicit, leading to a conceptually more streamlined
exposition. This is suited for teaching both the lower bound in the CONGEST
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moreAbstract
We study the problem of finding the cycle of minimum cost-to-time ratio in a
directed graph with $ n $ nodes and $ m $ edges. This problem has a long
history in combinatorial optimization and has recently seen interesting
applications in the context of quantitative verification. We focus on strongly
polynomial algorithms to cover the use-case where the weights are relatively
large compared to the size of the graph. Our main result is an algorithm with
running time $ \tilde O (m^{3/4} n^{3/2}) $, which gives the first improvement
over Megiddo's $ \tilde O (n^3) $ algorithm [JACM'83] for sparse graphs. We
further demonstrate how to obtain both an algorithm with running time $ n^3 /
2^{\Omega{(\sqrt{\log n})}} $ on general graphs and an algorithm with running
time $ \tilde O (n) $ on constant treewidth graphs. To obtain our main result,
we develop a parallel algorithm for negative cycle detection and single-source
shortest paths that might be of independent interest.
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moreAbstract
Persistent Homology is a tool to analyze and visualize the shape of data from a topological viewpoint. It computes persistence, which summarizes the evolution of topological and geometric information about metric spaces over multiple scales of distances. While computing persistence is quite efficient for low-dimensional topological features, it becomes overwhelmingly expensive for medium to high-dimensional features. In this thesis, we attack this computational problem from several different angles. We present efficient techniques to approximate the persistence of metric spaces. Three of our methods are tailored towards general point clouds in Euclidean spaces. We make use of high dimensional lattice geometry to reduce the cost of the approximations. In particular, we discover several properties of the Permutahedral lattice, whose Voronoi cell is well-known for its combinatorial properties. The last method is suitable for point clouds with low intrinsic dimension, where we exploit the structural properties of the point set to tame the complexity. In some cases, we achieve a reduction in size complexity by trading off the quality of the approximation. Two of our methods work particularly well in conjunction with dimension-reduction techniques: we arrive at the first approximation schemes whose complexities are only polynomial in the size of the point cloud, and independent of the ambient dimension. On the other hand, we provide a lower bound result: we construct a point cloud that requires super-polynomial complexity for a high-quality approximation of the persistence. Together with our approximation schemes, we show that polynomial complexity is achievable for rough approximations, but impossible for sufficiently fine approximations. For some metric spaces, the intrinsic dimension is low in small neighborhoods of the input points, but much higher for large scales of distances. We develop a concept of local intrinsic dimension to capture this property. We also present several applications of this concept, including an approximation method for persistence. This thesis is written in English.
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This doctoral thesis aims towards distributed natural computing inspired by the slime mold Physarum polycephalum. The vein networks formed by this organism presumably support efficient transport of protoplasmic fluid. Devising models which capture the natural efficiency of the organism and form a suitable basis for the development of natural computing algorithms is an interesting and challenging goal. We start working towards this goal by designing and executing wet-lab experi- ments geared towards producing a large number of images of the vein networks of P. polycephalum. Next, we turn the depicted vein networks into graphs using our own custom software called Nefi. This enables a detailed numerical study, yielding a catalogue of characterizing observables spanning a wide array of different graph properties. To share our results and data, i.e. raw experimental data, graphs and analysis results, we introduce a dedicated repository revolving around slime mold data, the Smgr. The purpose of this repository is to promote data reuse and to foster a practice of increased data sharing. Finally we present a model based on interacting electronic circuits including current controlled voltage sources, which mimics the emergent flow patterns observed in live P. polycephalum. The model is simple, distributed and robust to changes in the underlying network topology. Thus it constitutes a promising basis for the development of distributed natural computing algorithms.
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moreAbstract
We consider the canonical generalization of the well-studied Longest
Increasing Subsequence problem to multiple sequences, called $k$-LCIS: Given
$k$ integer sequences $X_1,\dots,X_k$ of length at most $n$, the task is to
determine the length of the longest common subsequence of $X_1,\dots,X_k$ that
is also strictly increasing. Especially for the case of $k=2$ (called LCIS for
short), several algorithms have been proposed that require quadratic time in
the worst case.
  Assuming the Strong Exponential Time Hypothesis (SETH), we prove a tight
lower bound, specifically, that no algorithm solves LCIS in (strongly)
subquadratic time. Interestingly, the proof makes no use of normalization
tricks common to hardness proofs for similar problems such as LCS. We further
strengthen this lower bound (1) to rule out $O((nL)^{1-\varepsilon})$ time
algorithms for LCIS, where $L$ denotes the solution size, (2) to rule out
$O(n^{k-\varepsilon})$ time algorithms for $k$-LCIS, and (3) to follow already
from weaker variants of SETH. We obtain the same conditional lower bounds for
the related Longest Common Weakly Increasing Subsequence problem.
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moreAbstract
In this paper we present distributed testing algorithms of graph properties
in the CONGEST-model [Censor-Hillel et al. 2016]. We present one-sided error
testing algorithms in the general graph model.
  We first describe a general procedure for converting $\epsilon$-testers with
a number of rounds $f(D)$, where $D$ denotes the diameter of the graph, to
$O((\log n)/\epsilon)+f((\log n)/\epsilon)$ rounds, where $n$ is the number of
processors of the network. We then apply this procedure to obtain an optimal
tester, in terms of $n$, for testing bipartiteness, whose round complexity is
$O(\epsilon^{-1}\log n)$, which improves over the $poly(\epsilon^{-1} \log
n)$-round algorithm by Censor-Hillel et al. (DISC 2016). Moreover, for
cycle-freeness, we obtain a \emph{corrector} of the graph that locally corrects
the graph so that the corrected graph is acyclic. Note that, unlike a tester, a
corrector needs to mend the graph in many places in the case that the graph is
far from having the property.
  In the second part of the paper we design algorithms for testing whether the
network is $H$-free for any connected $H$ of size up to four with round
complexity of $O(\epsilon^{-1})$. This improves over the
$O(\epsilon^{-2})$-round algorithms for testing triangle freeness by
Censor-Hillel et al. (DISC 2016) and for testing excluded graphs of size $4$ by
Fraigniaud et al. (DISC 2016).
  In the last part we generalize the global tester by Iwama and Yoshida (ITCS
2014) of testing $k$-path freeness to testing the exclusion of any tree of
order $k$. We then show how to simulate this algorithm in the CONGEST-model in
$O(k^{k^2+1}\cdot\epsilon^{-k})$ rounds.
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moreAbstract
We study three problems. The first is the phenomenon of metastability in digital circuits. This is a state of bistable storage elements, such as registers, that is neither logical 0 nor 1 and breaks the abstraction of Boolean logic. We propose a time- and value-discrete model for metastability in digital circuits and show that it reflects relevant physical properties. Further, we propose the fundamentally new approach of using logical masking to perform meaningful computations despite the presence of metastable upsets and analyze what functions can be computed in our model. Additionally, we show that circuits with masking registers grow computationally more powerful with each available clock cycle. The second topic are parallel algorithms, based on an algebraic abstraction of the Moore-Bellman-Ford algorithm, for solving various distance problems. Our focus are distance approximations that obey the triangle inequality while at the same time achieving polylogarithmic depth and low work. Finally, we study the continuous Terrain Guarding Problem. We show that it has a rational discretization with a quadratic number of guard candidates, establish its membership in NP and the existence of a PTAS, and present an efficient implementation of a solver.


BibTeX
@phdthesis{Friedrichsphd2017,
TITLE = {Metastability-Containing Circuits, Parallel Distance Problems, and Terrain Guarding},
AUTHOR = {Friedrichs, Stephan},
LANGUAGE = {eng},
URL = {urn:nbn:de:bsz:291-scidok-69660},
DOI = {10.22028/D291-26788},
SCHOOL = {Unversit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2017},
DATE = {2017},
ABSTRACT = {We study three problems. The first is the phenomenon of metastability in digital circuits. This is a state of bistable storage elements, such as registers, that is neither logical 0 nor 1 and breaks the abstraction of Boolean logic. We propose a time- and value-discrete model for metastability in digital circuits and show that it reflects relevant physical properties. Further, we propose the fundamentally new approach of using logical masking to perform meaningful computations despite the presence of metastable upsets and analyze what functions can be computed in our model. Additionally, we show that circuits with masking registers grow computationally more powerful with each available clock cycle. The second topic are parallel algorithms, based on an algebraic abstraction of the Moore-Bellman-Ford algorithm, for solving various distance problems. Our focus are distance approximations that obey the triangle inequality while at the same time achieving polylogarithmic depth and low work. Finally, we study the continuous Terrain Guarding Problem. We show that it has a rational discretization with a quadratic number of guard candidates, establish its membership in NP and the existence of a PTAS, and present an efficient implementation of a solver.},
}

Endnote
%0 Thesis
%A Friedrichs, Stephan
%Y Lenzen, Christoph
%A referee: Mehlhorn, Kurt
%A referee: Ghaffari, Mohsen
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Metastability-Containing Circuits, Parallel Distance Problems, and Terrain Guarding : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002D-E9A7-B
%U urn:nbn:de:bsz:291-scidok-69660
%R 10.22028/D291-26788
%F OTHER: hdl:20.500.11880/26801
%I Unversit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2017
%P x, 226 p.
%V phd
%9 phd
%X We study three problems. The first is the phenomenon of metastability in digital circuits. This is a state of bistable storage elements, such as registers, that is neither logical 0 nor 1 and breaks the abstraction of Boolean logic. We propose a time- and value-discrete model for metastability in digital circuits and show that it reflects relevant physical properties. Further, we propose the fundamentally new approach of using logical masking to perform meaningful computations despite the presence of metastable upsets and analyze what functions can be computed in our model. Additionally, we show that circuits with masking registers grow computationally more powerful with each available clock cycle. The second topic are parallel algorithms, based on an algebraic abstraction of the Moore-Bellman-Ford algorithm, for solving various distance problems. Our focus are distance approximations that obey the triangle inequality while at the same time achieving polylogarithmic depth and low work. Finally, we study the continuous Terrain Guarding Problem. We show that it has a rational discretization with a quadratic number of guard candidates, establish its membership in NP and the existence of a PTAS, and present an efficient implementation of a solver.
%U http://scidok.sulb.uni-saarland.de/volltexte/2017/6966/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        652
    
                Conference paper
            
D1


        M. Függer, C. Lenzen, and T. Polzer
    

        “Metastability-Aware Memory-Efficient Time-to-Digital Converters,” in 23rd IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC 2017), San Diego, CA, USA, 2017.
    
moreBibTeX
@inproceedings{fueggerASYNC2017,
TITLE = {Metastability-Aware Memory-Efficient Time-to-Digital Converters},
AUTHOR = {F{\"u}gger, Matthias and Lenzen, Christoph and Polzer, Thomas},
LANGUAGE = {eng},
ISBN = {978-1-5386-2749-5},
DOI = {10.1109/ASYNC.2017.12},
PUBLISHER = {IEEE},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {23rd IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC 2017)},
PAGES = {49--56},
ADDRESS = {San Diego, CA, USA},
}

Endnote
%0 Conference Proceedings
%A F&#252;gger, Matthias
%A Lenzen, Christoph
%A Polzer, Thomas
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Metastability-Aware Memory-Efficient Time-to-Digital Converters : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-80CD-D
%R 10.1109/ASYNC.2017.12
%D 2017
%B 23rd IEEE International Symposium on Asynchronous Circuits and Systems
%Z date of event: 2017-05-21 - 2017-05-24
%C San Diego, CA, USA
%B 23rd IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC 2017)
%P 49 - 56
%I IEEE
%@ 978-1-5386-2749-5




	DOI
	PuRe
	BibTeX

	


        653
    
                Conference paper
            
D1


        W. Gálvez, F. Grandoni, S. Heydrich, S. Ingala, A. Khan, and A. Wiese
    

        “Approximating Geometric Knapsack via L-Packings,” in 58th Annual IEEE Symposium on Foundations of Computer Science (FOCS 2017), Berkeley, CA, USA, 2017.
    
moreBibTeX
@inproceedings{Galvez_FOCS2017,
TITLE = {Approximating Geometric Knapsack via {L}-Packings},
AUTHOR = {G{\'a}lvez, Waldo and Grandoni, Fabrizio and Heydrich, Sandy and Ingala, Salvatore and Khan, Arindam and Wiese, Andreas},
LANGUAGE = {eng},
ISBN = {978-1-5386-3464-6},
DOI = {10.1109/FOCS.2017.32},
PUBLISHER = {IEEE},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {58th Annual IEEE Symposium on Foundations of Computer Science (FOCS 2017)},
PAGES = {260--271},
ADDRESS = {Berkeley, CA, USA},
}

Endnote
%0 Conference Proceedings
%A G&#225;lvez, Waldo
%A Grandoni, Fabrizio
%A Heydrich, Sandy
%A Ingala, Salvatore
%A Khan, Arindam
%A Wiese, Andreas
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Approximating Geometric Knapsack via L-Packings : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0000-0469-6
%R 10.1109/FOCS.2017.32
%D 2017
%B 58th Annual IEEE Symposium on Foundations of Computer Science 
%Z date of event: 2017-10-15 - 2017-10-17
%C Berkeley, CA, USA 
%B 58th Annual IEEE Symposium on Foundations of Computer Science
%P 260 - 271
%I IEEE
%@ 978-1-5386-3464-6




	DOI
	PuRe
	BibTeX

	


        654
    
                Paper
            
D1


        J. Garg, M. Hoefer, and K. Mehlhorn
    

        “Approximating the Nash Social Welfare with Budget-Additive Valuations,” 2017. [Online]. Available: http://arxiv.org/abs/1707.04428.
    
moreAbstract
We present the first constant-factor approximation algorithm for maximizing
the Nash social welfare when allocating indivisible items to agents with
budget-additive valuation functions. Budget-additive valuations represent an
important class of submodular functions. They have attracted a lot of research
interest in recent years due to many interesting applications. For every
$\varepsilon > 0$, our algorithm obtains a $(2.404 +
\varepsilon)$-approximation in time polynomial in the input size and
$1/\varepsilon$.
  Our algorithm relies on rounding an approximate equilibrium in a linear
Fisher market where sellers have earning limits (upper bounds on the amount of
money they want to earn) and buyers have utility limits (upper bounds on the
amount of utility they want to achieve). In contrast to markets with either
earning or utility limits, these markets have not been studied before. They
turn out to have fundamentally different properties.
  Although the existence of equilibria is not guaranteed, we show that the
market instances arising from the Nash social welfare problem always have an
equilibrium. Further, we show that the set of equilibria is not convex,
answering a question of [Cole et al, EC 2017]. We design an FPTAS to compute an
approximate equilibrium, a result that may be of independent interest.
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moreAbstract
The secretary problem is a classic model for online decision making.
Recently, combinatorial extensions such as matroid or matching secretary
problems have become an important tool to study algorithmic problems in dynamic
markets. Here the decision maker must know the numerical value of each arriving
element, which can be a demanding informational assumption. In this paper, we
initiate the study of combinatorial secretary problems with ordinal
information, in which the decision maker only needs to be aware of a preference
order consistent with the values of arrived elements. The goal is to design
online algorithms with small competitive ratios.
  For a variety of combinatorial problems, such as bipartite matching, general
packing LPs, and independent set with bounded local independence number, we
design new algorithms that obtain constant competitive ratios. For the matroid
secretary problem, we observe that many existing algorithms for special matroid
structures maintain their competitive ratios even in the ordinal model. In
these cases, the restriction to ordinal information does not represent any
additional obstacle. Moreover, we show that ordinal variants of the submodular
matroid secretary problems can be solved using algorithms for the linear
versions by extending [Feldman and Zenklusen, 2015]. In contrast, we provide a
lower bound of $\Omega(\sqrt{n}/(\log n))$ for algorithms that are oblivious to
the matroid structure, where $n$ is the total number of elements. This
contrasts an upper bound of $O(\log n)$ in the cardinal model, and it shows
that the technique of thresholding is not sufficient for good algorithms in the
ordinal model.
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moreAbstract
Despite its importance, all proofs of the correctness of Strassen's famous
1969 algorithm to multiply two 2x2 matrices with only seven multiplications
involve some more or less tedious calculations such as explicitly multiplying
specific 2x2 matrices, expanding expressions to cancel terms with opposing
signs, or expanding tensors over the standard basis. This is why the proof is
nontrivial to memorize and why many presentations of the proof avoid showing
all the details and leave a significant amount of verifications to the reader.
  In this note we give a short, self-contained, easy to memorize, and elegant
proof of the existence of Strassen's algorithm that avoids these types of
calculations. We achieve this by focusing on symmetries and algebraic
properties.
  Our proof combines the classical theory of M-pairs, which was initiated by
B\"uchi and Clausen in 1985, with recent work on the geometry of Strassen's
algorithm by Chiantini, Ikenmeyer, Landsberg, and Ottaviani from 2016.
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moreAbstract
The problem of constructing hazard-free Boolean circuits dates back to the
1940s and is an important problem in circuit design. Our main lower-bound
result unconditionally shows the existence of functions whose circuit
complexity is polynomially bounded while every hazard-free implementation is
provably of exponential size. Previous lower bounds on the hazard-free
complexity were only valid for depth 2 circuits. The same proof method yields
that every subcubic implementation of Boolean matrix multiplication must have
hazards.
  These results follow from a crucial structural insight: Hazard-free
complexity is a natural generalization of monotone complexity to all (not
necessarily monotone) Boolean functions. Thus, we can apply known monotone
complexity lower bounds to find lower bounds on the hazard-free complexity. We
also lift these methods from the monotone setting to prove exponential
hazard-free complexity lower bounds for non-monotone functions.
  As our main upper-bound result we show how to efficiently convert a Boolean
circuit into a bounded-bit hazard-free circuit with only a polynomially large
blow-up in the number of gates. Previously, the best known method yielded
exponentially large circuits in the worst case, so our algorithm gives an
exponential improvement.
  As a side result we establish the NP-completeness of several hazard detection
problems.
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moreAbstract
We propose an efficient algorithm to compute the real roots of a sparse
polynomial $f\in\mathbb{R}[x]$ having $k$ non-zero real-valued coefficients. It
is assumed that arbitrarily good approximations of the non-zero coefficients
are given by means of a coefficient oracle. For a given positive integer $L$,
our algorithm returns disjoint disks
$\Delta_{1},\ldots,\Delta_{s}\subset\mathbb{C}$, with $s<2k$, centered at the
real axis and of radius less than $2^{-L}$ together with positive integers
$\mu_{1},\ldots,\mu_{s}$ such that each disk $\Delta_{i}$ contains exactly
$\mu_{i}$ roots of $f$ counted with multiplicity. In addition, it is ensured
that each real root of $f$ is contained in one of the disks. If $f$ has only
simple real roots, our algorithm can also be used to isolate all real roots.
  The bit complexity of our algorithm is polynomial in $k$ and $\log n$, and
near-linear in $L$ and $\tau$, where $2^{-\tau}$ and $2^{\tau}$ constitute
lower and upper bounds on the absolute values of the non-zero coefficients of
$f$, and $n$ is the degree of $f$. For root isolation, the bit complexity is
polynomial in $k$ and $\log n$, and near-linear in $\tau$ and
$\log\sigma^{-1}$, where $\sigma$ denotes the separation of the real roots.
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polynomial $f\in\mathbb{R}[x]$ having $k$ non-zero real-valued coefficients. It
is assumed that arbitrarily good approximations of the non-zero coefficients
are given by means of a coefficient oracle. For a given positive integer $L$,
our algorithm returns disjoint disks
$\Delta_{1},\ldots,\Delta_{s}\subset\mathbb{C}$, with $s<2k$, centered at the
real axis and of radius less than $2^{-L}$ together with positive integers
$\mu_{1},\ldots,\mu_{s}$ such that each disk $\Delta_{i}$ contains exactly
$\mu_{i}$ roots of $f$ counted with multiplicity. In addition, it is ensured
that each real root of $f$ is contained in one of the disks. If $f$ has only
simple real roots, our algorithm can also be used to isolate all real roots.
  The bit complexity of our algorithm is polynomial in $k$ and $\log n$, and
near-linear in $L$ and $\tau$, where $2^{-\tau}$ and $2^{\tau}$ constitute
lower and upper bounds on the absolute values of the non-zero coefficients of
$f$, and $n$ is the degree of $f$. For root isolation, the bit complexity is
polynomial in $k$ and $\log n$, and near-linear in $\tau$ and
$\log\sigma^{-1}$, where $\sigma$ denotes the separation of the real roots.
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moreAbstract
We give faster algorithms for producing sparse approximations of the
transition matrices of $k$-step random walks on undirected, weighted graphs.
These transition matrices also form graphs, and arise as intermediate objects
in a variety of graph algorithms. Our improvements are based on a better
understanding of processes that sample such walks, as well as tighter bounds on
key weights underlying these sampling processes. On a graph with $n$ vertices
and $m$ edges, our algorithm produces a graph with about $n\log{n}$ edges that
approximates the $k$-step random walk graph in about $m + n \log^4{n}$ time. In
order to obtain this runtime bound, we also revisit "density independent"
algorithms for sparsifying graphs whose runtime overhead is expressed only in
terms of the number of vertices.
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%X   We give faster algorithms for producing sparse approximations of the
transition matrices of $k$-step random walks on undirected, weighted graphs.
These transition matrices also form graphs, and arise as intermediate objects
in a variety of graph algorithms. Our improvements are based on a better
understanding of processes that sample such walks, as well as tighter bounds on
key weights underlying these sampling processes. On a graph with $n$ vertices
and $m$ edges, our algorithm produces a graph with about $n\log{n}$ edges that
approximates the $k$-step random walk graph in about $m + n \log^4{n}$ time. In
order to obtain this runtime bound, we also revisit "density independent"
algorithms for sparsifying graphs whose runtime overhead is expressed only in
terms of the number of vertices.
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moreAbstract
We give fault-tolerant algorithms for establishing synchrony in distributed
systems in which each of the $n$ nodes has its own clock. Our algorithms
operate in a very strong fault model: we require self-stabilisation, i.e., the
initial state of the system may be arbitrary, and there can be up to $f<n/3$
ongoing Byzantine faults, i.e., nodes that deviate from the protocol in an
arbitrary manner. Furthermore, we assume that the local clocks of the nodes may
progress at different speeds (clock drift) and communication has bounded delay.
In this model, we study the pulse synchronisation problem, where the task is to
guarantee that eventually all correct nodes generate well-separated local pulse
events (i.e., unlabelled logical clock ticks) in a synchronised manner.
  Compared to prior work, we achieve exponential improvements in stabilisation
time and the number of communicated bits, and give the first sublinear-time
algorithm for the problem:
  - In the deterministic setting, the state-of-the-art solutions stabilise in
time $\Theta(f)$ and have each node broadcast $\Theta(f \log f)$ bits per time
unit. We exponentially reduce the number of bits broadcasted per time unit to
$\Theta(\log f)$ while retaining the same stabilisation time.
  - In the randomised setting, the state-of-the-art solutions stabilise in time
$\Theta(f)$ and have each node broadcast $O(1)$ bits per time unit. We
exponentially reduce the stabilisation time to $\log^{O(1)} f$ while each node
broadcasts $\log^{O(1)} f$ bits per time unit.
  These results are obtained by means of a recursive approach reducing the
above task of self-stabilising pulse synchronisation in the bounded-delay model
to non-self-stabilising binary consensus in the synchronous model. In general,
our approach introduces at most logarithmic overheads in terms of stabilisation
time and broadcasted bits over the underlying consensus routine.
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%X   We give fault-tolerant algorithms for establishing synchrony in distributed
systems in which each of the $n$ nodes has its own clock. Our algorithms
operate in a very strong fault model: we require self-stabilisation, i.e., the
initial state of the system may be arbitrary, and there can be up to $f<n/3$
ongoing Byzantine faults, i.e., nodes that deviate from the protocol in an
arbitrary manner. Furthermore, we assume that the local clocks of the nodes may
progress at different speeds (clock drift) and communication has bounded delay.
In this model, we study the pulse synchronisation problem, where the task is to
guarantee that eventually all correct nodes generate well-separated local pulse
events (i.e., unlabelled logical clock ticks) in a synchronised manner.
  Compared to prior work, we achieve exponential improvements in stabilisation
time and the number of communicated bits, and give the first sublinear-time
algorithm for the problem:
  - In the deterministic setting, the state-of-the-art solutions stabilise in
time $\Theta(f)$ and have each node broadcast $\Theta(f \log f)$ bits per time
unit. We exponentially reduce the number of bits broadcasted per time unit to
$\Theta(\log f)$ while retaining the same stabilisation time.
  - In the randomised setting, the state-of-the-art solutions stabilise in time
$\Theta(f)$ and have each node broadcast $O(1)$ bits per time unit. We
exponentially reduce the stabilisation time to $\log^{O(1)} f$ while each node
broadcasts $\log^{O(1)} f$ bits per time unit.
  These results are obtained by means of a recursive approach reducing the
above task of self-stabilising pulse synchronisation in the bounded-delay model
to non-self-stabilising binary consensus in the synchronous model. In general,
our approach introduces at most logarithmic overheads in terms of stabilisation
time and broadcasted bits over the underlying consensus routine.
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moreAbstract
Designing routing schemes is a multidimensional and complex task that depends
on the objective function, the computational model (centralized vs.
distributed), and the amount of uncertainty (online vs. offline). Nevertheless,
there are quite a few well-studied general techniques, for a large variety of
network problems. In contrast, in our view, practical techniques for designing
robust routing schemes are scarce; while fault-tolerance has been studied from
a number of angles, existing approaches are concerned with dealing with faults
after the fact by rerouting, self-healing, or similar techniques. We argue that
this comes at a high burden for the designer, as in such a system any algorithm
must account for the effects of faults on communication.
  With the goal of initiating efforts towards addressing this issue, we
showcase simple and generic transformations that can be used as a blackbox to
increase resilience against (independently distributed) faults. Given a network
and a routing scheme, we determine a reinforced network and corresponding
routing scheme that faithfully preserves the specification and behavior of the
original scheme. We show that reasonably small constant overheads in terms of
size of the new network compared to the old are sufficient for substantially
relaxing the reliability requirements on individual components. The main
message in this paper is that the task of designing a robust routing scheme can
be decoupled into (i) designing a routing scheme that meets the specification
in a fault-free environment, (ii) ensuring that nodes correspond to
fault-containment regions, i.e., fail (approximately) independently, and (iii)
applying our transformation to obtain a reinforced network and a robust routing
scheme that is fault-tolerant.
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%X   Designing routing schemes is a multidimensional and complex task that depends
on the objective function, the computational model (centralized vs.
distributed), and the amount of uncertainty (online vs. offline). Nevertheless,
there are quite a few well-studied general techniques, for a large variety of
network problems. In contrast, in our view, practical techniques for designing
robust routing schemes are scarce; while fault-tolerance has been studied from
a number of angles, existing approaches are concerned with dealing with faults
after the fact by rerouting, self-healing, or similar techniques. We argue that
this comes at a high burden for the designer, as in such a system any algorithm
must account for the effects of faults on communication.
  With the goal of initiating efforts towards addressing this issue, we
showcase simple and generic transformations that can be used as a blackbox to
increase resilience against (independently distributed) faults. Given a network
and a routing scheme, we determine a reinforced network and corresponding
routing scheme that faithfully preserves the specification and behavior of the
original scheme. We show that reasonably small constant overheads in terms of
size of the new network compared to the old are sufficient for substantially
relaxing the reliability requirements on individual components. The main
message in this paper is that the task of designing a robust routing scheme can
be decoupled into (i) designing a routing scheme that meets the specification
in a fault-free environment, (ii) ensuring that nodes correspond to
fault-containment regions, i.e., fail (approximately) independently, and (iii)
applying our transformation to obtain a reinforced network and a robust routing
scheme that is fault-tolerant.
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moreAbstract
Constructing a sparse \emph{spanning subgraph} is a fundamental primitive in
graph theory. In this paper, we study this problem in the Centralized Local
model, where the goal is to decide whether an edge is part of the spanning
subgraph by examining only a small part of the input; yet, answers must be
globally consistent and independent of prior queries.
  Unfortunately, maximally sparse spanning subgraphs, i.e., spanning trees,
cannot be constructed efficiently in this model. Therefore, we settle for a
spanning subgraph containing at most $(1+\varepsilon)n$ edges (where $n$ is the
number of vertices and $\varepsilon$ is a given approximation/sparsity
parameter). We achieve query complexity of
$\tilde{O}(poly(\Delta/\varepsilon)n^{2/3})$,\footnote{$\tilde{O}$-notation
hides polylogarithmic factors in $n$.} where $\Delta$ is the maximum degree of
the input graph. Our algorithm is the first to do so on arbitrary graphs.
Moreover, we achieve the additional property that our algorithm outputs a
\emph{spanner,} i.e., distances are approximately preserved. With high
probability, for each deleted edge there is a path of
$O(poly(\Delta/\varepsilon)\log^2 n)$ hops in the output that connects its
endpoints.
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%X   Constructing a sparse \emph{spanning subgraph} is a fundamental primitive in
graph theory. In this paper, we study this problem in the Centralized Local
model, where the goal is to decide whether an edge is part of the spanning
subgraph by examining only a small part of the input; yet, answers must be
globally consistent and independent of prior queries.
  Unfortunately, maximally sparse spanning subgraphs, i.e., spanning trees,
cannot be constructed efficiently in this model. Therefore, we settle for a
spanning subgraph containing at most $(1+\varepsilon)n$ edges (where $n$ is the
number of vertices and $\varepsilon$ is a given approximation/sparsity
parameter). We achieve query complexity of
$\tilde{O}(poly(\Delta/\varepsilon)n^{2/3})$,\footnote{$\tilde{O}$-notation
hides polylogarithmic factors in $n$.} where $\Delta$ is the maximum degree of
the input graph. Our algorithm is the first to do so on arbitrary graphs.
Moreover, we achieve the additional property that our algorithm outputs a
\emph{spanner,} i.e., distances are approximately preserved. With high
probability, for each deleted edge there is a path of
$O(poly(\Delta/\varepsilon)\log^2 n)$ hops in the output that connects its
endpoints.
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moreAbstract
We revisit the classic problem of dynamically maintaining shortest paths
between all pairs of nodes of a directed weighted graph. The allowed updates
are insertions and deletions of nodes and their incident edges. We give
worst-case guarantees on the time needed to process a single update (in
contrast to related results, the update time is not amortized over a sequence
of updates).
  Our main result is a simple randomized algorithm that for any parameter $c>1$
has a worst-case update time of $O(cn^{2+2/3} \log^{4/3}{n})$ and answers
distance queries correctly with probability $1-1/n^c$, against an adaptive
online adversary if the graph contains no negative cycle. The best
deterministic algorithm is by Thorup [STOC 2005] with a worst-case update time
of $\tilde O(n^{2+3/4})$ and assumes non-negative weights. This is the first
improvement for this problem for more than a decade. Conceptually, our
algorithm shows that randomization along with a more direct approach can
provide better bounds.
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moreAbstract
We initiate the study of dynamic algorithms for graph sparsification problems
and obtain fully dynamic algorithms, allowing both edge insertions and edge
deletions, that take polylogarithmic time after each update in the graph. Our
three main results are as follows. First, we give a fully dynamic algorithm for
maintaining a $ (1 \pm \epsilon) $-spectral sparsifier with amortized update
time $poly(\log{n}, \epsilon^{-1})$. Second, we give a fully dynamic algorithm
for maintaining a $ (1 \pm \epsilon) $-cut sparsifier with \emph{worst-case}
update time $poly(\log{n}, \epsilon^{-1})$. Both sparsifiers have size $ n
\cdot poly(\log{n}, \epsilon^{-1})$. Third, we apply our dynamic sparsifier
algorithm to obtain a fully dynamic algorithm for maintaining a $(1 +
\epsilon)$-approximation to the value of the maximum flow in an unweighted,
undirected, bipartite graph with amortized update time $poly(\log{n},
\epsilon^{-1})$.
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moreAbstract
We initiate the study of dynamic algorithms for graph sparsification problems
and obtain fully dynamic algorithms, allowing both edge insertions and edge
deletions, that take polylogarithmic time after each update in the graph. Our
three main results are as follows. First, we give a fully dynamic algorithm for
maintaining a $ (1 \pm \epsilon) $-spectral sparsifier with amortized update
time $poly(\log{n}, \epsilon^{-1})$. Second, we give a fully dynamic algorithm
for maintaining a $ (1 \pm \epsilon) $-cut sparsifier with \emph{worst-case}
update time $poly(\log{n}, \epsilon^{-1})$. Both sparsifiers have size $ n
\cdot poly(\log{n}, \epsilon^{-1})$. Third, we apply our dynamic sparsifier
algorithm to obtain a fully dynamic algorithm for maintaining a $(1 +
\epsilon)$-approximation to the value of the maximum flow in an unweighted,
undirected, bipartite graph with amortized update time $poly(\log{n},
\epsilon^{-1})$.
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algorithm to obtain a fully dynamic algorithm for maintaining a $(1 +
\epsilon)$-approximation to the value of the maximum flow in an unweighted,
undirected, bipartite graph with amortized update time $poly(\log{n},
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moreAbstract
This paper provides a suite of optimization techniques for
the verification of safety properties of linear hybrid
automata with large discrete state spaces, such as
naturally arising when incorporating health state
monitoring and degradation levels into the controller
design. Such models can -- in contrast to purely functional
controller models -- not analyzed with hybrid verification
engines relying on explicit representations of modes, but
require fully symbolic representations for both the
continuous and discrete part of the state space. The
optimization techniques shown yield consistently a speedup
of about 20 against previously published results for a
similar benchmark suite, and complement these with new
results on counterexample guided abstraction refinement. In
combination with the methods guaranteeing preciseness of
abstractions, this allows to significantly extend the class
of models for which safety can be established, covering in
particular models with 23 continuous variables and 2 to the
71 discrete states, 20 continuous variables and 2 to the
199 discrete states, and 9 continuous variables and 2 to
the 271 discrete states.
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moreAbstract
Given a graph $G=(V,E)$ whose vertices have been properly coloured, we say
that a path in $G$ is "colourful" if no two vertices in the path have the same
colour. It is a corollary of the Gallai-Roy Theorem that every properly
coloured graph contains a colourful path on $\chi(G)$ vertices. It is
interesting to think of what analogous result one could obtain if one considers
induced colourful paths instead of just colourful paths. We explore a
conjecture that states that every properly coloured triangle-free graph $G$
contains an induced colourful path on $\chi(G)$ vertices. As proving this
conjecture in its fullest generality seems to be difficult, we study a special
case of the conjecture. We show that the conjecture is true when the girth of
$G$ is equal to $\chi(G)$. Even this special case of the conjecture does not
seem to have an easy proof: our method involves a detailed analysis of a
special kind of greedy colouring algorithm. This result settles the conjecture
for every properly coloured triangle-free graph $G$ with girth at least
$\chi(G)$.
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ABSTRACT = {Given a graph $G=(V,E)$ whose vertices have been properly coloured, we say that a path in $G$ is "colourful" if no two vertices in the path have the same colour. It is a corollary of the Gallai-Roy Theorem that every properly coloured graph contains a colourful path on $\chi(G)$ vertices. It is interesting to think of what analogous result one could obtain if one considers induced colourful paths instead of just colourful paths. We explore a conjecture that states that every properly coloured triangle-free graph $G$ contains an induced colourful path on $\chi(G)$ vertices. As proving this conjecture in its fullest generality seems to be difficult, we study a special case of the conjecture. We show that the conjecture is true when the girth of $G$ is equal to $\chi(G)$. Even this special case of the conjecture does not seem to have an easy proof: our method involves a detailed analysis of a special kind of greedy colouring algorithm. This result settles the conjecture for every properly coloured triangle-free graph $G$ with girth at least $\chi(G)$.},
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coloured graph contains a colourful path on $\chi(G)$ vertices. It is
interesting to think of what analogous result one could obtain if one considers
induced colourful paths instead of just colourful paths. We explore a
conjecture that states that every properly coloured triangle-free graph $G$
contains an induced colourful path on $\chi(G)$ vertices. As proving this
conjecture in its fullest generality seems to be difficult, we study a special
case of the conjecture. We show that the conjecture is true when the girth of
$G$ is equal to $\chi(G)$. Even this special case of the conjecture does not
seem to have an easy proof: our method involves a detailed analysis of a
special kind of greedy colouring algorithm. This result settles the conjecture
for every properly coloured triangle-free graph $G$ with girth at least
$\chi(G)$.
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moreAbstract
We present a method for solving the transshipment problem - also known as
uncapacitated minimum cost flow - up to a multiplicative error of $1 +
\epsilon$ in undirected graphs with polynomially bounded integer edge weights
using a tailored gradient descent algorithm. An important special case of the
transshipment problem is the single-source shortest paths (SSSP) problem. Our
gradient descent algorithm takes $O(\epsilon^{-3} \mathrm{polylog} n)$
iterations and in each iteration it needs to solve a variant of the
transshipment problem up to a multiplicative error of $\mathrm{polylog} n$. In
particular, this allows us to perform a single iteration by computing a
solution on a sparse spanner of logarithmic stretch. As a consequence, we
improve prior work by obtaining the following results: (1) RAM model:
$(1+\epsilon)$-approximate transshipment in $\tilde{O}(\epsilon^{-3}(m + n^{1 +
o(1)}))$ computational steps (leveraging a recent $O(m^{1+o(1)})$-step
$O(1)$-approximation due to Sherman [2016]). (2) Multipass Streaming model: $(1
+ \epsilon)$-approximate transshipment and SSSP using $\tilde{O}(n) $ space and
$\tilde{O}(\epsilon^{-O(1)})$ passes. (3) Broadcast Congested Clique model: $(1
+ \epsilon)$-approximate transshipment and SSSP using
$\tilde{O}(\epsilon^{-O(1)})$ rounds. (4) Broadcast Congest model: $(1 +
\epsilon)$-approximate SSSP using $\tilde{O}(\epsilon^{-O(1)}(\sqrt{n} + D))$
rounds, where $ D $ is the (hop) diameter of the network. The previous fastest
algorithms for the last three models above leverage sparse hop sets. We bypass
the hop set computation; using a spanner is sufficient in our method. The above
bounds assume non-negative integer edge weights that are polynomially bounded
in $n$; for general non-negative weights, running times scale with the
logarithm of the maximum ratio between non-zero weights.
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transshipment problem is the single-source shortest paths (SSSP) problem. Our
gradient descent algorithm takes $O(\epsilon^{-3} \mathrm{polylog} n)$
iterations and in each iteration it needs to solve a variant of the
transshipment problem up to a multiplicative error of $\mathrm{polylog} n$. In
particular, this allows us to perform a single iteration by computing a
solution on a sparse spanner of logarithmic stretch. As a consequence, we
improve prior work by obtaining the following results: (1) RAM model:
$(1+\epsilon)$-approximate transshipment in $\tilde{O}(\epsilon^{-3}(m + n^{1 +
o(1)}))$ computational steps (leveraging a recent $O(m^{1+o(1)})$-step
$O(1)$-approximation due to Sherman [2016]). (2) Multipass Streaming model: $(1
+ \epsilon)$-approximate transshipment and SSSP using $\tilde{O}(n) $ space and
$\tilde{O}(\epsilon^{-O(1)})$ passes. (3) Broadcast Congested Clique model: $(1
+ \epsilon)$-approximate transshipment and SSSP using
$\tilde{O}(\epsilon^{-O(1)})$ rounds. (4) Broadcast Congest model: $(1 +
\epsilon)$-approximate SSSP using $\tilde{O}(\epsilon^{-O(1)}(\sqrt{n} + D))$
rounds, where $ D $ is the (hop) diameter of the network. The previous fastest
algorithms for the last three models above leverage sparse hop sets. We bypass
the hop set computation; using a spanner is sufficient in our method. The above
bounds assume non-negative integer edge weights that are polynomially bounded
in $n$; for general non-negative weights, running times scale with the
logarithm of the maximum ratio between non-zero weights.
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moreAbstract
We describe a subdivision algorithm for isolating the complex roots of a
polynomial $F\in\mathbb{C}[x]$. Our model assumes that each coefficient of $F$
has an oracle to return an approximation to any absolute error bound. Given any
box $\mathcal{B}$ in the complex plane containing only simple roots of $F$, our
algorithm returns disjoint isolating disks for the roots in $\mathcal{B}$.
  Our complexity analysis bounds the absolute error to which the coefficients
of $F$ have to be provided, the total number of iterations, and the overall bit
complexity. This analysis shows that the complexity of our algorithm is
controlled by the geometry of the roots in a near neighborhood of the input box
$\mathcal{B}$, namely, the number of roots and their pairwise distances. The
number of subdivision steps is near-optimal. For the \emph{benchmark problem},
namely, to isolate all the roots of an integer polynomial of degree $n$ with
coefficients of bitsize less than $\tau$, our algorithm needs
$\tilde{O}(n^3+n^2\tau)$ bit operations, which is comparable to the record
bound of Pan (2002). It is the first time that such a bound has been achieved
using subdivision methods, and independent of divide-and-conquer techniques
such as Sch\"onhage's splitting circle technique.
  Our algorithm uses the quadtree construction of Weyl (1924) with two key
ingredients: using Pellet's Theorem (1881) combined with Graeffe iteration, we
derive a soft test to count the number of roots in a disk. Using Newton
iteration combined with bisection, in a form inspired by the quadratic interval
method from Abbot (2006), we achieve quadratic convergence towards root
clusters. Relative to the divide-conquer algorithms, our algorithm is simple
with the potential of being practical. This paper is self-contained: we provide
pseudo-code for all subroutines used by our algorithm.
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box $\mathcal{B}$ in the complex plane containing only simple roots of $F$, our
algorithm returns disjoint isolating disks for the roots in $\mathcal{B}$.
  Our complexity analysis bounds the absolute error to which the coefficients
of $F$ have to be provided, the total number of iterations, and the overall bit
complexity. This analysis shows that the complexity of our algorithm is
controlled by the geometry of the roots in a near neighborhood of the input box
$\mathcal{B}$, namely, the number of roots and their pairwise distances. The
number of subdivision steps is near-optimal. For the \emph{benchmark problem},
namely, to isolate all the roots of an integer polynomial of degree $n$ with
coefficients of bitsize less than $\tau$, our algorithm needs
$\tilde{O}(n^3+n^2\tau)$ bit operations, which is comparable to the record
bound of Pan (2002). It is the first time that such a bound has been achieved
using subdivision methods, and independent of divide-and-conquer techniques
such as Sch\"onhage's splitting circle technique.
  Our algorithm uses the quadtree construction of Weyl (1924) with two key
ingredients: using Pellet's Theorem (1881) combined with Graeffe iteration, we
derive a soft test to count the number of roots in a disk. Using Newton
iteration combined with bisection, in a form inspired by the quadratic interval
method from Abbot (2006), we achieve quadratic convergence towards root
clusters. Relative to the divide-conquer algorithms, our algorithm is simple
with the potential of being practical. This paper is self-contained: we provide
pseudo-code for all subroutines used by our algorithm.
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moreAbstract
We present an interior point method for the min-cost flow problem that uses
arc contractions and deletions to steer clear from the boundary of the polytope
when path-following methods come too close. We obtain a randomized algorithm
running in expected $\tilde O( m^{3/2} )$ time that only visits integer lattice
points in the vicinity of the central path of the polytope. This enables us to
use integer arithmetic like classical combinatorial algorithms typically do. We
provide explicit bounds on the size of the numbers that appear during all
computations. By presenting an integer arithmetic interior point algorithm we
avoid the tediousness of floating point error analysis and achieve a method
that is guaranteed to be free of any numerical issues. We thereby eliminate one
of the drawbacks of numerical methods in contrast to combinatorial min-cost
flow algorithms that still yield the most efficient implementations in
practice, despite their inferior worst-case time complexity.
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provide explicit bounds on the size of the numbers that appear during all
computations. By presenting an integer arithmetic interior point algorithm we
avoid the tediousness of floating point error analysis and achieve a method
that is guaranteed to be free of any numerical issues. We thereby eliminate one
of the drawbacks of numerical methods in contrast to combinatorial min-cost
flow algorithms that still yield the most efficient implementations in
practice, despite their inferior worst-case time complexity.
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moreAbstract
We present the first analysis of Fisher markets with buyers that have
budget-additive utility functions. Budget-additive utilities are elementary
concave functions with numerous applications in online adword markets and
revenue optimization problems. They extend the standard case of linear
utilities and have been studied in a variety of other market models. In
contrast to the frequently studied CES utilities, they have a global satiation
point which can imply multiple market equilibria with quite different
characteristics. Our main result is an efficient combinatorial algorithm to
compute a market equilibrium with a Pareto-optimal allocation of goods. It
relies on a new descending-price approach and, as a special case, also implies
a novel combinatorial algorithm for computing a market equilibrium in linear
Fisher markets. We complement these positive results with a number of hardness
results for related computational questions. We prove that it is NP-hard to
compute a market equilibrium that maximizes social welfare, and it is PPAD-hard
to find any market equilibrium with utility functions with separate satiation
points for each buyer and each good.
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moreAbstract
An $\alpha$-spanner of a graph $ G $ is a subgraph $ H $ such that $ H $
preserves all distances of $ G $ within a factor of $ \alpha $. In this paper,
we give fully dynamic algorithms for maintaining a spanner $ H $ of a graph $ G
$ undergoing edge insertions and deletions with worst-case guarantees on the
running time after each update. In particular, our algorithms maintain: (1) a
$3$-spanner with $ \tilde O (n^{1+1/2}) $ edges with worst-case update time $
\tilde O (n^{3/4}) $, or (2) a $5$-spanner with $ \tilde O (n^{1+1/3}) $ edges
with worst-case update time $ \tilde O (n^{5/9}) $. These size/stretch
tradeoffs are best possible (up to logarithmic factors). They can be extended
to the weighted setting at very minor cost. Our algorithms are randomized and
correct with high probability against an oblivious adversary. We also further
extend our techniques to construct a $5$-spanner with suboptimal size/stretch
tradeoff, but improved worst-case update time.
  To the best of our knowledge, these are the first dynamic spanner algorithms
with sublinear worst-case update time guarantees. Since it is known how to
maintain a spanner using small amortized but large worst-case update time
[Baswana et al. SODA'08], obtaining algorithms with strong worst-case bounds,
as presented in this paper, seems to be the next natural step for this problem.
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moreAbstract
Given a zero-dimensional polynomial system consisting of n integer
polynomials in n variables, we propose a certified and complete method to
compute all complex solutions of the system as well as a corresponding
separating linear form l with coefficients of small bit size. For computing l,
we need to project the solutions into one dimension along O(n) distinct
directions but no further algebraic manipulations. The solutions are then
directly reconstructed from the considered projections. The first step is
deterministic, whereas the second step uses randomization, thus being
Las-Vegas.
  The theoretical analysis of our approach shows that the overall cost for the
two problems considered above is dominated by the cost of carrying out the
projections. We also give bounds on the bit complexity of our algorithms that
are exclusively stated in terms of the number of variables, the total degree
and the bitsize of the input polynomials.
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moreAbstract
We study regular expression membership testing: Given a regular expression of
size $m$ and a string of size $n$, decide whether the string is in the language
described by the regular expression. Its classic $O(nm)$ algorithm is one of
the big success stories of the 70s, which allowed pattern matching to develop
into the standard tool that it is today.
  Many special cases of pattern matching have been studied that can be solved
faster than in quadratic time. However, a systematic study of tractable cases
was made possible only recently, with the first conditional lower bounds
reported by Backurs and Indyk [FOCS'16]. Restricted to any "type" of
homogeneous regular expressions of depth 2 or 3, they either presented a
near-linear time algorithm or a quadratic conditional lower bound, with one
exception known as the Word Break problem.
  In this paper we complete their work as follows:
  1) We present two almost-linear time algorithms that generalize all known
almost-linear time algorithms for special cases of regular expression
membership testing.
  2) We classify all types, except for the Word Break problem, into
almost-linear time or quadratic time assuming the Strong Exponential Time
Hypothesis. This extends the classification from depth 2 and 3 to any constant
depth.
  3) For the Word Break problem we give an improved $\tilde{O}(n m^{1/3} + m)$
algorithm. Surprisingly, we also prove a matching conditional lower bound for
combinatorial algorithms. This establishes Word Break as the only intermediate
problem.
  In total, we prove matching upper and lower bounds for any type of
bounded-depth homogeneous regular expressions, which yields a full dichotomy
for regular expression membership testing.
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%X   We study regular expression membership testing: Given a regular expression of
size $m$ and a string of size $n$, decide whether the string is in the language
described by the regular expression. Its classic $O(nm)$ algorithm is one of
the big success stories of the 70s, which allowed pattern matching to develop
into the standard tool that it is today.
  Many special cases of pattern matching have been studied that can be solved
faster than in quadratic time. However, a systematic study of tractable cases
was made possible only recently, with the first conditional lower bounds
reported by Backurs and Indyk [FOCS'16]. Restricted to any "type" of
homogeneous regular expressions of depth 2 or 3, they either presented a
near-linear time algorithm or a quadratic conditional lower bound, with one
exception known as the Word Break problem.
  In this paper we complete their work as follows:
  1) We present two almost-linear time algorithms that generalize all known
almost-linear time algorithms for special cases of regular expression
membership testing.
  2) We classify all types, except for the Word Break problem, into
almost-linear time or quadratic time assuming the Strong Exponential Time
Hypothesis. This extends the classification from depth 2 and 3 to any constant
depth.
  3) For the Word Break problem we give an improved $\tilde{O}(n m^{1/3} + m)$
algorithm. Surprisingly, we also prove a matching conditional lower bound for
combinatorial algorithms. This establishes Word Break as the only intermediate
problem.
  In total, we prove matching upper and lower bounds for any type of
bounded-depth homogeneous regular expressions, which yields a full dichotomy
for regular expression membership testing.
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moreAbstract
Real-world networks, like social networks or the internet infrastructure,
have structural properties such as their large clustering coefficient that can
best be described in terms of an underlying geometry. This is why the focus of
the literature on theoretical models for real-world networks shifted from
classic models without geometry, such as Chung-Lu random graphs, to modern
geometry-based models, such as hyperbolic random graphs.
  With this paper we contribute to the theoretical analysis of these modern,
more realistic random graph models. However, we do not directly study
hyperbolic random graphs, but replace them by a more general model that we call
\emph{geometric inhomogeneous random graphs} (GIRGs). Since we ignore constant
factors in the edge probabilities, our model is technically simpler
(specifically, we avoid hyperbolic cosines), while preserving the qualitative
behaviour of hyperbolic random graphs, and we suggest to replace hyperbolic
random graphs by our new model in future theoretical studies.
  We prove the following fundamental structural and algorithmic results on
GIRGs. (1) We provide a sampling algorithm that generates a random graph from
our model in expected linear time, improving the best-known sampling algorithm
for hyperbolic random graphs by a factor $O(\sqrt{n})$, (2) we establish that
GIRGs have a constant clustering coefficient, (3) we show that GIRGs have small
separators, i.e., it suffices to delete a sublinear number of edges to break
the giant component into two large pieces, and (4) we show how to compress
GIRGs using an expected linear number of bits.
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%X   Real-world networks, like social networks or the internet infrastructure,
have structural properties such as their large clustering coefficient that can
best be described in terms of an underlying geometry. This is why the focus of
the literature on theoretical models for real-world networks shifted from
classic models without geometry, such as Chung-Lu random graphs, to modern
geometry-based models, such as hyperbolic random graphs.
  With this paper we contribute to the theoretical analysis of these modern,
more realistic random graph models. However, we do not directly study
hyperbolic random graphs, but replace them by a more general model that we call
\emph{geometric inhomogeneous random graphs} (GIRGs). Since we ignore constant
factors in the edge probabilities, our model is technically simpler
(specifically, we avoid hyperbolic cosines), while preserving the qualitative
behaviour of hyperbolic random graphs, and we suggest to replace hyperbolic
random graphs by our new model in future theoretical studies.
  We prove the following fundamental structural and algorithmic results on
GIRGs. (1) We provide a sampling algorithm that generates a random graph from
our model in expected linear time, improving the best-known sampling algorithm
for hyperbolic random graphs by a factor $O(\sqrt{n})$, (2) we establish that
GIRGs have a constant clustering coefficient, (3) we show that GIRGs have small
separators, i.e., it suffices to delete a sublinear number of edges to break
the giant component into two large pieces, and (4) we show how to compress
GIRGs using an expected linear number of bits.
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moreAbstract
The algorithmic small-world phenomenon, empirically established by Milgram's
letter forwarding experiments from the 60s, was theoretically explained by
Kleinberg in 2000. However, from today's perspective his model has several
severe shortcomings that limit the applicability to real-world networks. In
order to give a more convincing explanation of the algorithmic small-world
phenomenon, we study greedy routing in a more realistic random graph model
(geometric inhomogeneous random graphs), which overcomes the previous
shortcomings. Apart from exhibiting good properties in theory, it has also been
extensively experimentally validated that this model reasonably captures
real-world networks.
  In this model, we show that greedy routing succeeds with constant
probability, and in case of success almost surely finds a path that is an
almost shortest path. Our results are robust to changes in the model parameters
and the routing objective. Moreover, since constant success probability is too
low for technical applications, we study natural local patching methods
augmenting greedy routing by backtracking and we show that such methods can
ensure success probability 1 in a number of steps that is close to the shortest
path length.
  These results also address the question of Krioukov et al. whether there are
efficient local routing protocols for the internet graph. There were promising
experimental studies, but the question remained unsolved theoretically. Our
results give for the first time a rigorous and analytical answer, assuming our
random graph model.
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%X   The algorithmic small-world phenomenon, empirically established by Milgram's
letter forwarding experiments from the 60s, was theoretically explained by
Kleinberg in 2000. However, from today's perspective his model has several
severe shortcomings that limit the applicability to real-world networks. In
order to give a more convincing explanation of the algorithmic small-world
phenomenon, we study greedy routing in a more realistic random graph model
(geometric inhomogeneous random graphs), which overcomes the previous
shortcomings. Apart from exhibiting good properties in theory, it has also been
extensively experimentally validated that this model reasonably captures
real-world networks.
  In this model, we show that greedy routing succeeds with constant
probability, and in case of success almost surely finds a path that is an
almost shortest path. Our results are robust to changes in the model parameters
and the routing objective. Moreover, since constant success probability is too
low for technical applications, we study natural local patching methods
augmenting greedy routing by backtracking and we show that such methods can
ensure success probability 1 in a number of steps that is close to the shortest
path length.
  These results also address the question of Krioukov et al. whether there are
efficient local routing protocols for the internet graph. There were promising
experimental studies, but the question remained unsolved theoretically. Our
results give for the first time a rigorous and analytical answer, assuming our
random graph model.
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moreAbstract
In Chung-Lu random graphs, a classic model for real-world networks, each
vertex is equipped with a weight drawn from a power-law distribution (for which
we fix an exponent $2 < \beta < 3$), and two vertices form an edge
independently with probability proportional to the product of their weights.
Modern, more realistic variants of this model also equip each vertex with a
random position in a specific underlying geometry, which is typically
Euclidean, such as the unit square, circle, or torus. The edge probability of
two vertices then depends, say, inversely polynomial on their distance.
  We show that specific choices, such as the underlying geometry being
Euclidean or the dependence on the distance being inversely polynomial, do not
significantly influence the average distance, by studying a generic augmented
version of Chung-Lu random graphs. Specifically, we analyze a model where the
edge probability of two vertices can depend arbitrarily on their positions, as
long as the marginal probability of forming an edge (for two vertices with
fixed weights, one fixed position, and one random position) is as in Chung-Lu
random graphs, i.e., proportional to the product of their weights. The
resulting class contains Chung-Lu random graphs, hyperbolic random graphs, and
geometric inhomogeneous random graphs as special cases. Our main result is that
this general model has the same average distance as Chung-Lu random graphs, up
to a factor $1+o(1)$. The proof also yields that our model has a giant
component and polylogarithmic diameter with high probability.
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%X   In Chung-Lu random graphs, a classic model for real-world networks, each
vertex is equipped with a weight drawn from a power-law distribution (for which
we fix an exponent $2 < \beta < 3$), and two vertices form an edge
independently with probability proportional to the product of their weights.
Modern, more realistic variants of this model also equip each vertex with a
random position in a specific underlying geometry, which is typically
Euclidean, such as the unit square, circle, or torus. The edge probability of
two vertices then depends, say, inversely polynomial on their distance.
  We show that specific choices, such as the underlying geometry being
Euclidean or the dependence on the distance being inversely polynomial, do not
significantly influence the average distance, by studying a generic augmented
version of Chung-Lu random graphs. Specifically, we analyze a model where the
edge probability of two vertices can depend arbitrarily on their positions, as
long as the marginal probability of forming an edge (for two vertices with
fixed weights, one fixed position, and one random position) is as in Chung-Lu
random graphs, i.e., proportional to the product of their weights. The
resulting class contains Chung-Lu random graphs, hyperbolic random graphs, and
geometric inhomogeneous random graphs as special cases. Our main result is that
this general model has the same average distance as Chung-Lu random graphs, up
to a factor $1+o(1)$. The proof also yields that our model has a giant
component and polylogarithmic diameter with high probability.
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moreAbstract
Binary search trees (BSTs) with rotations can adapt to various kinds of
structure in search sequences, achieving amortized access times substantially
better than the Theta(log n) worst-case guarantee. Classical examples of
structural properties include static optimality, sequential access, working
set, key-independent optimality, and dynamic finger, all of which are now known
to be achieved by the two famous online BST algorithms (Splay and Greedy).
(...)
  In this paper, we introduce novel properties that explain the efficiency of
sequences not captured by any of the previously known properties, and which
provide new barriers to the dynamic optimality conjecture. We also establish
connections between various properties, old and new. For instance, we show the
following.
  (i) A tight bound of O(n log d) on the cost of Greedy for d-decomposable
sequences. The result builds on the recent lazy finger result of Iacono and
Langerman (SODA 2016). On the other hand, we show that lazy finger alone cannot
explain the efficiency of pattern avoiding sequences even in some of the
simplest cases. (ii) A hierarchy of bounds using multiple lazy fingers,
addressing a recent question of Iacono and Langerman. (iii) The optimality of
the Move-to-root heuristic in the key-independent setting introduced by Iacono
(Algorithmica 2005). (iv) A new tool that allows combining any finite number of
sound structural properties. As an application, we show an upper bound on the
cost of a class of sequences that all known properties fail to capture. (v) The
equivalence between two families of BST properties. The observation on which
this connection is based was known before - we make it explicit, and apply it
to classical BST properties. (...)
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moreAbstract
This paper concerns asynchrony in iterative processes, focusing on gradient
descent and tatonnement, a fundamental price dynamic.
  Gradient descent is an important class of iterative algorithms for minimizing
convex functions. Classically, gradient descent has been a sequential and
synchronous process, although distributed and asynchronous variants have been
studied since the 1980s. Coordinate descent is a commonly studied version of
gradient descent. In this paper, we focus on asynchronous coordinate descent on
convex functions $F:\mathbb{R}^n\rightarrow\mathbb{R}$ of the form $F(x) = f(x)
+ \sum_{k=1}^n \Psi_k(x_k)$, where $f:\mathbb{R}^n\rightarrow\mathbb{R}$ is a
smooth convex function, and each $\Psi_k:\mathbb{R}\rightarrow\mathbb{R}$ is a
univariate and possibly non-smooth convex function. Such functions occur in
many data analysis and machine learning problems.
  We give new analyses of cyclic coordinate descent, a parallel asynchronous
stochastic coordinate descent, and a rather general worst-case parallel
asynchronous coordinate descent. For all of these, we either obtain sharply
improved bounds, or provide the first analyses. Our analyses all use a common
amortized framework. The application of this framework to the asynchronous
stochastic version requires some new ideas, for it is not obvious how to ensure
a uniform distribution where it is needed in the face of asynchronous actions
that may undo uniformity. We believe that our approach may well be applicable
to the analysis of other iterative asynchronous stochastic processes.
  We extend the framework to show that an asynchronous version of tatonnement,
a fundamental price dynamic widely studied in general equilibrium theory,
converges toward a market equilibrium for Fisher markets with CES utilities or
Leontief utilities, for which tatonnement is equivalent to coordinate descent.
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moreAbstract
This is the first in a series of papers on rank decompositions of the matrix
multiplication tensor. In this paper we: establish general facts about rank
decompositions of tensors, describe potential ways to search for new matrix
multiplication decompositions, give a geometric proof of the theorem of
Burichenko's theorem establishing the symmetry group of Strassen's algorithm,
and present two particularly nice subfamilies in the Strassen family of
decompositions.
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moreAbstract
Classical methods to model topological properties of point clouds, such as
the Vietoris-Rips complex, suffer from the combinatorial explosion of complex
sizes. We propose a novel technique to approximate a multi-scale filtration of
the Rips complex with improved bounds for size: precisely, for $n$ points in
$\mathbb{R}^d$, we obtain a $O(d)$-approximation with at most $n2^{O(d \log
k)}$ simplices of dimension $k$ or lower. In conjunction with dimension
reduction techniques, our approach yields a $O(\mathrm{polylog}
(n))$-approximation of size $n^{O(1)}$ for Rips filtrations on arbitrary metric
spaces. This result stems from high-dimensional lattice geometry and exploits
properties of the permutahedral lattice, a well-studied structure in discrete
geometry.
  Building on the same geometric concept, we also present a lower bound result
on the size of an approximate filtration: we construct a point set for which
every $(1+\epsilon)$-approximation of the \v{C}ech filtration has to contain
$n^{\Omega(\log\log n)}$ features, provided that $\epsilon <\frac{1}{\log^{1+c}
n}$ for $c\in(0,1)$.
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moreAbstract
The problem of market equilibrium is defined as the problem of finding prices for the goods such that the supply in the market is equal to the demand. The problem is applicable to several market models, like the linear Arrow-Debreu model, which is one of the fundamental economic market models. Over the years, various algorithms have been developed to compute the market equilibrium of the linear Arrow-Debreu model. In 2013, Duan and Mehlhorn presented the first combinatorial polynomial time algorithm
for computing the market equilibrium of this model.
In this thesis, we optimize, generalize, and implement the Duan-Mehlhorn algorithm.
We present a novel algorithm for computing balanced ows in equality networks, which
is an application of parametric ows. This algorithm outperforms the current best
algorithm for computing balanced ows; hence, it improves Duan-Mehlhorn's algorithm by almost a factor of n, which is the size of the network. Moreover, we generalize Duan-Mehlhorn's algorithm by relaxing some of its assumptions. Finally, we describe our approach for implementing Duan-Mehlhorn's algorithm. The preliminary results of our implementation - based on random utility instances - show that the running time of the implementation scales significantly better than the theoretical time complexity.
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moreAbstract
We present an improved combinatorial algorithm for the computation of equilibrium prices in the linear Arrow-Debreu model. For a market with $n$ agents and integral utilities bounded by $U$, the algorithm runs in $O(n^7 \log^3 (nU))$ time. This improves upon the previously best algorithm of Ye by a factor of $\tOmega(n)$. The algorithm refines the algorithm described by Duan and Mehlhorn and improves it by a factor of $\tOmega(n^3)$. The improvement comes from a better understanding of the iterative price adjustment process, the improved balanced flow computation for nondegenerate instances, and a novel perturbation technique for achieving nondegeneracy.
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moreAbstract
We present a general framework for proving combinatorial prophet inequalities
and constructing posted-price mechanisms. Our framework applies to stochastic
welfare optimization problems, in which buyers arrive sequentially and make
utility-maximizing purchases. Our analysis takes the form of an extension
theorem: we derive sufficient conditions for achieving welfare bounds in the
special case of deterministic valuations, then prove that these bounds extend
directly to stochastic settings. Furthermore, our welfare bounds compose in the
sense that the welfare guarantees are preserved when buyers participate in many
optimization problems simultaneously. Our sufficient conditions have a natural
economic interpretation, and our approach is closely connected to the
smoothness framework for bounding the price of anarchy of mechanisms. We show
that many smooth mechanisms can be recast as posted-price mechanisms with
comparable performance guarantees. We illustrate the power of our framework in
a range of applications, including combinatorial auctions, matroids, and sparse
packing programs, where we unify and improve many of the previously known
results.
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moreAbstract
In a combinatorial auction with item bidding, agents participate in multiple
single-item second-price auctions at once. As some items might be substitutes,
agents need to strategize in order to maximize their utilities. A number of
results indicate that high welfare can be achieved this way, giving bounds on
the welfare at equilibrium. Recently, however, criticism has been raised that
equilibria are hard to compute and therefore unlikely to be attained.
  In this paper, we take a different perspective. We study simple best-response
dynamics. That is, agents are activated one after the other and each activated
agent updates his strategy myopically to a best response against the other
agents' current strategies. Often these dynamics may take exponentially long
before they converge or they may not converge at all. However, as we show,
convergence is not even necessary for good welfare guarantees. Given that
agents' bid updates are aggressive enough but not too aggressive, the game will
remain in states of good welfare after each agent has updated his bid at least
once.
  In more detail, we show that if agents have fractionally subadditive
valuations, natural dynamics reach and remain in a state that provides a $1/3$
approximation to the optimal welfare after each agent has updated his bid at
least once. For subadditive valuations, we can guarantee a $\Omega(1/\log m)$
approximation in case of $m$ items that applies after each agent has updated
his bid at least once and at any point after that. The latter bound is
complemented by a negative result, showing that no kind of best-response
dynamics can guarantee more than a $o(\log \log m/\log m)$ fraction of the
optimal social welfare.
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moreAbstract
We consider the problem of generating random graphs in evolving random graph
models. In the standard approach, the whole graph is chosen randomly according
to the distribution of the model before answering queries to the adjacency
lists of the graph. Instead, we propose to answer queries by generating the
graphs on-the-fly while respecting the probability space of the random graph
model.
  We focus on two random graph models: the Barab{\'{a}}si-Albert Preferential
Attachment model (BA-graphs) and the random recursive tree model. We present
sublinear randomized generating algorithms for both models. Per query, the
running time, the increase in space, and the number of random bits consumed are
$\poly\log(n)$ with probability $1-1/\poly(n)$, where $n$ denotes the number of
vertices.
  This result shows that, although the BA random graph model is defined
sequentially, random access is possible without chronological evolution. In
addition to a conceptual contribution, on-the-fly generation of random graphs
can serve as a tool for simulating sublinear algorithms over large BA-graphs.
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%X   We consider the problem of generating random graphs in evolving random graph
models. In the standard approach, the whole graph is chosen randomly according
to the distribution of the model before answering queries to the adjacency
lists of the graph. Instead, we propose to answer queries by generating the
graphs on-the-fly while respecting the probability space of the random graph
model.
  We focus on two random graph models: the Barab{\'{a}}si-Albert Preferential
Attachment model (BA-graphs) and the random recursive tree model. We present
sublinear randomized generating algorithms for both models. Per query, the
running time, the increase in space, and the number of random bits consumed are
$\poly\log(n)$ with probability $1-1/\poly(n)$, where $n$ denotes the number of
vertices.
  This result shows that, although the BA random graph model is defined
sequentially, random access is possible without chronological evolution. In
addition to a conceptual contribution, on-the-fly generation of random graphs
can serve as a tool for simulating sublinear algorithms over large BA-graphs.
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moreAbstract
Communication across unsynchronized clock domains is inherently vulnerable to
metastable upsets; no digital circuit can deterministically avoid, resolve, or
detect metastability (Marino, 1981). Traditionally, a possibly metastable input
is stored in synchronizers, decreasing the odds of maintained metastability
over time. This approach costs time, and does not guarantee success.
  We propose a fundamentally different approach: It is possible to
\emph{contain} metastability by logical masking, so that it cannot infect the
entire circuit. This technique guarantees a limited degree of metastability
in---and uncertainty about---the output. We present a synchronizer-free,
fault-tolerant clock synchronization algorithm as application, synchronizing
clock domains and thus enabling metastability-free communication.
  At the heart of our approach lies a model for metastability in synchronous
clocked digital circuits. Metastability is propagated in a worst-case fashion,
allowing to derive deterministic guarantees, without and unlike synchronizers.
The proposed model permits positive results while at the same time reproducing
established impossibility results regarding avoidance, resolution, and
detection of metastability. Furthermore, we fully classify which functions can
be computed by synchronous circuits with standard registers, and show that
masking registers are computationally strictly more powerful.
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%X   Communication across unsynchronized clock domains is inherently vulnerable to
metastable upsets; no digital circuit can deterministically avoid, resolve, or
detect metastability (Marino, 1981). Traditionally, a possibly metastable input
is stored in synchronizers, decreasing the odds of maintained metastability
over time. This approach costs time, and does not guarantee success.
  We propose a fundamentally different approach: It is possible to
\emph{contain} metastability by logical masking, so that it cannot infect the
entire circuit. This technique guarantees a limited degree of metastability
in---and uncertainty about---the output. We present a synchronizer-free,
fault-tolerant clock synchronization algorithm as application, synchronizing
clock domains and thus enabling metastability-free communication.
  At the heart of our approach lies a model for metastability in synchronous
clocked digital circuits. Metastability is propagated in a worst-case fashion,
allowing to derive deterministic guarantees, without and unlike synchronizers.
The proposed model permits positive results while at the same time reproducing
established impossibility results regarding avoidance, resolution, and
detection of metastability. Furthermore, we fully classify which functions can
be computed by synchronous circuits with standard registers, and show that
masking registers are computationally strictly more powerful.
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moreAbstract
Valiant's famous determinant versus permanent problem is the flagship problem
in algebraic complexity theory. Mulmuley and Sohoni (Siam J Comput 2001, 2008)
introduced geometric complexity theory, an approach to study this and related
problems via algebraic geometry and representation theory. Their approach works
by multiplying the permanent polynomial with a high power of a linear form (a
process called padding) and then comparing the orbit closures of the
determinant and the padded permanent. This padding was recently used heavily to
show no-go results for the method of shifted partial derivatives (Efremenko,
Landsberg, Schenck, Weyman, 2016) and for geometric complexity theory
(Ikenmeyer Panova, FOCS 2016 and B\"urgisser, Ikenmeyer Panova, FOCS 2016).
Following a classical homogenization result of Nisan (STOC 1991) we replace the
determinant in geometric complexity theory with the trace of a variable matrix
power. This gives an equivalent but much cleaner homogeneous formulation of
geometric complexity theory in which the padding is removed. This radically
changes the representation theoretic questions involved to prove complexity
lower bounds. We prove that in this homogeneous formulation there are no orbit
occurrence obstructions that prove even superlinear lower bounds on the
complexity of the permanent. This is the first no-go result in geometric
complexity theory that rules out superlinear lower bounds in some model.
Interestingly---in contrast to the determinant---the trace of a variable matrix
power is not uniquely determined by its stabilizer.
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%X   Valiant's famous determinant versus permanent problem is the flagship problem
in algebraic complexity theory. Mulmuley and Sohoni (Siam J Comput 2001, 2008)
introduced geometric complexity theory, an approach to study this and related
problems via algebraic geometry and representation theory. Their approach works
by multiplying the permanent polynomial with a high power of a linear form (a
process called padding) and then comparing the orbit closures of the
determinant and the padded permanent. This padding was recently used heavily to
show no-go results for the method of shifted partial derivatives (Efremenko,
Landsberg, Schenck, Weyman, 2016) and for geometric complexity theory
(Ikenmeyer Panova, FOCS 2016 and B\"urgisser, Ikenmeyer Panova, FOCS 2016).
Following a classical homogenization result of Nisan (STOC 1991) we replace the
determinant in geometric complexity theory with the trace of a variable matrix
power. This gives an equivalent but much cleaner homogeneous formulation of
geometric complexity theory in which the padding is removed. This radically
changes the representation theoretic questions involved to prove complexity
lower bounds. We prove that in this homogeneous formulation there are no orbit
occurrence obstructions that prove even superlinear lower bounds on the
complexity of the permanent. This is the first no-go result in geometric
complexity theory that rules out superlinear lower bounds in some model.
Interestingly---in contrast to the determinant---the trace of a variable matrix
power is not uniquely determined by its stabilizer.
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moreAbstract
Packing a given sequence of items into as few bins as possible in an online
fashion is a widely studied problem. We improve lower bounds for packing
hypercubes into bins in two or more dimensions, once for general algorithms (in
two dimensions) and once for an important subclass, so-called Harmonic-type
algorithms (in two or more dimensions). Lastly, we show that two adaptions of
the ideas from the best known one-dimensional packing algorithm to square
packing also do not help to break the barrier of 2.
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moreAbstract
We show that the two main reduction notions in arithmetic circuit complexity,
p-projections and c-reductions, differ in power. We do so by showing
unconditionally that there are polynomials that are VNP-complete under
c-reductions but not under p-projections. We also show that the question of
which polynomials are VNP-complete under which type of reductions depends on
the underlying field.
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moreAbstract
We answer a question in [Landsberg, Ressayre, 2015], showing the regular
determinantal complexity of the determinant det_m is O(m^3). We answer
questions in, and generalize results of [Aravind, Joglekar, 2015], showing
there is no rank one determinantal expression for perm_m or det_m when m >= 3.
Finally we state and prove several "folklore" results relating different models
of computation.
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moreAbstract
Exploiting geometric structure to improve the asymptotic complexity of
discrete assignment problems is a well-studied subject. In contrast, the
practical advantages of using geometry for such problems have not been
explored. We implement geometric variants of the Hopcroft--Karp algorithm for
bottleneck matching (based on previous work by Efrat el al.) and of the auction
algorithm by Bertsekas for Wasserstein distance computation. Both
implementations use k-d trees to replace a linear scan with a geometric
proximity query. Our interest in this problem stems from the desire to compute
distances between persistence diagrams, a problem that comes up frequently in
topological data analysis. We show that our geometric matching algorithms lead
to a substantial performance gain, both in running time and in memory
consumption, over their purely combinatorial counterparts. Moreover, our
implementation significantly outperforms the only other implementation
available for comparing persistence diagrams.
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available for comparing persistence diagrams.
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moreAbstract
The \emph{Temp Secretary Problem} was recently introduced by Fiat et al. It
is a generalization of the Secretary Problem, in which commitments are
temporary for a fixed duration. We present a simple online algorithm with
improved performance guarantees for cases already considered by Fiat et al.\
and give competitive ratios for new generalizations of the problem. In the
classical setting, where candidates have identical contract durations $\gamma
\ll 1$ and we are allowed to hire up to $B$ candidates simultaneously, our
algorithm is $(\frac{1}{2} - O(\sqrt{\gamma}))$-competitive. For large $B$, the
bound improves to $1 - O\left(\frac{1}{\sqrt{B}}\right) - O(\sqrt{\gamma})$.
  Furthermore we generalize the problem from cardinality constraints towards
general packing constraints. We achieve a competitive ratio of $1 -
O\left(\sqrt{\frac{(1+\log d + \log B)}{B}}\right) -O(\sqrt{\gamma})$, where
$d$ is the sparsity of the constraint matrix and $B$ is generalized to the
capacity ratio of linear constraints. Additionally we extend the problem
towards arbitrary hiring durations.
  Our algorithmic approach is a relaxation that aggregates all temporal
constraints into a non-temporal constraint. Then we apply a linear scaling
algorithm that, on every arrival, computes a tentative solution on the input
that is known up to this point. This tentative solution uses the non-temporal,
relaxed constraints scaled down linearly by the amount of time that has already
passed.
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%X   The \emph{Temp Secretary Problem} was recently introduced by Fiat et al. It
is a generalization of the Secretary Problem, in which commitments are
temporary for a fixed duration. We present a simple online algorithm with
improved performance guarantees for cases already considered by Fiat et al.\
and give competitive ratios for new generalizations of the problem. In the
classical setting, where candidates have identical contract durations $\gamma
\ll 1$ and we are allowed to hire up to $B$ candidates simultaneously, our
algorithm is $(\frac{1}{2} - O(\sqrt{\gamma}))$-competitive. For large $B$, the
bound improves to $1 - O\left(\frac{1}{\sqrt{B}}\right) - O(\sqrt{\gamma})$.
  Furthermore we generalize the problem from cardinality constraints towards
general packing constraints. We achieve a competitive ratio of $1 -
O\left(\sqrt{\frac{(1+\log d + \log B)}{B}}\right) -O(\sqrt{\gamma})$, where
$d$ is the sparsity of the constraint matrix and $B$ is generalized to the
capacity ratio of linear constraints. Additionally we extend the problem
towards arbitrary hiring durations.
  Our algorithmic approach is a relaxation that aggregates all temporal
constraints into a non-temporal constraint. Then we apply a linear scaling
algorithm that, on every arrival, computes a tentative solution on the input
that is known up to this point. This tentative solution uses the non-temporal,
relaxed constraints scaled down linearly by the amount of time that has already
passed.
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moreAbstract
We study various generalizations of the secretary problem with submodular
objective functions. Generally, a set of requests is revealed step-by-step to
an algorithm in random order. For each request, one option has to be selected
so as to maximize a monotone submodular function while ensuring feasibility.
For our results, we assume that we are given an offline algorithm computing an
$\alpha$-approximation for the respective problem. This way, we separate
computational limitations from the ones due to the online nature. When only
focusing on the online aspect, we can assume $\alpha = 1$.
  In the submodular secretary problem, feasibility constraints are cardinality
constraints. That is, out of a randomly ordered stream of entities, one has to
select a subset size $k$. For this problem, we present a
$0.31\alpha$-competitive algorithm for all $k$, which asymptotically reaches
competitive ratio $\frac{\alpha}{e}$ for large $k$. In submodular secretary
matching, one side of a bipartite graph is revealed online. Upon arrival, each
node has to be matched permanently to an offline node or discarded irrevocably.
We give an $\frac{\alpha}{4}$-competitive algorithm. In both cases, we improve
over previously best known competitive ratios, using a generalization of the
algorithm for the classic secretary problem.
  Furthermore, we give an $O(\alpha d^{-\frac{2}{B-1}})$-competitive algorithm
for submodular function maximization subject to linear packing constraints.
Here, $d$ is the column sparsity, that is the maximal number of none-zero
entries in a column of the constraint matrix, and $B$ is the minimal capacity
of the constraints. Notably, this bound is independent of the total number of
constraints. We improve the algorithm to be $O(\alpha
d^{-\frac{1}{B-1}})$-competitive if both $d$ and $B$ are known to the algorithm
beforehand.


BibTeX
@online{DBLP:journals/corr/KesselheimT16a,
TITLE = {Submodular Secretary Problems: {C}ardinality, Matching, and Linear Constraints},
AUTHOR = {Kesselheim, Thomas and T{\"o}nnis, Andreas},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1607.08805},
EPRINT = {1607.08805},
EPRINTTYPE = {arXiv},
YEAR = {2016},
ABSTRACT = {We study various generalizations of the secretary problem with submodular objective functions. Generally, a set of requests is revealed step-by-step to an algorithm in random order. For each request, one option has to be selected so as to maximize a monotone submodular function while ensuring feasibility. For our results, we assume that we are given an offline algorithm computing an $\alpha$-approximation for the respective problem. This way, we separate computational limitations from the ones due to the online nature. When only focusing on the online aspect, we can assume $\alpha = 1$. In the submodular secretary problem, feasibility constraints are cardinality constraints. That is, out of a randomly ordered stream of entities, one has to select a subset size $k$. For this problem, we present a $0.31\alpha$-competitive algorithm for all $k$, which asymptotically reaches competitive ratio $\frac{\alpha}{e}$ for large $k$. In submodular secretary matching, one side of a bipartite graph is revealed online. Upon arrival, each node has to be matched permanently to an offline node or discarded irrevocably. We give an $\frac{\alpha}{4}$-competitive algorithm. In both cases, we improve over previously best known competitive ratios, using a generalization of the algorithm for the classic secretary problem. Furthermore, we give an $O(\alpha d^{-\frac{2}{B-1}})$-competitive algorithm for submodular function maximization subject to linear packing constraints. Here, $d$ is the column sparsity, that is the maximal number of none-zero entries in a column of the constraint matrix, and $B$ is the minimal capacity of the constraints. Notably, this bound is independent of the total number of constraints. We improve the algorithm to be $O(\alpha d^{-\frac{1}{B-1}})$-competitive if both $d$ and $B$ are known to the algorithm beforehand.},
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objective functions. Generally, a set of requests is revealed step-by-step to
an algorithm in random order. For each request, one option has to be selected
so as to maximize a monotone submodular function while ensuring feasibility.
For our results, we assume that we are given an offline algorithm computing an
$\alpha$-approximation for the respective problem. This way, we separate
computational limitations from the ones due to the online nature. When only
focusing on the online aspect, we can assume $\alpha = 1$.
  In the submodular secretary problem, feasibility constraints are cardinality
constraints. That is, out of a randomly ordered stream of entities, one has to
select a subset size $k$. For this problem, we present a
$0.31\alpha$-competitive algorithm for all $k$, which asymptotically reaches
competitive ratio $\frac{\alpha}{e}$ for large $k$. In submodular secretary
matching, one side of a bipartite graph is revealed online. Upon arrival, each
node has to be matched permanently to an offline node or discarded irrevocably.
We give an $\frac{\alpha}{4}$-competitive algorithm. In both cases, we improve
over previously best known competitive ratios, using a generalization of the
algorithm for the classic secretary problem.
  Furthermore, we give an $O(\alpha d^{-\frac{2}{B-1}})$-competitive algorithm
for submodular function maximization subject to linear packing constraints.
Here, $d$ is the column sparsity, that is the maximal number of none-zero
entries in a column of the constraint matrix, and $B$ is the minimal capacity
of the constraints. Notably, this bound is independent of the total number of
constraints. We improve the algorithm to be $O(\alpha
d^{-\frac{1}{B-1}})$-competitive if both $d$ and $B$ are known to the algorithm
beforehand.
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moreAbstract
We revisit the approach to Byzantine fault-tolerant clock synchronization
based on approximate agreement introduced by Lynch and Welch. Our contribution
is threefold:
  (1) We provide a slightly refined variant of the algorithm yielding improved
bounds on the skew that can be achieved and the sustainable frequency offsets.
  (2) We show how to extend the technique to also synchronize clock rates. This
permits less frequent communication without significant loss of precision,
provided that clock rates change sufficiently slowly.
  (3) We present a coupling scheme that allows to make these algorithms
self-stabilizing while preserving their high precision. The scheme utilizes a
low-precision, but self-stabilizing algorithm for the purpose of recovery.
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is threefold:
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bounds on the skew that can be achieved and the sustainable frequency offsets.
  (2) We show how to extend the technique to also synchronize clock rates. This
permits less frequent communication without significant loss of precision,
provided that clock rates change sufficiently slowly.
  (3) We present a coupling scheme that allows to make these algorithms
self-stabilizing while preserving their high precision. The scheme utilizes a
low-precision, but self-stabilizing algorithm for the purpose of recovery.
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moreAbstract
Very recent work introduces an asymptotically fast subdivision algorithm,
denoted ANewDsc, for isolating the real roots of a univariate real polynomial.
The method combines Descartes' Rule of Signs to test intervals for the
existence of roots, Newton iteration to speed up convergence against clusters
of roots, and approximate computation to decrease the required precision. It
achieves record bounds on the worst-case complexity for the considered problem,
matching the complexity of Pan's method for computing all complex roots and
improving upon the complexity of other subdivision methods by several
magnitudes.
  In the article at hand, we report on an implementation of ANewDsc on top of
the RS root isolator. RS is a highly efficient realization of the classical
Descartes method and currently serves as the default real root solver in Maple.
We describe crucial design changes within ANewDsc and RS that led to a
high-performance implementation without harming the theoretical complexity of
the underlying algorithm.
  With an excerpt of our extensive collection of benchmarks, available online
at anewdsc.mpi-inf.mpg.de, we illustrate that the theoretical gain in
performance of ANewDsc over other subdivision methods also transfers into
practice. These experiments also show that our new implementation outperforms
both RS and mature competitors by magnitudes for notoriously hard instances
with clustered roots. For all other instances, we avoid almost any overhead by
integrating additional optimizations and heuristics.
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%X   Very recent work introduces an asymptotically fast subdivision algorithm,
denoted ANewDsc, for isolating the real roots of a univariate real polynomial.
The method combines Descartes' Rule of Signs to test intervals for the
existence of roots, Newton iteration to speed up convergence against clusters
of roots, and approximate computation to decrease the required precision. It
achieves record bounds on the worst-case complexity for the considered problem,
matching the complexity of Pan's method for computing all complex roots and
improving upon the complexity of other subdivision methods by several
magnitudes.
  In the article at hand, we report on an implementation of ANewDsc on top of
the RS root isolator. RS is a highly efficient realization of the classical
Descartes method and currently serves as the default real root solver in Maple.
We describe crucial design changes within ANewDsc and RS that led to a
high-performance implementation without harming the theoretical complexity of
the underlying algorithm.
  With an excerpt of our extensive collection of benchmarks, available online
at http://anewdsc.mpi-inf.mpg.de/, we illustrate that the theoretical gain in
performance of ANewDsc over other subdivision methods also transfers into
practice. These experiments also show that our new implementation outperforms
both RS and mature competitors by magnitudes for notoriously hard instances
with clustered roots. For all other instances, we avoid almost any overhead by
integrating additional optimizations and heuristics.
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moreAbstract
Consider a fully-connected synchronous distributed system consisting of $n$
nodes, where up to $f$ nodes may be faulty and every node starts in an
arbitrary initial state. In the synchronous counting problem, all nodes need to
eventually agree on a counter that is increased by one modulo some $C$ in each
round. In the self-stabilising firing squad problem, the task is to eventually
guarantee that all non-faulty nodes have simultaneous responses to external
inputs: if a subset of the correct nodes receive an external "go" signal as
input, then all correct nodes should agree on a round (in the not-too-distant
future) in which to jointly output a "fire" signal. Moreover, no node should
generate a "fire" signal without some correct node having previously received a
"go" signal as input.
  We present a framework reducing both tasks to binary consensus at very small
cost: we maintain the resilience of the underlying consensus routine, while the
stabilisation time and message size are, up to constant factors, bounded by the
sum of the cost of the consensus routine for $f$ faults and recursively
applying our scheme to $f'<f/2$ faults. For example, we obtain a deterministic
algorithm for self-stabilising Byzantine firing squads with optimal resilience
$f<n/3$, asymptotically optimal stabilisation and response time $O(f)$, and
message size $O(\log f)$.
  As our framework does not restrict the type of consensus routines used, we
also obtain efficient randomised solutions, and it is straightforward to adapt
our framework to allow for $f<n/2$ omission or $f<n$ crash faults,
respectively. Our results resolve various open questions on the two problems,
most prominently whether (communication-efficient) self-stabilising Byzantine
firing squads or (randomised) sublinear-time solutions for either problem
exist.
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moreAbstract
We propose the CLEX supercomputer topology and routing scheme. We prove that
CLEX can utilize a constant fraction of the total bandwidth for point-to-point
communication, at delays proportional to the sum of the number of intermediate
hops and the maximum physical distance between any two nodes. Moreover, %
applying an asymmetric bandwidth assignment to the links, all-to-all
communication can be realized $(1+o(1))$-optimally both with regard to
bandwidth and delays. This is achieved at node degrees of $n^{\varepsilon}$,
for an arbitrary small constant $\varepsilon\in (0,1]$. In contrast, these
results are impossible in any network featuring constant or polylogarithmic
node degrees. Through simulation, we assess the benefits of an implementation
of the proposed communication strategy. Our results indicate that, for a
million processors, CLEX can increase bandwidth utilization and reduce average
routing path length by at least factors $10$ respectively $5$ in comparison to
a torus network. Furthermore, the CLEX communication scheme features several
other properties, such as deadlock-freedom, inherent fault-tolerance, and
canonical partition into smaller subsystems.
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communication can be realized $(1+o(1))$-optimally both with regard to
bandwidth and delays. This is achieved at node degrees of $n^{\varepsilon}$,
for an arbitrary small constant $\varepsilon\in (0,1]$. In contrast, these
results are impossible in any network featuring constant or polylogarithmic
node degrees. Through simulation, we assess the benefits of an implementation
of the proposed communication strategy. Our results indicate that, for a
million processors, CLEX can increase bandwidth utilization and reduce average
routing path length by at least factors $10$ respectively $5$ in comparison to
a torus network. Furthermore, the CLEX communication scheme features several
other properties, such as deadlock-freedom, inherent fault-tolerance, and
canonical partition into smaller subsystems.
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moreAbstract
Constructing a spanning tree of a graph is one of the most basic tasks in
graph theory. We consider this problem in the setting of local algorithms: one
wants to quickly determine whether a given edge $e$ is in a specific spanning
tree, without computing the whole spanning tree, but rather by inspecting the
local neighborhood of $e$. The challenge is to maintain consistency. That is,
to answer queries about different edges according to the same spanning tree.
Since it is known that this problem cannot be solved without essentially
viewing all the graph, we consider the relaxed version of finding a spanning
subgraph with $(1+\epsilon)n$ edges (where $n$ is the number of vertices and
$\epsilon$ is a given sparsity parameter). It is known that this relaxed
problem requires inspecting $\Omega(\sqrt{n})$ edges in general graphs, which
motivates the study of natural restricted families of graphs. One such family
is the family of graphs with an excluded minor. For this family there is an
algorithm that achieves constant success probability, and inspects
$(d/\epsilon)^{poly(h)\log(1/\epsilon)}$ edges (for each edge it is queried
on), where $d$ is the maximum degree in the graph and $h$ is the size of the
excluded minor. The distances between pairs of vertices in the spanning
subgraph $G'$ are at most a factor of $poly(d, 1/\epsilon, h)$ larger than in
$G$.
  In this work, we show that for an input graph that is $H$-minor free for any
$H$ of size $h$, this task can be performed by inspecting only $poly(d,
1/\epsilon, h)$ edges. The distances between pairs of vertices in the spanning
subgraph $G'$ are at most a factor of $\tilde{O}(h\log(d)/\epsilon)$ larger
than in $G$. Furthermore, the error probability of the new algorithm is
significantly improved to $\Theta(1/n)$. This algorithm can also be easily
adapted to yield an efficient algorithm for the distributed setting.
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moreAbstract
During the last twenty years, a lot of research was conducted on the sport
elimination problem: Given a sports league and its remaining matches, we have
to decide whether a given team can still possibly win the competition, i.e.,
place first in the league at the end. Previously, the computational complexity
of this problem was investigated only for games with two participating teams
per game. In this paper we consider Debating Tournaments and Debating Leagues
in the British Parliamentary format, where four teams are participating in each
game. We prove that it is NP-hard to decide whether a given team can win a
Debating League, even if at most two matches are remaining for each team. This
contrasts settings like football where two teams play in each game since there
this case is still polynomial time solvable. We prove our result even for a
fictitious restricted setting with only three teams per game. On the other
hand, for the common setting of Debating Tournaments we show that this problem
is fixed parameter tractable if the parameter is the number of remaining rounds
$k$. This also holds for the practically very important question of whether a
team can still qualify for the knock-out phase of the tournament and the
combined parameter $k + b$ where $b$ denotes the threshold rank for qualifying.
Finally, we show that the latter problem is polynomial time solvable for any
constant $k$ and arbitrary values $b$ that are part of the input.


BibTeX
@online{NeumannarXiv2016,
TITLE = {This House Proves that Debating is Harder than Soccer},
AUTHOR = {Neumann, Stefan and Wiese, Andreas},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1605.03063},
EPRINT = {1605.03063},
EPRINTTYPE = {arXiv},
YEAR = {2016},
ABSTRACT = {During the last twenty years, a lot of research was conducted on the sport elimination problem: Given a sports league and its remaining matches, we have to decide whether a given team can still possibly win the competition, i.e., place first in the league at the end. Previously, the computational complexity of this problem was investigated only for games with two participating teams per game. In this paper we consider Debating Tournaments and Debating Leagues in the British Parliamentary format, where four teams are participating in each game. We prove that it is NP-hard to decide whether a given team can win a Debating League, even if at most two matches are remaining for each team. This contrasts settings like football where two teams play in each game since there this case is still polynomial time solvable. We prove our result even for a fictitious restricted setting with only three teams per game. On the other hand, for the common setting of Debating Tournaments we show that this problem is fixed parameter tractable if the parameter is the number of remaining rounds $k$. This also holds for the practically very important question of whether a team can still qualify for the knock-out phase of the tournament and the combined parameter $k + b$ where $b$ denotes the threshold rank for qualifying. Finally, we show that the latter problem is polynomial time solvable for any constant $k$ and arbitrary values $b$ that are part of the input.},
}

Endnote
%0 Report
%A Neumann, Stefan
%A Wiese, Andreas
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T This House Proves that Debating is Harder than Soccer : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002B-0246-4
%U http://arxiv.org/abs/1605.03063
%D 2016
%X   During the last twenty years, a lot of research was conducted on the sport
elimination problem: Given a sports league and its remaining matches, we have
to decide whether a given team can still possibly win the competition, i.e.,
place first in the league at the end. Previously, the computational complexity
of this problem was investigated only for games with two participating teams
per game. In this paper we consider Debating Tournaments and Debating Leagues
in the British Parliamentary format, where four teams are participating in each
game. We prove that it is NP-hard to decide whether a given team can win a
Debating League, even if at most two matches are remaining for each team. This
contrasts settings like football where two teams play in each game since there
this case is still polynomial time solvable. We prove our result even for a
fictitious restricted setting with only three teams per game. On the other
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is fixed parameter tractable if the parameter is the number of remaining rounds
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team can still qualify for the knock-out phase of the tournament and the
combined parameter $k + b$ where $b$ denotes the threshold rank for qualifying.
Finally, we show that the latter problem is polynomial time solvable for any
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moreAbstract
Consider the Maximum Weight Independent Set problem for rectangles: given a
family of weighted axis-parallel rectangles in the plane, find a maximum-weight
subset of non-overlapping rectangles. The problem is notoriously hard both in
the approximation and in the parameterized setting. The best known
polynomial-time approximation algorithms achieve super-constant approximation
ratios [Chalermsook and Chuzhoy, SODA 2009; Chan and Har-Peled, Discrete &
Comp. Geometry 2012], even though there is a $(1+\epsilon)$-approximation
running in quasi-polynomial time [Adamaszek and Wiese, FOCS 2013; Chuzhoy and
Ene, FOCS 2016]. When parameterized by the target size of the solution, the
problem is $\mathsf{W}[1]$-hard even in the unweighted setting [Marx, FOCS
2007].
  To achieve tractability, we study the following shrinking model: one is
allowed to shrink each input rectangle by a multiplicative factor $1-\delta$
for some fixed $\delta>0$, but the performance is still compared against the
optimal solution for the original, non-shrunk instance. We prove that in this
regime, the problem admits an EPTAS with running time $f(\epsilon,\delta)\cdot
n^{\mathcal{O}(1)}$, and an FPT algorithm with running time $f(k,\delta)\cdot
n^{\mathcal{O}(1)}$, in the setting where a maximum-weight solution of size at
most $k$ is to be computed. This improves and significantly simplifies a PTAS
given earlier for this problem [Adamaszek et al., APPROX 2015], and provides
the first parameterized results for the shrinking model. Furthermore, we
explore kernelization in the shrinking model, by giving efficient kernelization
procedures for several variants of the problem when the input rectangles are
squares.


BibTeX
@online{DBLP:journals/corr/PilipczukLW16,
TITLE = {Approximation and Parameterized Algorithms for Geometric Independent Set with Shrinking},
AUTHOR = {Pilipczuk, Micha{\l} and van Leeuwen, Erik Jan and Wiese, Andreas},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1611.06501},
EPRINT = {1611.06501},
EPRINTTYPE = {arXiv},
YEAR = {2016},
ABSTRACT = {Consider the Maximum Weight Independent Set problem for rectangles: given a family of weighted axis-parallel rectangles in the plane, find a maximum-weight subset of non-overlapping rectangles. The problem is notoriously hard both in the approximation and in the parameterized setting. The best known polynomial-time approximation algorithms achieve super-constant approximation ratios [Chalermsook and Chuzhoy, SODA 2009; Chan and Har-Peled, Discrete & Comp. Geometry 2012], even though there is a $(1+\epsilon)$-approximation running in quasi-polynomial time [Adamaszek and Wiese, FOCS 2013; Chuzhoy and Ene, FOCS 2016]. When parameterized by the target size of the solution, the problem is $\mathsf{W}[1]$-hard even in the unweighted setting [Marx, FOCS 2007]. To achieve tractability, we study the following shrinking model: one is allowed to shrink each input rectangle by a multiplicative factor $1-\delta$ for some fixed $\delta>0$, but the performance is still compared against the optimal solution for the original, non-shrunk instance. We prove that in this regime, the problem admits an EPTAS with running time $f(\epsilon,\delta)\cdot n^{\mathcal{O}(1)}$, and an FPT algorithm with running time $f(k,\delta)\cdot n^{\mathcal{O}(1)}$, in the setting where a maximum-weight solution of size at most $k$ is to be computed. This improves and significantly simplifies a PTAS given earlier for this problem [Adamaszek et al., APPROX 2015], and provides the first parameterized results for the shrinking model. Furthermore, we explore kernelization in the shrinking model, by giving efficient kernelization procedures for several variants of the problem when the input rectangles are squares.},
}

Endnote
%0 Report
%A Pilipczuk, Micha&#322;
%A van Leeuwen, Erik Jan
%A Wiese, Andreas
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Approximation and Parameterized Algorithms for Geometric Independent Set with Shrinking : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-536D-E
%U http://arxiv.org/abs/1611.06501
%D 2016
%X   Consider the Maximum Weight Independent Set problem for rectangles: given a
family of weighted axis-parallel rectangles in the plane, find a maximum-weight
subset of non-overlapping rectangles. The problem is notoriously hard both in
the approximation and in the parameterized setting. The best known
polynomial-time approximation algorithms achieve super-constant approximation
ratios [Chalermsook and Chuzhoy, SODA 2009; Chan and Har-Peled, Discrete &
Comp. Geometry 2012], even though there is a $(1+\epsilon)$-approximation
running in quasi-polynomial time [Adamaszek and Wiese, FOCS 2013; Chuzhoy and
Ene, FOCS 2016]. When parameterized by the target size of the solution, the
problem is $\mathsf{W}[1]$-hard even in the unweighted setting [Marx, FOCS
2007].
  To achieve tractability, we study the following shrinking model: one is
allowed to shrink each input rectangle by a multiplicative factor $1-\delta$
for some fixed $\delta>0$, but the performance is still compared against the
optimal solution for the original, non-shrunk instance. We prove that in this
regime, the problem admits an EPTAS with running time $f(\epsilon,\delta)\cdot
n^{\mathcal{O}(1)}$, and an FPT algorithm with running time $f(k,\delta)\cdot
n^{\mathcal{O}(1)}$, in the setting where a maximum-weight solution of size at
most $k$ is to be computed. This improves and significantly simplifies a PTAS
given earlier for this problem [Adamaszek et al., APPROX 2015], and provides
the first parameterized results for the shrinking model. Furthermore, we
explore kernelization in the shrinking model, by giving efficient kernelization
procedures for several variants of the problem when the input rectangles are
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moreAbstract
We trace movements of certain points in space-time along their corresponding
continuous path. We partition the space at every moment of time using
alpha-Complexes, Voronoi medusa is then the collection or union of restricted
Voronoi cells at every moment in time. We can imagine them as a four
dimensional structure formed when three dimensional restricted Voronoi cells
sweeps continuously through the extra dimension of time. Similarly Delaunay
medusa is the collection of the corresponding Delaunay triangulations at each
moment in time. In this article we prove that these two structures are
homotopic.
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homotopic.
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In this work, we examine a generic class of simple distributed
balls-into-bins algorithms. Exploiting the strong concentration bounds that
apply to balls-into-bins games, we provide an iterative method to compute
accurate estimates of the remaining balls and the load distribution after each
round. Each algorithm is classified by (i) the load that bins accept in a given
round, (ii) the number of messages each ball sends in a given round, and (iii)
whether each such message is given a rank expressing the sender's inclination
to commit to the receiving bin (if feasible). This novel ranking mechanism
results in notable improvements, in particular in the number of balls that may
commit to a bin in the first round of the algorithm. Simulations independently
verify the correctness of the results and confirm that our approximation is
highly accurate even for a moderate number of $10^6$ balls and bins.
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moreAbstract
Computing Delaunay triangulations in $\mathbb{R}^d$ involves evaluating the
so-called in\_sphere predicate that determines if a point $x$ lies inside, on
or outside the sphere circumscribing $d+1$ points $p_0,\ldots ,p_d$. This
predicate reduces to evaluating the sign of a multivariate polynomial of degree
$d+2$ in the coordinates of the points $x, \, p_0,\, \ldots,\, p_d$. Despite
much progress on exact geometric computing, the fact that the degree of the
polynomial increases with $d$ makes the evaluation of the sign of such a
polynomial problematic except in very low dimensions. In this paper, we propose
a new approach that is based on the witness complex, a weak form of the
Delaunay complex introduced by Carlsson and de Silva. The witness complex
$\mathrm{Wit} (L,W)$ is defined from two sets $L$ and $W$ in some metric space
$X$: a finite set of points $L$ on which the complex is built, and a set $W$ of
witnesses that serves as an approximation of $X$. A fundamental result of de
Silva states that $\mathrm{Wit}(L,W)=\mathrm{Del} (L)$ if $W=X=\mathbb{R}^d$.
In this paper, we give conditions on $L$ that ensure that the witness complex
and the Delaunay triangulation coincide when $W$ is a finite set, and we
introduce a new perturbation scheme to compute a perturbed set $L'$ close to
$L$ such that $\mathrm{Del} (L')= \mathrm{wit} (L', W)$. Our perturbation
algorithm is a geometric application of the Moser-Tardos constructive proof of
the Lov\'asz local lemma. The only numerical operations we use are (squared)
distance comparisons (i.e., predicates of degree 2). The time-complexity of the
algorithm is sublinear in $|W|$. Interestingly, although the algorithm does not
compute any measure of simplex quality, a lower bound on the thickness of the
output simplices can be guaranteed.
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moreAbstract
In the online checkpointing problem, the task is to continuously maintain a 
set of k checkpoints that allow to rewind an ongoing computation faster than 
by a full restart. The only operation allowed is to replace an old checkpoint 
by the current state. Our aim are checkpoint placement strategies that minimize 
rewinding cost, i.e., such that at all times T when requested to rewind to 
some time t ≤ T the number of computation steps that need to be redone to 
get to t from a checkpoint before t is as small as possible. In particular, 
we want that the closest checkpoint earlier than t is not further away from 
t than q_k times the ideal distance T / (k+1), where q_k is a small 
constant.
 
Improving over earlier work showing 1 + 1/k ≤ q_k ≤ 2, we show that 
q_k can be chosen asymptotically less than 2. We present algorithms with 
asymptotic discrepancy q_k ≤ 1.59 + o(1) valid for all k and q_k ≤ 
\ln(4) + o(1) ≤ 1.39 + o(1) valid for k being a power of two. Experiments 
indicate the uniform bound p_k ≤ 1.7 for all k. For small k, we show 
how to use a linear programming approach to compute good checkpointing 
algorithms. This gives discrepancies of less than 1.55 for all k < 60. 
 
We prove the first lower bound that is asymptotically more than one, namely 
q_k ≥ 1.30 - o(1). We also show that optimal algorithms (yielding the 
infimum discrepancy) exist for all~k.
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Improving over earlier work showing 1 + 1/k &#8804; q_k &#8804; 2, we show that 
q_k can be chosen asymptotically less than 2. We present algorithms with 
asymptotic discrepancy q_k &#8804; 1.59 + o(1) valid for all k and q_k &#8804; 
\ln(4) + o(1) &#8804; 1.39 + o(1) valid for k being a power of two. Experiments 
indicate the uniform bound p_k &#8804; 1.7 for all k. For small k, we show 
how to use a linear programming approach to compute good checkpointing 
algorithms. This gives discrepancies of less than 1.55 for all k < 60. 

We prove the first lower bound that is asymptotically more than one, namely 
q_k &#8805; 1.30 - o(1). We also show that optimal algorithms (yielding the 
infimum discrepancy) exist for all~k.
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Abstract Previously a new scheme of quantum information processing based on spin coherent states of two component Bose–Einstein condensates was proposed (Byrnes et al. Phys. Rev. A 85, 40306(R)). In this paper we give a more detailed exposition of the scheme, expanding on several aspects that were not discussed in full previously. The basic concept of the scheme is that spin coherent states are used instead of qubits to encode qubit information, and manipulated using collective spin operators. The scheme goes beyond the continuous variable regime such that the full space of the Bloch sphere is used. We construct a general framework for quantum algorithms to be executed using multiple spin coherent states, which are individually controlled. We illustrate the scheme by applications to quantum information protocols, and discuss possible experimental implementations. Decoherence effects are analyzed under both general conditions and for the experimental implementation proposed.
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moreAbstract
In this work, we use algebraic methods for studying distance computation and
subgraph detection tasks in the congested clique model. Specifically, we adapt
parallel matrix multiplication implementations to the congested clique,
obtaining an $O(n^{1-2/\omega})$ round matrix multiplication algorithm, where
$\omega < 2.3728639$ is the exponent of matrix multiplication. In conjunction
with known techniques from centralised algorithmics, this gives significant
improvements over previous best upper bounds in the congested clique model. The
highlight results include:
  -- triangle and 4-cycle counting in $O(n^{0.158})$ rounds, improving upon the
$O(n^{1/3})$ triangle detection algorithm of Dolev et al. [DISC 2012],
  -- a $(1 + o(1))$-approximation of all-pairs shortest paths in $O(n^{0.158})$
rounds, improving upon the $\tilde{O} (n^{1/2})$-round $(2 +
o(1))$-approximation algorithm of Nanongkai [STOC 2014], and
  -- computing the girth in $O(n^{0.158})$ rounds, which is the first
non-trivial solution in this model.
  In addition, we present a novel constant-round combinatorial algorithm for
detecting 4-cycles.
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moreAbstract
In this paper we extend the geometric binary search tree (BST) model of
Demaine, Harmon, Iacono, Kane, and Patrascu (DHIKP) to accommodate for
insertions and deletions. Within this extended model, we study the online
Greedy BST algorithm introduced by DHIKP. Greedy BST is known to be equivalent
to a maximally greedy (but inherently offline) algorithm introduced
independently by Lucas in 1988 and Munro in 2000, conjectured to be dynamically
optimal.
  With the application of forbidden-submatrix theory, we prove a quasilinear
upper bound on the performance of Greedy BST on deque sequences. It has been
conjectured (Tarjan, 1985) that splay trees (Sleator and Tarjan, 1983) can
serve such sequences in linear time. Currently neither splay trees, nor other
general-purpose BST algorithms are known to fulfill this requirement. As a
special case, we show that Greedy BST can serve output-restricted deque
sequences in linear time. A similar result is known for splay trees (Tarjan,
1985; Elmasry, 2004).
  As a further application of the insert-delete model, we give a simple proof
that, given a set U of permutations of [n], the access cost of any BST
algorithm is Omega(log |U| + n) on "most" of the permutations from U. In
particular, this implies that the access cost for a random permutation of [n]
is Omega(n log n) with high probability.
  Besides the splay tree noted before, Greedy BST has recently emerged as a
plausible candidate for dynamic optimality. Compared to splay trees, much less
effort has gone into analyzing Greedy BST. Our work is intended as a step
towards a full understanding of Greedy BST, and we remark that
forbidden-submatrix arguments seem particularly well suited for carrying out
this program.
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moreAbstract
The dynamic optimality conjecture is perhaps the most fundamental open
question about binary search trees (BST). It postulates the existence of an
asymptotically optimal online BST, i.e. one that is constant factor competitive
with any BST on any input access sequence. The two main candidates for dynamic
optimality in the literature are splay trees [Sleator and Tarjan, 1985], and
Greedy [Lucas, 1988; Munro, 2000; Demaine et al. 2009] [..]
  Dynamic optimality is trivial for almost all sequences: the optimum access
cost of most length-n sequences is Theta(n log n), achievable by any balanced
BST. Thus, the obvious missing step towards the conjecture is an understanding
of the "easy" access sequences. [..] The difficulty of proving dynamic
optimality is witnessed by highly restricted special cases that remain
unresolved; one prominent example is the traversal conjecture [Sleator and
Tarjan, 1985], which states that preorder sequences (whose optimum is linear)
are linear-time accessed by splay trees; no online BST is known to satisfy this
conjecture.
  In this paper, we prove two different relaxations of the traversal conjecture
for Greedy: (i) Greedy is almost linear for preorder traversal, (ii) if a
linear-time preprocessing is allowed, Greedy is in fact linear. These
statements are corollaries of our more general results that express the
complexity of access sequences in terms of a pattern avoidance parameter k.
[..] To our knowledge, these are the first upper bounds for Greedy that are not
known to hold for any other online BST. To obtain these results we identify an
input-revealing property of Greedy. Informally, this means that the execution
log partially reveals the structure of the access sequence. This property
facilitates the use of rich technical tools from forbidden submatrix theory.
  [Abridged]
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moreAbstract
Splay trees (Sleator and Tarjan) satisfy the so-called access lemma. Many of
the nice properties of splay trees follow from it. What makes self-adjusting
binary search trees (BSTs) satisfy the access lemma? After each access,
self-adjusting BSTs replace the search path by a tree on the same set of nodes
(the after-tree). We identify two simple combinatorial properties of the search
path and the after-tree that imply the access lemma. Our main result (i)
implies the access lemma for all minimally self-adjusting BST algorithms for
which it was known to hold: splay trees and their generalization to the class
of local algorithms (Subramanian, Georgakopoulos and Mc-Clurkin), as well as
Greedy BST, introduced by Demaine et al. and shown to satisfy the access lemma
by Fox, (ii) implies that BST algorithms based on "strict" depth-halving
satisfy the access lemma, addressing an open question that was raised several
times since 1985, and (iii) yields an extremely short proof for the O(log n log
log n) amortized access cost for the path-balance heuristic (proposed by
Sleator), matching the best known bound (Balasubramanian and Raman) to a
lower-order factor.
  One of our combinatorial properties is locality. We show that any
BST-algorithm that satisfies the access lemma via the sum-of-log (SOL)
potential is necessarily local. The other property states that the sum of the
number of leaves of the after-tree plus the number of side alternations in the
search path must be at least a constant fraction of the length of the search
path. We show that a weak form of this property is necessary for sequential
access to be linear.
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implies the access lemma for all minimally self-adjusting BST algorithms for
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times since 1985, and (iii) yields an extremely short proof for the O(log n log
log n) amortized access cost for the path-balance heuristic (proposed by
Sleator), matching the best known bound (Balasubramanian and Raman) to a
lower-order factor.
  One of our combinatorial properties is locality. We show that any
BST-algorithm that satisfies the access lemma via the sum-of-log (SOL)
potential is necessarily local. The other property states that the sum of the
number of leaves of the after-tree plus the number of side alternations in the
search path must be at least a constant fraction of the length of the search
path. We show that a weak form of this property is necessary for sequential
access to be linear.
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moreAbstract
We introduce the notion of t-restricted doubling dimension of a point set in
Euclidean space as the local intrinsic dimension up to scale t. In many
applications information is only relevant for a fixed range of scales. We
present an algorithm to construct a hierarchical net-tree up to scale t which
we denote as the net-forest. We present a method based on Locality Sensitive
Hashing to compute all near neighbours of points within a certain distance. Our
construction of the net-forest is probabilistic, and we guarantee that with
high probability, the net-forest is supplemented with the correct neighbouring
information. We apply our net-forest construction scheme to create an
approximate Cech complex up to a fixed scale; and its complexity depends on the
local intrinsic dimension up to that scale.
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Hashing to compute all near neighbours of points within a certain distance. Our
construction of the net-forest is probabilistic, and we guarantee that with
high probability, the net-forest is supplemented with the correct neighbouring
information. We apply our net-forest construction scheme to create an
approximate Cech complex up to a fixed scale; and its complexity depends on the
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moreAbstract
Abstract We consider the problem of partitioning a graph into cliques of bounded cardinality. The goal is to find a partition that minimizes the sum of clique costs where the cost of a clique is given by a set function on the nodes. We present a general algorithmic solution based on solving the problem variant without the cardinality constraint. We obtain constant factor approximations depending on the solvability of this relaxation for a large class of submodular cost functions which we call value-monotone submodular functions. For special graph classes we give optimal algorithms.
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moreAbstract
A graph is called (claw,diamond)-free if it contains neither a claw (a
$K_{1,3}$) nor a diamond (a $K_4$ with an edge removed) as an induced subgraph.
Equivalently, (claw,diamond)-free graphs can be characterized as line graphs of
triangle-free graphs, or as linear dominoes, i.e., graphs in which every vertex
is in at most two maximal cliques and every edge is in exactly one maximal
clique.
  In this paper we consider the parameterized complexity of the
(claw,diamond)-free Edge Deletion problem, where given a graph $G$ and a
parameter $k$, the question is whether one can remove at most $k$ edges from
$G$ to obtain a (claw,diamond)-free graph. Our main result is that this problem
admits a polynomial kernel. We complement this finding by proving that, even on
instances with maximum degree $6$, the problem is NP-complete and cannot be
solved in time $2^{o(k)}\cdot |V(G)|^{O(1)}$ unless the Exponential Time
Hypothesis fail
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moreAbstract
We present a new algorithm for computing balanced flows in equality networks
arising in market equilibrium computations. The current best time bound for
computing balanced flows in such networks requires $O(n)$ maxflow computations,
where $n$ is the number of nodes in the network [Devanur et al. 2008]. Our
algorithm requires only a single parametric flow computation. The best
algorithm for computing parametric flows [Gallo et al. 1989] is only by a
logarithmic factor slower than the best algorithms for computing maxflows.
Hence, the running time of the algorithms in [Devanur et al. 2008] and [Duan
and Mehlhorn 2015] for computing market equilibria in linear Fisher and
Arrow-Debreu markets improve by almost a factor of $n$.
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moreAbstract
We consider space-bounded computations on a random-access machine (RAM) where
the input is given on a read-only random-access medium, the output is to be
produced to a write-only sequential-access medium, and the available workspace
allows random reads and writes but is of limited capacity. The length of the
input is $N$ elements, the length of the output is limited by the computation,
and the capacity of the workspace is $O(S)$ bits for some predetermined
parameter $S$. We present a state-of-the-art priority queue---called an
adjustable navigation pile---for this restricted RAM model. Under some
reasonable assumptions, our priority queue supports $\mathit{minimum}$ and
$\mathit{insert}$ in $O(1)$ worst-case time and $\mathit{extract}$ in $O(N/S +
\lg{} S)$ worst-case time for any $S \geq \lg{} N$. We show how to use this
data structure to sort $N$ elements and to compute the convex hull of $N$
points in the two-dimensional Euclidean space in $O(N^2/S + N \lg{} S)$
worst-case time for any $S \geq \lg{} N$. Following a known lower bound for the
space-time product of any branching program for finding unique elements, both
our sorting and convex-hull algorithms are optimal. The adjustable navigation
pile has turned out to be useful when designing other space-efficient
algorithms, and we expect that it will find its way to yet other applications.
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moreAbstract
We present an improved combinatorial algorithm for the computation of
equilibrium prices in the linear Arrow-Debreu model. For a market with $n$
agents and integral utilities bounded by $U$, the algorithm runs in $O(n^7
\log^3 (nU))$ time. This improves upon the previously best algorithm of Ye by a
factor of $\tOmega(n)$. The algorithm refines the algorithm described by Duan
and Mehlhorn and improves it by a factor of $\tOmega(n^3)$. The improvement
comes from a better understanding of the iterative price adjustment process,
the improved balanced flow computation for nondegenerate instances, and a novel
perturbation technique for achieving nondegeneracy.
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moreAbstract
The Weil representation of the symplectic group associated to a finite
abelian group of odd order is shown to have a multiplicity-free decomposition.
When the abelian group is p-primary, the irreducible representations occurring
in the Weil representation are parametrized by a partially ordered set which is
independent of p. As p varies, the dimension of the irreducible representation
corresponding to each parameter is shown to be a polynomial in p which is
calculated explicitly. The commuting algebra of the Weil representation has a
basis indexed by another partially ordered set which is independent of p. The
expansions of the projection operators onto the irreducible invariant subspaces
in terms of this basis are calculated. The coefficients are again polynomials
in p. These results remain valid in the more general setting of finitely
generated torsion modules over a Dedekind domain.
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moreAbstract
Suppose you are given a graph $G=(V,E)$ with a weight assignment
$w:V\rightarrow\mathbb{Z}$ and that your objective is to modify $w$ using legal
steps such that all vertices will have the same weight, where in each legal
step you are allowed to choose an edge and increment the weights of its end
points by $1$.
  In this paper we study several variants of this problem for graphs and
hypergraphs. On the combinatorial side we show connections with fundamental
results from matching theory such as Hall's Theorem and Tutte's Theorem. On the
algorithmic side we study the computational complexity of associated decision
problems.
  Our main results are a characterization of the graphs for which any initial
assignment can be balanced by edge-increments and a strongly polynomial-time
algorithm that computes a balancing sequence of increments if one exists.
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moreAbstract
The Minimum Fill-in problem is to decide if a graph can be triangulated by adding at most k edges. The problem has important applications in numerical algebra, in particular in sparse matrix computations. We develop kernelization algorithms for the problem on several classes of sparse graphs. We obtain linear kernels on planar graphs, and kernels of size in graphs excluding some fixed graph as a minor and in graphs of bounded degeneracy. As a byproduct of our results, we obtain approximation algorithms with approximation ratios on planar graphs and on H-minor-free graphs. These results significantly improve the previously known kernelization and approximation results for Minimum Fill-in on sparse graphs.
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moreAbstract
A \emph{metric tree embedding} of expected \emph{stretch $\alpha$} maps a
weighted $n$-node graph $G = (V, E, \omega)$ to a weighted tree $T = (V_T, E_T,
\omega_T)$ with $V \subseteq V_T$ such that $\operatorname{dist}(v, w, G) \leq
\operatorname{dist}(v, w, T)$ and $\E[\operatorname{dist}(v, w, T)] \leq \alpha
\operatorname{dist}(v, w, G)$ for all $v, w \in V$. Such embeddings are highly
useful for designing fast approximation algorithms, as many hard problems are
easy to solve on tree instances. However, to date the best parallel
$\operatorname{polylog} n$ depth algorithm that achieves an asymptotically
optimal expected stretch of $\alpha \in \operatorname{O}(\log n)$ requires
$\operatorname{\Omega}(n^2)$ work and requires a metric as input.
  In this paper, we show how to achieve the same guarantees using
$\operatorname{\tilde{O}}(m^{1+\epsilon})$ work, where $m$ is the number of
edges of $G$ and $\epsilon > 0$ is an arbitrarily small constant. Moreover, one
may reduce the work further to $\operatorname{\tilde{O}}(m + n^{1+\epsilon})$,
at the expense of increasing the expected stretch $\alpha$ to
$\operatorname{O}(\epsilon^{-1} \log n)$. Our main tool in deriving these
parallel algorithms is an algebraic characterization of a generalization of the
classic Moore-Bellman-Ford algorithm. We consider this framework, which
subsumes a variety of previous "Moore-Bellman-Ford-flavored" algorithms, to be
of independent interest.
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at the expense of increasing the expected stretch $\alpha$ to
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moreAbstract
In the NP-hard continuous 1.5D Terrain Guarding Problem (TGP) we are given an
x-monotone chain of line segments in the plain (the terrain $T$), and ask for
the minimum number of guards (located anywhere on $T$) required to guard all of
$T$. We construct guard candidate and witness sets $G, W \subset T$ of
polynomial size, such that any feasible (optimal) guard cover $G' \subseteq G$
for $W$ is also feasible (optimal) for the continuous TGP. This discretization
allows us to: (1) settle NP-completeness for the continuous TGP; (2) provide a
Polynomial Time Approximation Scheme (PTAS) for the continuous TGP using the
existing PTAS for the discrete TGP by Gibson et al.; (3) formulate the
continuous TGP as an Integer Linear Program (IP). Furthermore, we propose
several filtering techniques reducing the size of our discretization, allowing
us to devise an efficient IP-based algorithm that reliably provides optimal
guard placements for terrains with up to 1000000 vertices within minutes on a
standard desktop computer.
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moreAbstract
We investigate the following above-guarantee parameterization of the
classical Vertex Cover problem: Given a graph $G$ and $k\in\mathbb{N}$ as
input, does $G$ have a vertex cover of size at most $(2LP-MM)+k$? Here $MM$ is
the size of a maximum matching of $G$, $LP$ is the value of an optimum solution
to the relaxed (standard) LP for Vertex Cover on $G$, and $k$ is the parameter.
Since $(2LP-MM)\geq{LP}\geq{MM}$, this is a stricter parameterization than
those---namely, above-$MM$, and above-$LP$---which have been studied so far.
  We prove that Vertex Cover is fixed-parameter tractable for this stricter
parameter $k$: We derive an algorithm which solves Vertex Cover in time
$O^{*}(3^{k})$, pushing the envelope further on the parameterized tractability
of Vertex Cover.
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moreAbstract
We present a near-optimal distributed algorithm for $(1+o(1))$-approximation
of single-commodity maximum flow in undirected weighted networks that runs in
$(D+ \sqrt{n})\cdot n^{o(1)}$ communication rounds in the \Congest model. Here,
$n$ and $D$ denote the number of nodes and the network diameter, respectively.
This is the first improvement over the trivial bound of $O(n^2)$, and it nearly
matches the $\tilde{\Omega}(D+ \sqrt{n})$ round complexity lower bound.
  The development of the algorithm contains two results of independent
interest:
  (i) A $(D+\sqrt{n})\cdot n^{o(1)}$-round distributed construction of a
spanning tree of average stretch $n^{o(1)}$.
  (ii) A $(D+\sqrt{n})\cdot n^{o(1)}$-round distributed construction of an
$n^{o(1)}$-congestion approximator consisting of the cuts induced by $O(\log
n)$ virtual trees. The distributed representation of the cut approximator
allows for evaluation in $(D+\sqrt{n})\cdot n^{o(1)}$ rounds.
  All our algorithms make use of randomization and succeed with high
probability.
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moreAbstract
This paper studies the \emph{$\varepsilon$-approximate range emptiness}
problem, where the task is to represent a set $S$ of $n$ points from
$\{0,\ldots,U-1\}$ and answer emptiness queries of the form "$[a ; b]\cap S
\neq \emptyset$ ?" with a probability of \emph{false positives} allowed. This
generalizes the functionality of \emph{Bloom filters} from single point queries
to any interval length $L$. Setting the false positive rate to $\varepsilon/L$
and performing $L$ queries, Bloom filters yield a solution to this problem with
space $O(n \lg(L/\varepsilon))$ bits, false positive probability bounded by
$\varepsilon$ for intervals of length up to $L$, using query time $O(L
\lg(L/\varepsilon))$. Our first contribution is to show that the space/error
trade-off cannot be improved asymptotically: Any data structure for answering
approximate range emptiness queries on intervals of length up to $L$ with false
positive probability $\varepsilon$, must use space $\Omega(n
\lg(L/\varepsilon)) - O(n)$ bits. On the positive side we show that the query
time can be improved greatly, to constant time, while matching our space lower
bound up to a lower order additive term. This result is achieved through a
succinct data structure for (non-approximate 1d) range emptiness/reporting
queries, which may be of independent interest.


BibTeX
@inproceedings{GoswamiSODA2015,
TITLE = {Approximate Range Emptiness in Constant Time and Optimal Space},
AUTHOR = {Goswami, Mayank and Gr{\o}nlund, Allan and Larsen, Kasper Green and Pagh, Rasmus},
LANGUAGE = {eng},
ISBN = {978-1-61197-374-7},
DOI = {10.1137/1.9781611973730.52},
PUBLISHER = {SIAM},
YEAR = {2015},
DATE = {2015},
ABSTRACT = {This paper studies the \emph{$\varepsilon$-approximate range emptiness} problem, where the task is to represent a set $S$ of $n$ points from $\{0,\ldots,U-1\}$ and answer emptiness queries of the form "$[a ; b]\cap S \neq \emptyset$ ?" with a probability of \emph{false positives} allowed. This generalizes the functionality of \emph{Bloom filters} from single point queries to any interval length $L$. Setting the false positive rate to $\varepsilon/L$ and performing $L$ queries, Bloom filters yield a solution to this problem with space $O(n \lg(L/\varepsilon))$ bits, false positive probability bounded by $\varepsilon$ for intervals of length up to $L$, using query time $O(L \lg(L/\varepsilon))$. Our first contribution is to show that the space/error trade-off cannot be improved asymptotically: Any data structure for answering approximate range emptiness queries on intervals of length up to $L$ with false positive probability $\varepsilon$, must use space $\Omega(n \lg(L/\varepsilon)) -- O(n)$ bits. On the positive side we show that the query time can be improved greatly, to constant time, while matching our space lower bound up to a lower order additive term. This result is achieved through a succinct data structure for (non-approximate 1d) range emptiness/reporting queries, which may be of independent interest.},
BOOKTITLE = {Proceedings of the Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2015)},
EDITOR = {Indyk, Piotr},
PAGES = {769--775},
ADDRESS = {San Diego, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Goswami, Mayank
%A Gr&#248;nlund, Allan
%A Larsen, Kasper Green
%A Pagh, Rasmus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Approximate Range Emptiness in Constant Time and Optimal Space : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-454F-2
%R 10.1137/1.9781611973730.52
%D 2015
%B Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms
%Z date of event: 2015-01-04 - 2015-01-06
%C San Diego, CA, USA
%X   This paper studies the \emph{$\varepsilon$-approximate range emptiness}
problem, where the task is to represent a set $S$ of $n$ points from
$\{0,\ldots,U-1\}$ and answer emptiness queries of the form "$[a ; b]\cap S
\neq \emptyset$ ?" with a probability of \emph{false positives} allowed. This
generalizes the functionality of \emph{Bloom filters} from single point queries
to any interval length $L$. Setting the false positive rate to $\varepsilon/L$
and performing $L$ queries, Bloom filters yield a solution to this problem with
space $O(n \lg(L/\varepsilon))$ bits, false positive probability bounded by
$\varepsilon$ for intervals of length up to $L$, using query time $O(L
\lg(L/\varepsilon))$. Our first contribution is to show that the space/error
trade-off cannot be improved asymptotically: Any data structure for answering
approximate range emptiness queries on intervals of length up to $L$ with false
positive probability $\varepsilon$, must use space $\Omega(n
\lg(L/\varepsilon)) - O(n)$ bits. On the positive side we show that the query
time can be improved greatly, to constant time, while matching our space lower
bound up to a lower order additive term. This result is achieved through a
succinct data structure for (non-approximate 1d) range emptiness/reporting
queries, which may be of independent interest.

%K Computer Science, Data Structures and Algorithms, cs.DS
%B Proceedings of the Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms
%E Indyk, Piotr
%P 769 - 775
%I SIAM
%@ 978-1-61197-374-7




	DOI
	PuRe
	BibTeX

	


        938
    
                Conference paper
            
D1


        K. Goyal and T. Mömke
    

        “Robust Reoptimization of Steiner Trees,” in 35th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS 2015), Bangalore, India, 2015.
    
moreBibTeX
@inproceedings{GM2015,
TITLE = {Robust Reoptimization of {Steiner} Trees},
AUTHOR = {Goyal, Keshav and M{\"o}mke, Tobias},
LANGUAGE = {eng},
ISSN = {1868-896},
ISBN = {978-3-939897-97-2},
URL = {urn:nbn:de:0030-drops-56251},
DOI = {10.4230/LIPIcs.FSTTCS.2015.10},
PUBLISHER = {Schloss Dagstuhl},
YEAR = {2015},
BOOKTITLE = {35th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science (FSTTCS 2015)},
EDITOR = {Harsha, Prahladh and Ramalingam, G.},
PAGES = {10--24},
SERIES = {Leibniz International Proceedings in Informatics},
VOLUME = {45},
ADDRESS = {Bangalore, India},
}

Endnote
%0 Conference Proceedings
%A Goyal, Keshav
%A M&#246;mke, Tobias
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Robust Reoptimization of Steiner Trees : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-8317-7
%R 10.4230/LIPIcs.FSTTCS.2015.10
%U urn:nbn:de:0030-drops-56251
%D 2015
%B 35th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
%Z date of event: 2015-12-16 - 2015-12-18
%C Bangalore, India
%B 35th IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science
%E Harsha, Prahladh; Ramalingam, G.
%P 10 - 24
%I Schloss Dagstuhl
%@ 978-3-939897-97-2
%B Leibniz International Proceedings in Informatics
%N 45
%@ false
%U http://drops.dagstuhl.de/opus/volltexte/2015/5625/http://drops.dagstuhl.de/doku/urheberrecht1.html




	DOI
	PuRe
	BibTeX
	publisher version

	


        939
    
                Conference paper
            
D1


        Z. Guo and H. Sun
    

        “Gossip vs. Markov Chains, and Randomness-efficient Rumor Spreading,” in Proceedings of the Twenty-Sixth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2015), San Diego, CA, USA, 2015.
    
moreAbstract
We study gossip algorithms for the rumor spreading problem which asks one
node to deliver a rumor to all nodes in an unknown network. We present the
first protocol for any expander graph $G$ with $n$ nodes such that, the
protocol informs every node in $O(\log n)$ rounds with high probability, and
uses $\tilde{O}(\log n)$ random bits in total. The runtime of our protocol is
tight, and the randomness requirement of $\tilde{O}(\log n)$ random bits almost
matches the lower bound of $\Omega(\log n)$ random bits for dense graphs. We
further show that, for many graph families, polylogarithmic number of random
bits in total suffice to spread the rumor in $O(\mathrm{poly}\log n)$ rounds.
These results together give us an almost complete understanding of the
randomness requirement of this fundamental gossip process.
  Our analysis relies on unexpectedly tight connections among gossip processes,
Markov chains, and branching programs. First, we establish a connection between
rumor spreading processes and Markov chains, which is used to approximate the
rumor spreading time by the mixing time of Markov chains. Second, we show a
reduction from rumor spreading processes to branching programs, and this
reduction provides a general framework to derandomize gossip processes. In
addition to designing rumor spreading protocols, these novel techniques may
have applications in studying parallel and multiple random walks, and
randomness complexity of distributed algorithms.
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We study the online strip packing problem and derive an improved lower bound of rho a parts per thousand yen2.589aEuro broken vertical bar for the competitive ratio of this problem. The construction is based on modified "Brown-Baker-Katseff sequences" (Brown et al. in Acta Inform. 18:207-225, 1982) using only two types of rectangles. In addition, we present an online algorithm with competitive ratio for packing instances of this type.
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moreAbstract
In this article, a fully compressed pattern matching problem is studied. The compression is represented by straight-line programs (SLPs)-that is, context-free grammars generating exactly one string; the term fully means that both the pattern and the text are given in the compressed form. The problem is approached using a recently developed technique of local recompression: the SLPs are refactored so that substrings of the pattern and text are encoded in both SLPs in the same way. To this end, the SLPs are locally decompressed and then recompressed in a uniform way. This technique yields an O((n + m) log M) algorithm for compressed pattern matching, assuming that M fits in O(1) machine words, where n (m) is the size of the compressed representation of the text (pattern, respectively), and M is the size of the decompressed pattern. If only m + n fits in O(1) machine words, the running time increases to O((n + m) log M log(n + m)). The previous best algorithm due to Lifshits has O(n(2)m) running time.
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moreAbstract
For "large" class $\mathcal{C}$ of continuous probability density functions
(p.d.f.), we demonstrate that for every $w\in\mathcal{C}$ there is mixture of
discrete Binomial distributions (MDBD) with $T\geq N\sqrt{\phi_{w}/\delta}$
distinct Binomial distributions $B(\cdot,N)$ that $\delta$-approximates a
\emph{discretized} p.d.f. $\hat{w}(i/N)\triangleq
w(i/N)/[\sum_{\ell=0}^{N}w(\ell/N)]$ for all $i\in[3:N-3]$, where
$\phi_{w}\geq\max_{x\in[0,1]}|w(x)|$. Also, we give two efficient parallel
algorithms to find such MDBD.
  Moreover, we propose a sequential algorithm that on input MDBD with $N=2^k$
for $k\in\mathbb{N}_{+}$ that induces a discretized p.d.f. $\beta$, $B=D-M$
that is either Laplacian or SDDM matrix and parameter $\epsilon\in(0,1)$,
outputs in $\hat{O}(\epsilon^{-2}m + \epsilon^{-4}nT)$ time a spectral
sparsifier $D-\hat{M}_{N} \approx_{\epsilon} D-D\sum_{i=0}^{N}\beta_{i}(D^{-1}
M)^i$ of a matrix-polynomial, where $\hat{O}(\cdot)$ notation hides
$\mathrm{poly}(\log n,\log N)$ factors. This improves the Cheng et
al.'s\cite{CCLPT15} algorithm whose run time is $\hat{O}(\epsilon^{-2} m N^2 +
NT)$.
  Furthermore, our algorithm is parallelizable and runs in work
$\hat{O}(\epsilon^{-2}m + \epsilon^{-4}nT)$ and depth $O(\log
N\cdot\mathrm{poly}(\log n)+\log T)$. Our main algorithmic contribution is to
propose the first efficient parallel algorithm that on input continuous p.d.f.
$w\in\mathcal{C}$, matrix $B=D-M$ as above, outputs a spectral sparsifier of
matrix-polynomial whose coefficients approximate component-wise the discretized
p.d.f. $\hat{w}$.
  Our results yield the first efficient and parallel algorithm that runs in
nearly linear work and poly-logarithmic depth and analyzes the long term
behaviour of Markov chains in non-trivial settings. In addition, we strengthen
the Spielman and Peng's\cite{PS14} parallel SDD solver.
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discrete Binomial distributions (MDBD) with $T\geq N\sqrt{\phi_{w}/\delta}$
distinct Binomial distributions $B(\cdot,N)$ that $\delta$-approximates a
\emph{discretized} p.d.f. $\hat{w}(i/N)\triangleq
w(i/N)/[\sum_{\ell=0}^{N}w(\ell/N)]$ for all $i\in[3:N-3]$, where
$\phi_{w}\geq\max_{x\in[0,1]}|w(x)|$. Also, we give two efficient parallel
algorithms to find such MDBD.
  Moreover, we propose a sequential algorithm that on input MDBD with $N=2^k$
for $k\in\mathbb{N}_{+}$ that induces a discretized p.d.f. $\beta$, $B=D-M$
that is either Laplacian or SDDM matrix and parameter $\epsilon\in(0,1)$,
outputs in $\hat{O}(\epsilon^{-2}m + \epsilon^{-4}nT)$ time a spectral
sparsifier $D-\hat{M}_{N} \approx_{\epsilon} D-D\sum_{i=0}^{N}\beta_{i}(D^{-1}
M)^i$ of a matrix-polynomial, where $\hat{O}(\cdot)$ notation hides
$\mathrm{poly}(\log n,\log N)$ factors. This improves the Cheng et
al.'s\cite{CCLPT15} algorithm whose run time is $\hat{O}(\epsilon^{-2} m N^2 +
NT)$.
  Furthermore, our algorithm is parallelizable and runs in work
$\hat{O}(\epsilon^{-2}m + \epsilon^{-4}nT)$ and depth $O(\log
N\cdot\mathrm{poly}(\log n)+\log T)$. Our main algorithmic contribution is to
propose the first efficient parallel algorithm that on input continuous p.d.f.
$w\in\mathcal{C}$, matrix $B=D-M$ as above, outputs a spectral sparsifier of
matrix-polynomial whose coefficients approximate component-wise the discretized
p.d.f. $\hat{w}$.
  Our results yield the first efficient and parallel algorithm that runs in
nearly linear work and poly-logarithmic depth and analyzes the long term
behaviour of Markov chains in non-trivial settings. In addition, we strengthen
the Spielman and Peng's\cite{PS14} parallel SDD solver.
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moreAbstract
Let $d \geq 1$ be an integer. From a set of $d$-dimensional vectors, we
obtain a $d$-dot product graph by letting each vector ${\bf a}^u$ correspond to
a vertex $u$ and by adding an edge between two vertices $u$ and $v$ if and only
if their dot product ${\bf a}^{u} \cdot {\bf a}^{v} \geq t$, for some fixed,
positive threshold~$t$. Dot product graphs can be used to model social
networks. Recognizing a $d$-dot product graph is known to be \NP-hard for all
fixed $d\geq 2$. To understand the position of $d$-dot product graphs in the
landscape of graph classes, we consider the case $d=2$, and investigate how
$2$-dot product graphs relate to a number of other known graph classes.
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a vertex $u$ and by adding an edge between two vertices $u$ and $v$ if and only
if their dot product ${\bf a}^{u} \cdot {\bf a}^{v} \geq t$, for some fixed,
positive threshold~$t$. Dot product graphs can be used to model social
networks. Recognizing a $d$-dot product graph is known to be \NP-hard for all
fixed $d\geq 2$. To understand the position of $d$-dot product graphs in the
landscape of graph classes, we consider the case $d=2$, and investigate how
$2$-dot product graphs relate to a number of other known graph classes.
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moreAbstract
Let $G=(V,E)$ be an undirected graph, $\lambda_k$ the $k$th smallest
eigenvalue of the normalized Laplacian matrix of $G$, and $\rho(k)$ the
smallest value of the maximal conductance over all $k$-way partitions
$S_1,\dots,S_k$ of $V$.
  Peng et al. [PSZ15] gave the first rigorous analysis of $k$-clustering
algorithms that use spectral embedding and $k$-means clustering algorithms to
partition the vertices of a graph $G$ into $k$ disjoint subsets. Their analysis
builds upon a gap parameter $\Upsilon=\rho(k)/\lambda_{k+1}$ that was
introduced by Oveis Gharan and Trevisan [GT14]. In their analysis Peng et al.
[PSZ15] assume a gap assumption $\Upsilon\geq\Omega(\mathrm{APR}\cdot k^3)$,
where $\mathrm{APR}>1$ is the approximation ratio of a $k$-means clustering
algorithm.
  We exhibit an error in one of their Lemmas and provide a correction. With the
correction the proof by Peng et al. [PSZ15] requires a stronger gap assumption
$\Upsilon\geq\Omega(\mathrm{APR}\cdot k^4)$.
  Our main contribution is to improve the analysis in [PSZ15] by an $O(k)$
factor. We demonstrate that a gap assumption $\Psi\geq \Omega(\mathrm{APR}\cdot
k^3)$ suffices, where $\Psi=\rho_{avr}(k)/\lambda_{k+1}$ and $\rho_{avr}(k)$ is
the value of the average conductance of a partition $S_1,\dots,S_k$ of $V$ that
yields $\rho(k)$.
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moreAbstract
Consider a complete communication network of $n$ nodes, where the nodes
receive a common clock pulse. We study the synchronous $c$-counting problem:
given any starting state and up to $f$ faulty nodes with arbitrary behaviour,
the task is to eventually have all correct nodes counting modulo $c$ in
agreement. Thus, we are considering algorithms that are self-stabilizing
despite Byzantine failures. In this work, we give new algorithms for the
synchronous counting problem that (1) are deterministic, (2) have linear
stabilisation time in $f$, (3) use a small number of states, and (4) achieve
almost-optimal resilience. Prior algorithms either resort to randomisation, use
a large number of states, or have poor resilience. In particular, we achieve an
exponential improvement in the space complexity of deterministic algorithms,
while still achieving linear stabilisation time and almost-linear resilience.
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receive a common clock pulse. We study the synchronous $c$-counting problem:
given any starting state and up to $f$ faulty nodes with arbitrary behaviour,
the task is to eventually have all correct nodes counting modulo $c$ in
agreement. Thus, we are considering algorithms that are self-stabilizing
despite Byzantine failures. In this work, we give new algorithms for the
synchronous counting problem that (1) are deterministic, (2) have linear
stabilisation time in $f$, (3) use a small number of states, and (4) achieve
almost-optimal resilience. Prior algorithms either resort to randomisation, use
a large number of states, or have poor resilience. In particular, we achieve an
exponential improvement in the space complexity of deterministic algorithms,
while still achieving linear stabilisation time and almost-linear resilience.
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moreAbstract
In the synchronous $c$-counting problem, we are given a synchronous system of
$n$ nodes, where up to $f$ of the nodes may be Byzantine, that is, have
arbitrary faulty behaviour. The task is to have all of the correct nodes count
modulo $c$ in unison in a self-stabilising manner: regardless of the initial
state of the system and the faulty nodes' behavior, eventually rounds are
consistently labelled by a counter modulo $c$ at all correct nodes.
  We provide a deterministic solution with resilience $f<n/3$ that stabilises
in $O(f)$ rounds and every correct node broadcasts $O(\log^2 f)$ bits per
round. We build and improve on a recent result offering stabilisation time
$O(f)$ and communication complexity $O(\log^2 f /\log \log f)$ but with
sub-optimal resilience $f = n^{1-o(1)}$ (PODC 2015). Our new algorithm has
optimal resilience, asymptotically optimal stabilisation time, and low
communication complexity.
  Finally, we modify the algorithm to guarantee that after stabilisation very
little communication occurs. In particular, for optimal resilience and
polynomial counter size $c=n^{O(1)}$, the algorithm broadcasts only $O(1)$ bits
per node every $\Theta(n)$ rounds without affecting the other properties of the
algorithm; communication-wise this is asymptotically optimal.
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modulo $c$ in unison in a self-stabilising manner: regardless of the initial
state of the system and the faulty nodes' behavior, eventually rounds are
consistently labelled by a counter modulo $c$ at all correct nodes.
  We provide a deterministic solution with resilience $f<n/3$ that stabilises
in $O(f)$ rounds and every correct node broadcasts $O(\log^2 f)$ bits per
round. We build and improve on a recent result offering stabilisation time
$O(f)$ and communication complexity $O(\log^2 f /\log \log f)$ but with
sub-optimal resilience $f = n^{1-o(1)}$ (PODC 2015). Our new algorithm has
optimal resilience, asymptotically optimal stabilisation time, and low
communication complexity.
  Finally, we modify the algorithm to guarantee that after stabilisation very
little communication occurs. In particular, for optimal resilience and
polynomial counter size $c=n^{O(1)}$, the algorithm broadcasts only $O(1)$ bits
per node every $\Theta(n)$ rounds without affecting the other properties of the
algorithm; communication-wise this is asymptotically optimal.
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moreAbstract
In the Independent set problem, the input is a graph $G$, every vertex has a
non-negative integer weight, and the task is to find a set $S$ of pairwise
non-adjacent vertices, maximizing the total weight of the vertices in $S$. We
give an $n^{O (\log^2 n)}$ time algorithm for this problem on graphs excluding
the path $P_6$ on $6$ vertices as an induced subgraph. Currently, there is no
constant $k$ known for which Independent Set on $P_{k}$-free graphs becomes
NP-complete, and our result implies that if such a $k$ exists, then $k > 6$
unless all problems in NP can be decided in (quasi)polynomial time.
  Using the combinatorial tools that we develop for the above algorithm, we
also give a polynomial-time algorithm for Efficient Dominating Set on
$P_6$-free graphs. In this problem, the input is a graph $G$, every vertex has
an integer weight, and the objective is to find a set $S$ of maximum weight
such that every vertex in $G$ has exactly one vertex in $S$ in its closed
neighborhood, or to determine that no such set exists. Prior to our work, the
class of $P_6$-free graphs was the only class of graphs defined by a single
forbidden induced subgraph on which the computational complexity of Efficient
Dominating Set was unknown.
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the path $P_6$ on $6$ vertices as an induced subgraph. Currently, there is no
constant $k$ known for which Independent Set on $P_{k}$-free graphs becomes
NP-complete, and our result implies that if such a $k$ exists, then $k > 6$
unless all problems in NP can be decided in (quasi)polynomial time.
  Using the combinatorial tools that we develop for the above algorithm, we
also give a polynomial-time algorithm for Efficient Dominating Set on
$P_6$-free graphs. In this problem, the input is a graph $G$, every vertex has
an integer weight, and the objective is to find a set $S$ of maximum weight
such that every vertex in $G$ has exactly one vertex in $S$ in its closed
neighborhood, or to determine that no such set exists. Prior to our work, the
class of $P_6$-free graphs was the only class of graphs defined by a single
forbidden induced subgraph on which the computational complexity of Efficient
Dominating Set was unknown.
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moreAbstract
Linear programming is now included in algorithm undergraduate and
postgraduate courses for computer science majors. We show that it is possible
to teach interior-point methods directly to students with just minimal
knowledge of linear algebra.
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moreAbstract
We consider the popular and well-studied push model, which is used to spread information in a given network with n vertices. Initially, some vertex owns a rumour and passes it to one of its neighbours, which is chosen randomly. In each of the succeeding rounds, every vertex that knows the rumour informs a random neighbour. It has been shown on various network topologies that this algorithm succeeds in spreading the rumour within O(log n) rounds. However, many studies are quite coarse and involve huge constants that do not allow for a direct comparison between different network topologies. In this paper, we analyse the push model on several important families of graphs, and obtain tight runtime estimates. We first show that, for any almost-regular graph on n vertices with small spectral expansion, rumour spreading completes after log(2) n + logn + o(log n) rounds with high probability. This is the first result that exhibits a general graph class for which rumour spreading is essentially as fast as on complete graphs. Moreover, for the random graph G(n, p) with p = c log n/n, where c > 1, we determine the runtime of rumour spreading to be log(2) n + gamma(c) log n with high probability, where gamma(c) = c log(c/(c - 1)). In particular, this shows that the assumption of almost regularity in our first result is necessary. Finally, for a hypercube on n = 2(d) vertices, the runtime is with high probability at least (1 + beta) . (log(2) n + log n), where beta > 0. This reveals that the push model on hypercubes is slower than on complete graphs, and thus shows that the assumption of small spectral expansion in our first result is also necessary. In addition, our results combined with the upper bound of O(log n) for the hypercube see [11]) imply that the push model is faster on hypercubes than on a random graph G(n, c log n/n), where c is sufficiently close to 1.
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moreAbstract
We consider the random phone call model introduced by Demers et al.,which is a well-studied model for information dissemination in networks. One basic protocol in this model is the so-called Push protocol that proceeds in synchronous rounds. Starting with a single node which knows of a rumor, every informed node calls in each round a random neighbor and informs it of the rumor. The Push-Pull protocol works similarly, but additionally every uninformed node calls a random neighbor and may learn the rumor from it.
   It is well-known that both protocols need Theta(log n) rounds to spread a rumor on a complete network with n nodes. Here we are interested in how much the spread can be speeded up by enabling nodes to make more than one call in each round. We propose a new model where the number of calls of a node is chosen independently according to a probability distribution R. We provide both lower and upper bounds on the rumor spreading time depending on statistical properties of R such as the mean or the variance (if they exist). In particular, if R follows a power law distribution with exponent beta is an element of (2, 3), we show that the Push-Pull protocol spreads a rumor in Theta(log log n) rounds. Moreover, when beta = 3, the Push-Pull protocol spreads a rumor in Theta(log n/log log n) rounds.
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moreAbstract
We study the asymmetric binary matrix partition problem that was recently
introduced by Alon et al. (WINE 2013) to model the impact of asymmetric
information on the revenue of the seller in take-it-or-leave-it sales.
Instances of the problem consist of an $n \times m$ binary matrix $A$ and a
probability distribution over its columns. A partition scheme $B=(B_1,...,B_n)$
consists of a partition $B_i$ for each row $i$ of $A$. The partition $B_i$ acts
as a smoothing operator on row $i$ that distributes the expected value of each
partition subset proportionally to all its entries. Given a scheme $B$ that
induces a smooth matrix $A^B$, the partition value is the expected maximum
column entry of $A^B$. The objective is to find a partition scheme such that
the resulting partition value is maximized. We present a $9/10$-approximation
algorithm for the case where the probability distribution is uniform and a
$(1-1/e)$-approximation algorithm for non-uniform distributions, significantly
improving results of Alon et al. Although our first algorithm is combinatorial
(and very simple), the analysis is based on linear programming and duality
arguments. In our second result we exploit a nice relation of the problem to
submodular welfare maximization.
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moreAbstract
We show that the nerve complex of n arcs in the circle is homotopy equivalent
to either a point, an odd-dimensional sphere, or a wedge sum of spheres of the
same even dimension. Moreover this homotopy type can be computed in time O(n
log n). For the particular case of the nerve complex of evenly-spaced arcs of
the same length, we determine the dihedral group action on homology, and we
relate the complex to a cyclic polytope with n vertices. We give three
applications of our knowledge of the homotopy types of nerve complexes of
circular arcs. First, we use the connection to cyclic polytopes to give a novel
topological proof of a known upper bound on the distance between successive
roots of a homogeneous trigonometric polynomial. Second, we show that the
Lovasz bound on the chromatic number of a circular complete graph is either
sharp or off by one. Third, we show that the Vietoris--Rips simplicial complex
of n points in the circle is homotopy equivalent to either a point, an
odd-dimensional sphere, or a wedge sum of spheres of the same even dimension,
and furthermore this homotopy type can be computed in time O(n log n).
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sharp or off by one. Third, we show that the Vietoris--Rips simplicial complex
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moreAbstract
For every simplicial complex K there exists a vertex-transitive simplicial
complex homotopy equivalent to a wedge of copies of K with some copies of the
circle. It follows that every simplicial complex can occur as a homotopy wedge
summand in some vertex-transitive complex. One can even demand that the
vertex-transitive complex is the clique complex of a Cayley graph or that it is
facet-transitive.
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moreAbstract
We study classical deadline-based preemptive scheduling of tasks in a
computing environment equipped with both dynamic speed scaling and sleep state
capabilities: Each task is specified by a release time, a deadline and a
processing volume, and has to be scheduled on a single, speed-scalable
processor that is supplied with a sleep state. In the sleep state, the
processor consumes no energy, but a constant wake-up cost is required to
transition back to the active state. In contrast to speed scaling alone, the
addition of a sleep state makes it sometimes beneficial to accelerate the
processing of tasks in order to transition the processor to the sleep state for
longer amounts of time and incur further energy savings. The goal is to output
a feasible schedule that minimizes the energy consumption. Since the
introduction of the problem by Irani et al. [16], its exact computational
complexity has been repeatedly posed as an open question (see e.g. [2,8,15]).
The currently best known upper and lower bounds are a 4/3-approximation
algorithm and NP-hardness due to [2] and [2,17], respectively. We close the
aforementioned gap between the upper and lower bound on the computational
complexity of speed scaling with sleep state by presenting a fully
polynomial-time approximation scheme for the problem. The scheme is based on a
transformation to a non-preemptive variant of the problem, and a discretization
that exploits a carefully defined lexicographical ordering among schedules.
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moreAbstract
We present an improved wavelet tree construction algorithm and discuss its
applications to a number of rank/select problems for integer keys and strings.
  Given a string of length n over an alphabet of size $\sigma\leq n$, our
method builds the wavelet tree in $O(n \log \sigma/ \sqrt{\log{n}})$ time,
improving upon the state-of-the-art algorithm by a factor of $\sqrt{\log n}$.
As a consequence, given an array of n integers we can construct in $O(n
\sqrt{\log n})$ time a data structure consisting of $O(n)$ machine words and
capable of answering rank/select queries for the subranges of the array in
$O(\log n / \log \log n)$ time. This is a $\log \log n$-factor improvement in
query time compared to Chan and P\u{a}tra\c{s}cu and a $\sqrt{\log n}$-factor
improvement in construction time compared to Brodal et al.
  Next, we switch to stringological context and propose a novel notion of
wavelet suffix trees. For a string w of length n, this data structure occupies
$O(n)$ words, takes $O(n \sqrt{\log n})$ time to construct, and simultaneously
captures the combinatorial structure of substrings of w while enabling
efficient top-down traversal and binary search. In particular, with a wavelet
suffix tree we are able to answer in $O(\log |x|)$ time the following two
natural analogues of rank/select queries for suffixes of substrings: for
substrings x and y of w count the number of suffixes of x that are
lexicographically smaller than y, and for a substring x of w and an integer k,
find the k-th lexicographically smallest suffix of x.
  We further show that wavelet suffix trees allow to compute a
run-length-encoded Burrows-Wheeler transform of a substring x of w in $O(s \log
|x|)$ time, where s denotes the length of the resulting run-length encoding.
This answers a question by Cormode and Muthukrishnan, who considered an
analogous problem for Lempel-Ziv compression.
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moreAbstract
In this work, we examine a generic class of simple distributed
balls-into-bins algorithms. Exploiting the strong concentration bounds that
apply to balls-into-bins games, we provide an iterative method to compute
accurate estimates of the remaining balls and the load distribution after each
round. Each algorithm is classified by (i) the load that bins accept in a given
round, (ii) the number of messages each ball sends in a given round, and (iii)
whether each such message is given a rank expressing the sender's inclination
to commit to the receiving bin (if feasible). This novel ranking mechanism
results in notable improvements, in particular in the number of balls that may
commit to a bin in the first round of the algorithm. Simulations independently
verify the correctness of the results and confirm that our approximation is
highly accurate even for a moderate number of $10^6$ balls and bins.
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whether each such message is given a rank expressing the sender's inclination
to commit to the receiving bin (if feasible). This novel ranking mechanism
results in notable improvements, in particular in the number of balls that may
commit to a bin in the first round of the algorithm. Simulations independently
verify the correctness of the results and confirm that our approximation is
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moreAbstract
A subset $D \subseteq V $of a graph $G = (V, E)$ is a $(1, j)$-set if every
vertex $v \in V \setminus D$ is adjacent to at least $1$ but not more than $j$
vertices in D. The cardinality of a minimum $(1, j)$-set of $G$, denoted as
$\gamma_{(1,j)} (G)$, is called the $(1, j)$-domination number of $G$. Given a
graph $G = (V, E)$ and an integer $k$, the decision version of the $(1, j)$-set
problem is to decide whether $G$ has a $(1, j)$-set of cardinality at most $k$.
In this paper, we first obtain an upper bound on $\gamma_{(1,j)} (G)$ using
probabilistic methods, for bounded minimum and maximum degree graphs. Our bound
is constructive, by the randomized algorithm of Moser and Tardos [MT10], We
also show that the $(1, j)$- set problem is NP-complete for chordal graphs.
Finally, we design two algorithms for finding $\gamma_{(1,j)} (G)$ of a tree
and a split graph, for any fixed $j$, which answers an open question posed in
[CHHM13].
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%X   A subset $D \subseteq V $of a graph $G = (V, E)$ is a $(1, j)$-set if every
vertex $v \in V \setminus D$ is adjacent to at least $1$ but not more than $j$
vertices in D. The cardinality of a minimum $(1, j)$-set of $G$, denoted as
$\gamma_{(1,j)} (G)$, is called the $(1, j)$-domination number of $G$. Given a
graph $G = (V, E)$ and an integer $k$, the decision version of the $(1, j)$-set
problem is to decide whether $G$ has a $(1, j)$-set of cardinality at most $k$.
In this paper, we first obtain an upper bound on $\gamma_{(1,j)} (G)$ using
probabilistic methods, for bounded minimum and maximum degree graphs. Our bound
is constructive, by the randomized algorithm of Moser and Tardos [MT10], We
also show that the $(1, j)$- set problem is NP-complete for chordal graphs.
Finally, we design two algorithms for finding $\gamma_{(1,j)} (G)$ of a tree
and a split graph, for any fixed $j$, which answers an open question posed in
[CHHM13].
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        “Uniformity of Point Samples in Metric Spaces using Gap Ratio,” 2014. [Online]. Available: http://arxiv.org/abs/1411.7819.
    
moreAbstract
Teramoto et al. defined a new measure of uniformity of point distribution
called the \emph{gap ratio} that measures the uniformity of a finite point set
sampled from $\cal S$, a bounded subset of $\mathbb{R}^2$. We attempt to
generalize the definition of this measure over all metric spaces. While they
look at online algorithms minimizing the measure at every instance, wherein the
final size of the sampled set may not be known a priori, we look at instances
in which the final size is known and we wish to minimize the final gap ratio.
We solve optimization related questions about selecting uniform point samples
from metric spaces; the uniformity is measured using gap ratio. We give lower
bounds for specific as well as general instances, prove hardness results on
specific metric spaces, and a general approximation algorithm framework giving
different approximation ratios for different metric spaces.
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called the \emph{gap ratio} that measures the uniformity of a finite point set
sampled from $\cal S$, a bounded subset of $\mathbb{R}^2$. We attempt to
generalize the definition of this measure over all metric spaces. While they
look at online algorithms minimizing the measure at every instance, wherein the
final size of the sampled set may not be known a priori, we look at instances
in which the final size is known and we wish to minimize the final gap ratio.
We solve optimization related questions about selecting uniform point samples
from metric spaces; the uniformity is measured using gap ratio. We give lower
bounds for specific as well as general instances, prove hardness results on
specific metric spaces, and a general approximation algorithm framework giving
different approximation ratios for different metric spaces.
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moreAbstract
A set $D\subseteq V$ is called a $k$-tuple dominating set of a graph
$G=(V,E)$ if $\left| N_G[v] \cap D \right| \geq k$ for all $v \in V$, where
$N_G[v]$ denotes the closed neighborhood of $v$. A set $D \subseteq V$ is
called a liar's dominating set of a graph $G=(V,E)$ if (i) $\left| N_G[v] \cap
D \right| \geq 2$ for all $v\in V$ and (ii) for every pair of distinct vertices
$u, v\in V$, $\left| (N_G[u] \cup N_G[v]) \cap D \right| \geq 3$. Given a graph
$G$, the decision versions of $k$-Tuple Domination Problem and the Liar's
Domination Problem are to check whether there exists a $k$-tuple dominating set
and a liar's dominating set of $G$ of a given cardinality, respectively. These
two problems are known to be NP-complete \cite{LiaoChang2003, Slater2009}. In
this paper, we study the parameterized complexity of these problems. We show
that the $k$-Tuple Domination Problem and the Liar's Domination Problem are
$\mathsf{W}[2]$-hard for general graphs but they admit linear kernels for
graphs with bounded genus.


BibTeX
@online{DBLP:journals/corr/BishnuGP13,
TITLE = {{Linear Kernels for $k$-Tupel and Liar's Domination in Bounded Genus Graphs}},
AUTHOR = {Bishnu, Arijit and Ghosh, Arijit and Paul, Subhabrata},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1309.5461},
EPRINT = {1309.5461},
EPRINTTYPE = {arXiv},
YEAR = {2014},
ABSTRACT = {A set $D\subseteq V$ is called a $k$-tuple dominating set of a graph $G=(V,E)$ if $\left| N_G[v] \cap D \right| \geq k$ for all $v \in V$, where $N_G[v]$ denotes the closed neighborhood of $v$. A set $D \subseteq V$ is called a liar's dominating set of a graph $G=(V,E)$ if (i) $\left| N_G[v] \cap D \right| \geq 2$ for all $v\in V$ and (ii) for every pair of distinct vertices $u, v\in V$, $\left| (N_G[u] \cup N_G[v]) \cap D \right| \geq 3$. Given a graph $G$, the decision versions of $k$-Tuple Domination Problem and the Liar's Domination Problem are to check whether there exists a $k$-tuple dominating set and a liar's dominating set of $G$ of a given cardinality, respectively. These two problems are known to be NP-complete \cite{LiaoChang2003, Slater2009}. In this paper, we study the parameterized complexity of these problems. We show that the $k$-Tuple Domination Problem and the Liar's Domination Problem are $\mathsf{W}[2]$-hard for general graphs but they admit linear kernels for graphs with bounded genus.},
CONTENTS = {Title changed from "Parameterized complexity of k-tuple and liar's domination" to "Linear kernels for k-tuple and liar's domination in bounded genus graphs"},
}

Endnote
%0 Report
%A Bishnu, Arijit
%A Ghosh, Arijit
%A Paul, Subhabrata
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Linear Kernels for k-Tuple and Liar's Domination in Bounded Genus Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-4818-4
%U http://arxiv.org/abs/1309.5461
%D 2014
%8 18.08.2014
%X   A set $D\subseteq V$ is called a $k$-tuple dominating set of a graph
$G=(V,E)$ if $\left| N_G[v] \cap D \right| \geq k$ for all $v \in V$, where
$N_G[v]$ denotes the closed neighborhood of $v$. A set $D \subseteq V$ is
called a liar's dominating set of a graph $G=(V,E)$ if (i) $\left| N_G[v] \cap
D \right| \geq 2$ for all $v\in V$ and (ii) for every pair of distinct vertices
$u, v\in V$, $\left| (N_G[u] \cup N_G[v]) \cap D \right| \geq 3$. Given a graph
$G$, the decision versions of $k$-Tuple Domination Problem and the Liar's
Domination Problem are to check whether there exists a $k$-tuple dominating set
and a liar's dominating set of $G$ of a given cardinality, respectively. These
two problems are known to be NP-complete \cite{LiaoChang2003, Slater2009}. In
this paper, we study the parameterized complexity of these problems. We show
that the $k$-Tuple Domination Problem and the Liar's Domination Problem are
$\mathsf{W}[2]$-hard for general graphs but they admit linear kernels for
graphs with bounded genus.

%K Computer Science, Computational Complexity, cs.CC,Computer Science, Data Structures and Algorithms, cs.DS, 
%Z Title changed from "Parameterized complexity of k-tuple and liar's  domination" to "Linear kernels for k-tuple and liar's domination in bounded  genus graphs"




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        1026
    
                Conference paper
            
D1


        M. Bläser and G. Jindal
    

        “A New Deterministic Algorithm for Sparse Multivariate Polynomial Interpolation,” in ISSAC 2014, 39th International Symposium on Symbolic and Algebraic Computation, Kobe, Japan, 2014.
    
moreBibTeX
@inproceedings{DBLP:conf/issac/BlaserJ14,
TITLE = {A New Deterministic Algorithm for Sparse Multivariate Polynomial Interpolation},
AUTHOR = {Bl{\"a}ser, Markus and Jindal, Gorav},
LANGUAGE = {eng},
ISBN = {978-1-4503-2501-1},
DOI = {10.1145/2608628.2608648},
PUBLISHER = {ACM},
YEAR = {2014},
DATE = {2014},
BOOKTITLE = {ISSAC 2014, 39th International Symposium on Symbolic and Algebraic Computation},
EDITOR = {Nabeshima, Katsusuke},
PAGES = {51--58},
ADDRESS = {Kobe, Japan},
}

Endnote
%0 Conference Proceedings
%A Bl&#228;ser, Markus
%A Jindal, Gorav
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A New Deterministic Algorithm for Sparse Multivariate Polynomial Interpolation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-45A3-2
%R 10.1145/2608628.2608648
%D 2014
%B 39th International Symposium on Symbolic and Algebraic Computation
%Z date of event: 2014-07-23 - 2014-07-25
%C Kobe, Japan
%B ISSAC 2014
%E Nabeshima, Katsusuke
%P 51 - 58
%I ACM
%@ 978-1-4503-2501-1




	DOI
	PuRe
	BibTeX

	


        1027
    
                Paper
            
D1


        J.-D. Boissonnat, R. Dyer, A. Ghosh, and S. Y. Oudot
    

        “Only Distances are Required to Reconstruct Submanifolds,” 2014. [Online]. Available: http://arxiv.org/abs/1410.7012.
    
moreAbstract
In this paper, we give the first algorithm that outputs a faithful
reconstruction of a submanifold of Euclidean space without maintaining or even
constructing complicated data structures such as Voronoi diagrams or Delaunay
complexes. Our algorithm uses the witness complex and relies on the stability
of power protection, a notion introduced in this paper. The complexity of the
algorithm depends exponentially on the intrinsic dimension of the manifold,
rather than the dimension of ambient space, and linearly on the dimension of
the ambient space. Another interesting feature of this work is that no explicit
coordinates of the points in the point sample is needed. The algorithm only
needs the distance matrix as input, i.e., only distance between points in the
point sample as input.
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moreAbstract
The Steiner Multicut problem asks, given an undirected graph G, terminals
sets T1,...,Tt $\subseteq$ V(G) of size at most p, and an integer k, whether
there is a set S of at most k edges or nodes s.t. of each set Ti at least one
pair of terminals is in different connected components of G \ S. This problem
generalizes several graph cut problems, in particular the Multicut problem (the
case p = 2), which is fixed-parameter tractable for the parameter k [Marx and
Razgon, Bousquet et al., STOC 2011].
  We provide a dichotomy of the parameterized complexity of Steiner Multicut.
That is, for any combination of k, t, p, and the treewidth tw(G) as constant,
parameter, or unbounded, and for all versions of the problem (edge deletion and
node deletion with and without deletable terminals), we prove either that the
problem is fixed-parameter tractable or that the problem is hard (W[1]-hard or
even (para-)NP-complete). We highlight that:
  - The edge deletion version of Steiner Multicut is fixed-parameter tractable
for the parameter k+t on general graphs (but has no polynomial kernel, even on
trees). The algorithm relies on several new structural lemmas, which decompose
the Steiner cut into important separators and minimal s-t cuts, and which only
hold for the edge deletion version of the problem.
  - In contrast, both node deletion versions of Steiner Multicut are W[1]-hard
for the parameter k+t on general graphs.
  - All versions of Steiner Multicut are W[1]-hard for the parameter k, even
when p=3 and the graph is a tree plus one node. Hence, the results of Marx and
Razgon, and Bousquet et al. do not generalize to Steiner Multicut.
  Since we allow k, t, p, and tw(G) to be any constants, our characterization
includes a dichotomy for Steiner Multicut on trees (for tw(G) = 1), and a
polynomial time versus NP-hardness dichotomy (by restricting k,t,p,tw(G) to
constant or unbounded).
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moreAbstract
The Fr\'echet distance is a well-studied and very popular measure of
similarity of two curves. The best known algorithms have quadratic time
complexity, which has recently been shown to be optimal assuming the Strong
Exponential Time Hypothesis (SETH) [Bringmann FOCS'14].
  To overcome the worst-case quadratic time barrier, restricted classes of
curves have been studied that attempt to capture realistic input curves. The
most popular such class are c-packed curves, for which the Fr\'echet distance
has a $(1+\epsilon)$-approximation in time $\tilde{O}(c n /\epsilon)$ [Driemel
et al. DCG'12]. In dimension $d \ge 5$ this cannot be improved to
$O((cn/\sqrt{\epsilon})^{1-\delta})$ for any $\delta > 0$ unless SETH fails
[Bringmann FOCS'14].
  In this paper, exploiting properties that prevent stronger lower bounds, we
present an improved algorithm with runtime $\tilde{O}(cn/\sqrt{\epsilon})$.
This is optimal in high dimensions apart from lower order factors unless SETH
fails. Our main new ingredients are as follows: For filling the classical
free-space diagram we project short subcurves onto a line, which yields
one-dimensional separated curves with roughly the same pairwise distances
between vertices. Then we tackle this special case in near-linear time by
carefully extending a greedy algorithm for the Fr\'echet distance of
one-dimensional separated curves.
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This is optimal in high dimensions apart from lower order factors unless SETH
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one-dimensional separated curves with roughly the same pairwise distances
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moreAbstract
The Frechet distance is a well-studied and very popular measure of similarity
of two curves. Many variants and extensions have been studied since Alt and
Godau introduced this measure to computational geometry in 1991. Their original
algorithm to compute the Frechet distance of two polygonal curves with n
vertices has a runtime of O(n^2 log n). More than 20 years later, the state of
the art algorithms for most variants still take time more than O(n^2 / log n),
but no matching lower bounds are known, not even under reasonable complexity
theoretic assumptions. 
 To obtain a conditional lower bound, in this paper we assume the Strong
Exponential Time Hypothesis or, more precisely, that there is no
O*((2-delta)^N) algorithm for CNF-SAT for any delta > 0. Under this assumption
we show that the Frechet distance cannot be computed in strongly subquadratic
time, i.e., in time O(n^{2-delta}) for any delta > 0. This means that finding
faster algorithms for the Frechet distance is as hard as finding faster CNF-SAT
algorithms, and the existence of a strongly subquadratic algorithm can be
considered unlikely.
  Our result holds for both the continuous and the discrete Frechet distance.
We extend the main result in various directions. Based on the same assumption
we (1) show non-existence of a strongly subquadratic 1.001-approximation, (2)
present tight lower bounds in case the numbers of vertices of the two curves
are imbalanced, and (3) examine realistic input assumptions (c-packed curves).
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vertices has a runtime of O(n^2 log n). More than 20 years later, the state of
the art algorithms for most variants still take time more than O(n^2 / log n),
but no matching lower bounds are known, not even under reasonable complexity
theoretic assumptions. 
 To obtain a conditional lower bound, in this paper we assume the Strong
Exponential Time Hypothesis or, more precisely, that there is no
O*((2-delta)^N) algorithm for CNF-SAT for any delta > 0. Under this assumption
we show that the Frechet distance cannot be computed in strongly subquadratic
time, i.e., in time O(n^{2-delta}) for any delta > 0. This means that finding
faster algorithms for the Frechet distance is as hard as finding faster CNF-SAT
algorithms, and the existence of a strongly subquadratic algorithm can be
considered unlikely.
  Our result holds for both the continuous and the discrete Frechet distance.
We extend the main result in various directions. Based on the same assumption
we (1) show non-existence of a strongly subquadratic 1.001-approximation, (2)
present tight lower bounds in case the numbers of vertices of the two curves
are imbalanced, and (3) examine realistic input assumptions (c-packed curves).
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moreAbstract
We study a natural process for allocating m balls into n bins that are
organized as the vertices of an undirected graph G. Balls arrive one at a time.
When a ball arrives, it first chooses a vertex u in G uniformly at random. Then
the ball performs a local search in G starting from u until it reaches a vertex
with local minimum load, where the ball is finally placed on. Then the next
ball arrives and this procedure is repeated. For the case m = n, we give an
upper bound for the maximum load on graphs with bounded degrees. We also
propose the study of the cover time of this process, which is defined as the
smallest m so that every bin has at least one ball allocated to it. We
establish an upper bound for the cover time on graphs with bounded degrees. Our
bounds for the maximum load and the cover time are tight when the graph is
transitive or sufficiently homogeneous. We also give upper bounds for the
maximum load when m > n.
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moreAbstract
The study of graph products is a major research topic and typically concerns
the term $f(G*H)$, e.g., to show that $f(G*H)=f(G)f(H)$. In this paper, we
study graph products in a non-standard form $f(R[G*H]$ where $R$ is a
"reduction", a transformation of any graph into an instance of an intended
optimization problem. We resolve some open problems as applications.
  (1) A tight $n^{1-\epsilon}$-approximation hardness for the minimum
consistent deterministic finite automaton (DFA) problem, where $n$ is the
sample size. Due to Board and Pitt [Theoretical Computer Science 1992], this
implies the hardness of properly learning DFAs assuming $NP\neq RP$ (the
weakest possible assumption).
  (2) A tight $n^{1/2-\epsilon}$ hardness for the edge-disjoint paths (EDP)
problem on directed acyclic graphs (DAGs), where $n$ denotes the number of
vertices.
  (3) A tight hardness of packing vertex-disjoint $k$-cycles for large $k$.
  (4) An alternative (and perhaps simpler) proof for the hardness of properly
learning DNF, CNF and intersection of halfspaces [Alekhnovich et al., FOCS 2004
and J. Comput.Syst.Sci. 2008].
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moreAbstract
We consider the online resource minimization problem in which jobs with hard
deadlines arrive online over time at their release dates. The task is to
determine a feasible schedule on a minimum number of machines. We rigorously
study this problem and derive various algorithms with small constant
competitive ratios for interesting restricted problem variants. As the most
important special case, we consider scheduling jobs with agreeable deadlines.
We provide the first constant ratio competitive algorithm for the
non-preemptive setting, which is of particular interest with regard to the
known strong lower bound of n for the general problem. For the preemptive
setting, we show that the natural algorithm LLF achieves a constant ratio for
agreeable jobs, while for general jobs it has a lower bound of Omega(n^(1/3)).
We also give an O(log n)-competitive algorithm for the general preemptive
problem, which improves upon the known O(p_max/p_min)-competitive algorithm.
Our algorithm maintains a dynamic partition of the job set into loose and tight
jobs and schedules each (temporal) subset individually on separate sets of
machines. The key is a characterization of how the decrease in the relative
laxity of jobs influences the optimum number of machines. To achieve this we
derive a compact expression of the optimum value, which might be of independent
interest. We complement the general algorithmic result by showing lower bounds
that rule out that other known algorithms may yield a similar performance
guarantee.
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agreeable jobs, while for general jobs it has a lower bound of Omega(n^(1/3)).
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moreAbstract
We introduce the notion of t-restricted doubling dimension of a point set in
Euclidean space as the local intrinsic dimension up to scale t. In many
applications information is only relevant for a fixed range of scales. We
present an algorithm to construct a hierarchical net-tree up to scale t which
we denote as the net-forest. We present a method based on Locality Sensitive
Hashing to compute all near neighbours of points within a certain distance. Our
construction of the net-forest is probabilistic, and we guarantee that with
high probability, the net-forest is supplemented with the correct neighbouring
information. We apply our net-forest construction scheme to create an
approximate Cech complex up to a fixed scale; and its complexity depends on the
local intrinsic dimension up to that scale.
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moreAbstract
The Art Gallery Problem is one of the most well-known problems in
Computational Geometry, with a rich history in the study of algorithms,
complexity, and variants. Recently there has been a surge in experimental work
on the problem. In this survey, we describe this work, show the chronology of
developments, and compare current algorithms, including two unpublished
versions, in an exhaustive experiment. Furthermore, we show what core
algorithmic ingredients have led to recent successes.


BibTeX
@online{rsfhkt-eag-14,
TITLE = {Engineering Art Galleries},
AUTHOR = {de Rezende, Pedro J. and de Souza, Cid C. and Friedrichs, Stephan and Hemmer, Michael and Kr{\"o}ller, Alexander and Tozoni, Davi C.},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1410.8720},
EPRINT = {1410.8720},
EPRINTTYPE = {arXiv},
YEAR = {2014},
ABSTRACT = {The Art Gallery Problem is one of the most well-known problems in Computational Geometry, with a rich history in the study of algorithms, complexity, and variants. Recently there has been a surge in experimental work on the problem. In this survey, we describe this work, show the chronology of developments, and compare current algorithms, including two unpublished versions, in an exhaustive experiment. Furthermore, we show what core algorithmic ingredients have led to recent successes.},
}

Endnote
%0 Report
%A de Rezende, Pedro J.
%A de Souza, Cid C.
%A Friedrichs, Stephan
%A Hemmer, Michael
%A Kr&#246;ller, Alexander
%A Tozoni, Davi C.
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Engineering Art Galleries : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-43B6-8
%U http://arxiv.org/abs/1410.8720
%D 2014
%X   The Art Gallery Problem is one of the most well-known problems in
Computational Geometry, with a rich history in the study of algorithms,
complexity, and variants. Recently there has been a surge in experimental work
on the problem. In this survey, we describe this work, show the chronology of
developments, and compare current algorithms, including two unpublished
versions, in an exhaustive experiment. Furthermore, we show what core
algorithmic ingredients have led to recent successes.

%K Computer Science, Computational Geometry, cs.CG




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        1062
    
                Conference paper
            
D1


        V. Diekert, A. Jeż, and W. Plandowski
    

        “Finding All Solutions of Equations in Free Groups and Monoids with Involution,” in Computer Science - Theory and Applications (CSR 2014), Moscow, Russia, 2014.
    
moreAbstract
The aim of this paper is to 
describe the set of all solutions of equations in free groups and monoids 
with involution in the presence of 
rational constraints. This became possible due to the recently invented 
recompression technique of the second author.
He successfully applied the recompression technique for pure word equations 
without involution or rational constraints. In particular, his method could not 
be used as a black box for free groups (even without rational constraints). 
Actually, the presence of an involution (inverse elements) and rational 
constraints complicates the situation and some additional analysis is 
necessary. Still, the recompression technique is powerful enough to simplify 
proofs for many existing results in the literature. In particular, it 
simplifies proofs that solving word equations is in PSPACE (Plandowski 1999) 
and the corresponding result for equations in free groups with rational 
constraints
(Diekert, Hagenah and Gutiérrez 2001). As a byproduct we obtain a direct 
proof that it is
decidable whether or not the solution set is finite.
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moreAbstract
Randomized search heuristics such as evolutionary algorithms, simulated 
annealing, and ant colony optimization are a broadly used class of 
general-purpose algorithms. Analyzing them via classical methods of theoretical 
computer science is a growing field. 
While several strong runtime analysis results have appeared in the last 20 
years, a powerful complexity theory for such algorithms is yet to be developed. 
We enrich the existing notions of black-box complexity by the additional 
restriction that not the actual objective values, but only the relative quality 
of the previously evaluated solutions may be taken into account by the 
black-box algorithm. Many randomized search heuristics belong to this class of 
algorithms. 
 
We show that the new ranking-based model can give more realistic complexity 
estimates. The class of all binary-value functions has a black-box complexity 
of O(\log n) in the previous black-box models, but has a ranking-based 
complexity of \Theta(n). 
 
On the other hand, for the class of all \onemax functions, we present a 
ranking-based black-box algorithm that has a runtime of \Theta(n / \log n), 
which shows that the \onemax problem does not become harder with the additional 
ranking-basedness restriction.
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moreAbstract
In this book chapter we survey known approaches and algorithms to compute 
discrepancy measures of 
point sets. After providing an introduction which puts the calculation of 
discrepancy measures in a more general
context, we focus on the geometric discrepancy measures for which computation 
algorithms have been designed.
In particular, we explain methods to determine L_2-discrepancies and 
approaches to tackle
the inherently difficult problem to calculate the star discrepancy of given 
sample sets. 
We also discuss in more detail three applications of algorithms to approximate 
discrepancies.
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moreAbstract
We prove a size-sensitive version of Haussler's Packing
lemma~\cite{Haussler92spherepacking} for set-systems with bounded primal
shatter dimension, which have an additional {\em size-sensitive property}. This
answers a question asked by Ezra~\cite{Ezra-sizesendisc-soda-14}. We also
partially address another point raised by Ezra regarding overcounting of sets
in her chaining procedure. As a consequence of these improvements, we get an
improvement on the size-sensitive discrepancy bounds for set systems with the
above property. Improved bounds on the discrepancy for these special set
systems also imply an improvement in the sizes of {\em relative $(\varepsilon,
\delta)$-approximations} and $(\nu, \alpha)$-samples.
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partially address another point raised by Ezra regarding overcounting of sets
in her chaining procedure. As a consequence of these improvements, we get an
improvement on the size-sensitive discrepancy bounds for set systems with the
above property. Improved bounds on the discrepancy for these special set
systems also imply an improvement in the sizes of {\em relative $(\varepsilon,
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        “Combinatorics of Finite Abelian Groups and Weil Representations,” 2014. [Online]. Available: http://arxiv.org/abs/1010.3528.
    
moreAbstract
The Weil representation of the symplectic group associated to a finite
abelian group of odd order is shown to have a multiplicity-free decomposition.
When the abelian group is p-primary, the irreducible representations occurring
in the Weil representation are parametrized by a partially ordered set which is
independent of p. As p varies, the dimension of the irreducible representation
corresponding to each parameter is shown to be a polynomial in p which is
calculated explicitly. The commuting algebra of the Weil representation has a
basis indexed by another partially ordered set which is independent of p. The
expansions of the projection operators onto the irreducible invariant subspaces
in terms of this basis are calculated. The coefficients are again polynomials
in p. These results remain valid in the more general setting of finitely
generated torsion modules over a Dedekind domain.
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independent of p. As p varies, the dimension of the irreducible representation
corresponding to each parameter is shown to be a polynomial in p which is
calculated explicitly. The commuting algebra of the Weil representation has a
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in terms of this basis are calculated. The coefficients are again polynomials
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        K. Elbassioni, K. Makino, K. Mehlhorn, and F. Ramezani
    

        “On Randomized Fictitious Play for Approximating Saddle Points Over Convex Sets,” 2014. [Online]. Available: http://arxiv.org/abs/1301.5290.
    
moreAbstract
Given two bounded convex sets $X\subseteq\RR^m$ and $Y\subseteq\RR^n,$
specified by membership oracles, and a continuous convex-concave function
$F:X\times Y\to\RR$, we consider the problem of computing an $\eps$-approximate
saddle point, that is, a pair $(x^*,y^*)\in X\times Y$ such that $\sup_{y\in Y}
F(x^*,y)\le \inf_{x\in
  X}F(x,y^*)+\eps.$ Grigoriadis and Khachiyan (1995) gave a simple randomized
variant of fictitious play for computing an $\eps$-approximate saddle point for
matrix games, that is, when $F$ is bilinear and the sets $X$ and $Y$ are
simplices. In this paper, we extend their method to the general case. In
particular, we show that, for functions of constant "width", an
$\eps$-approximate saddle point can be computed using
$O^*(\frac{(n+m)}{\eps^2}\ln R)$ random samples from log-concave distributions
over the convex sets $X$ and $Y$. It is assumed that $X$ and $Y$ have inscribed
balls of radius $1/R$ and circumscribing balls of radius $R$. As a consequence,
we obtain a simple randomized polynomial-time algorithm that computes such an
approximation faster than known methods for problems with bounded width and
when $\eps \in (0,1)$ is a fixed, but arbitrarily small constant. Our main tool
for achieving this result is the combination of the randomized fictitious play
with the recently developed results on sampling from convex sets.
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matrix games, that is, when $F$ is bilinear and the sets $X$ and $Y$ are
simplices. In this paper, we extend their method to the general case. In
particular, we show that, for functions of constant "width", an
$\eps$-approximate saddle point can be computed using
$O^*(\frac{(n+m)}{\eps^2}\ln R)$ random samples from log-concave distributions
over the convex sets $X$ and $Y$. It is assumed that $X$ and $Y$ have inscribed
balls of radius $1/R$ and circumscribing balls of radius $R$. As a consequence,
we obtain a simple randomized polynomial-time algorithm that computes such an
approximation faster than known methods for problems with bounded width and
when $\eps \in (0,1)$ is a fixed, but arbitrarily small constant. Our main tool
for achieving this result is the combination of the randomized fictitious play
with the recently developed results on sampling from convex sets.
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        “Towards More Practical Linear Programming-based Techniques for Algorithmic Mechanism Design,” 2014. [Online]. Available: http://arxiv.org/abs/1408.1577.
    
moreAbstract
R. Lavy and C. Swamy (FOCS 2005, J. ACM 2011) introduced a general method for
obtaining truthful-in-expectation mechanisms from linear programming based
approximation algorithms. Due to the use of the Ellipsoid method, a direct
implementation of the method is unlikely to be efficient in practice. We
propose to use the much simpler and usually faster multiplicative weights
update method instead. The simplification comes at the cost of slightly weaker
approximation and truthfulness guarantees.
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%X   R. Lavy and C. Swamy (FOCS 2005, J. ACM 2011) introduced a general method for
obtaining truthful-in-expectation mechanisms from linear programming based
approximation algorithms. Due to the use of the Ellipsoid method, a direct
implementation of the method is unlikely to be efficient in practice. We
propose to use the much simpler and usually faster multiplicative weights
update method instead. The simplification comes at the cost of slightly weaker
approximation and truthfulness guarantees.
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moreAbstract
We consider a variant of the Art Gallery Problem, where a polygonal region is
to be covered with light sources, with light fading over distance. We describe
two practical algorithms, one based on a discrete approximation, and another
based on nonlinear programming by means of simplex partitioning strategies. For
the case where the light positions are given, we describe a fully
polynomial-time approximation scheme. For both algorithms we present an
experimental evaluation.
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moreAbstract
We show FIXP-hardness of computing equilibria in Arrow-Debreu exchange
markets under Leontief utility functions, and Arrow-Debreu markets under linear
utility functions and Leontief production sets, thereby settling these open
questions (Vazirani and Yannakakis, 2009). As corollaries, we obtain
FIXP-hardness for piecewise-linear concave (PLC) utilities and for Arrow-Debreu
markets under linear utility functions and polyhedral production sets. In all
cases, as required under FIXP, the set of instances mapped onto will admit
equilibria, i.e., will be "yes" instances. If all instances are under
consideration, then in all cases we prove that the problem of deciding if a
given instance admits an equilibrium is ETR-complete, where ETR is the class
Existential Theory of Reals.
  As a consequence of the results stated above, and the fact that membership in
FIXP has been established for PLC utilities, the entire computational
difficulty of Arrow-Debreu markets under PLC utility functions lies in the
Leontief utility subcase. This is perhaps the most unexpected aspect of our
result, since Leontief utilities are meant for the case that goods are perfect
complements, whereas PLC utilities are very general, capturing not only the
cases when goods are complements and substitutes, but also arbitrary
combinations of these and much more.
  The main technical part of our result is the following reduction: Given a set
'S' of simultaneous multivariate polynomial equations in which the variables
are constrained to be in a closed bounded region in the positive orthant, we
construct a Leontief exchange market 'M' which has one good corresponding to
each variable in 'S'. We prove that the equilibria of 'M', when projected onto
prices of these latter goods, are in one-to-one correspondence with the set of
solutions of the polynomials. This reduction is related to a classic result of
Sonnenschein (1972-73).
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equilibria, i.e., will be "yes" instances. If all instances are under
consideration, then in all cases we prove that the problem of deciding if a
given instance admits an equilibrium is ETR-complete, where ETR is the class
Existential Theory of Reals.
  As a consequence of the results stated above, and the fact that membership in
FIXP has been established for PLC utilities, the entire computational
difficulty of Arrow-Debreu markets under PLC utility functions lies in the
Leontief utility subcase. This is perhaps the most unexpected aspect of our
result, since Leontief utilities are meant for the case that goods are perfect
complements, whereas PLC utilities are very general, capturing not only the
cases when goods are complements and substitutes, but also arbitrary
combinations of these and much more.
  The main technical part of our result is the following reduction: Given a set
'S' of simultaneous multivariate polynomial equations in which the variables
are constrained to be in a closed bounded region in the positive orthant, we
construct a Leontief exchange market 'M' which has one good corresponding to
each variable in 'S'. We prove that the equilibria of 'M', when projected onto
prices of these latter goods, are in one-to-one correspondence with the set of
solutions of the polynomials. This reduction is related to a classic result of
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moreAbstract
In this paper we consider various encoding problems for range queries on
arrays. In these problems, the goal is that the encoding occupies the
information theoretic minimum space required to answer a particular set of
range queries. Given an array $A[1..n]$ a range top-$k$ query on an arbitrary
range $[i,j] \subseteq [1,n]$ asks us to return the ordered set of indices
$\{l_1 ,...,l_k \}$ such that $A[l_m]$ is the $m$-th largest element in
$A[i..j]$. We present optimal encodings for range top-$k$ queries, as well as
for a new problem which we call range min-max, in which the goal is to return
the indices of both the minimum and maximum element in a range.
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moreAbstract
Given an array A containing arbitrary (positive and negative) numbers, we
consider the problem of supporting range maximum-sum segment queries on A:
i.e., given an arbitrary range [i,j], return the subrange [i' ,j' ] \subseteq
[i,j] such that the sum of the numbers in A[i'..j'] is maximized. Chen and Chao
[Disc. App. Math. 2007] presented a data structure for this problem that
occupies {\Theta}(n) words, can be constructed in {\Theta}(n) time, and
supports queries in {\Theta}(1) time. Our first result is that if only the
indices [i',j'] are desired (rather than the maximum sum achieved in that
subrange), then it is possible to reduce the space to {\Theta}(n) bits,
regardless the numbers stored in A, while retaining the same construction and
query time. We also improve the best known space lower bound for any data
structure that supports range maximum-sum segment queries from n bits to
1.89113n - {\Theta}(lg n) bits, for sufficiently large values of n. Finally, we
provide a new application of this data structure which simplifies a previously
known linear time algorithm for finding k-covers: i.e., given an array A of n
numbers and a number k, find k disjoint subranges [i_1 ,j_1 ],...,[i_k ,j_k ],
such that the total sum of all the numbers in the subranges is maximized.
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%X   Given an array A containing arbitrary (positive and negative) numbers, we
consider the problem of supporting range maximum-sum segment queries on A:
i.e., given an arbitrary range [i,j], return the subrange [i' ,j' ] \subseteq
[i,j] such that the sum of the numbers in A[i'..j'] is maximized. Chen and Chao
[Disc. App. Math. 2007] presented a data structure for this problem that
occupies {\Theta}(n) words, can be constructed in {\Theta}(n) time, and
supports queries in {\Theta}(1) time. Our first result is that if only the
indices [i',j'] are desired (rather than the maximum sum achieved in that
subrange), then it is possible to reduce the space to {\Theta}(n) bits,
regardless the numbers stored in A, while retaining the same construction and
query time. We also improve the best known space lower bound for any data
structure that supports range maximum-sum segment queries from n bits to
1.89113n - {\Theta}(lg n) bits, for sufficiently large values of n. Finally, we
provide a new application of this data structure which simplifies a previously
known linear time algorithm for finding k-covers: i.e., given an array A of n
numbers and a number k, find k disjoint subranges [i_1 ,j_1 ],...,[i_k ,j_k ],
such that the total sum of all the numbers in the subranges is maximized.
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moreAbstract
An approximate sparse recovery system in $\ell_1$ norm consists of parameters
$k$, $\epsilon$, $N$, an $m$-by-$N$ measurement $\Phi$, and a recovery
algorithm, $\mathcal{R}$. Given a vector, $\mathbf{x}$, the system approximates
$x$ by $\widehat{\mathbf{x}} = \mathcal{R}(\Phi\mathbf{x})$, which must satisfy
$\|\widehat{\mathbf{x}}-\mathbf{x}\|_1 \leq
(1+\epsilon)\|\mathbf{x}-\mathbf{x}_k\|_1$. We consider the 'for all' model, in
which a single matrix $\Phi$, possibly 'constructed' non-explicitly using the
probabilistic method, is used for all signals $\mathbf{x}$. The best existing
sublinear algorithm by Porat and Strauss (SODA'12) uses $O(\epsilon^{-3}
k\log(N/k))$ measurements and runs in time $O(k^{1-\alpha}N^\alpha)$ for any
constant $\alpha > 0$.
  In this paper, we improve the number of measurements to $O(\epsilon^{-2} k
\log(N/k))$, matching the best existing upper bound (attained by super-linear
algorithms), and the runtime to $O(k^{1+\beta}\textrm{poly}(\log
N,1/\epsilon))$, with a modest restriction that $\epsilon \leq (\log k/\log
N)^{\gamma}$, for any constants $\beta,\gamma > 0$. When $k\leq \log^c N$ for
some $c>0$, the runtime is reduced to $O(k\textrm{poly}(N,1/\epsilon))$. With
no restrictions on $\epsilon$, we have an approximation recovery system with $m
= O(k/\epsilon \log(N/k)((\log N/\log k)^\gamma + 1/\epsilon))$ measurements.
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%X   An approximate sparse recovery system in $\ell_1$ norm consists of parameters
$k$, $\epsilon$, $N$, an $m$-by-$N$ measurement $\Phi$, and a recovery
algorithm, $\mathcal{R}$. Given a vector, $\mathbf{x}$, the system approximates
$x$ by $\widehat{\mathbf{x}} = \mathcal{R}(\Phi\mathbf{x})$, which must satisfy
$\|\widehat{\mathbf{x}}-\mathbf{x}\|_1 \leq
(1+\epsilon)\|\mathbf{x}-\mathbf{x}_k\|_1$. We consider the 'for all' model, in
which a single matrix $\Phi$, possibly 'constructed' non-explicitly using the
probabilistic method, is used for all signals $\mathbf{x}$. The best existing
sublinear algorithm by Porat and Strauss (SODA'12) uses $O(\epsilon^{-3}
k\log(N/k))$ measurements and runs in time $O(k^{1-\alpha}N^\alpha)$ for any
constant $\alpha > 0$.
  In this paper, we improve the number of measurements to $O(\epsilon^{-2} k
\log(N/k))$, matching the best existing upper bound (attained by super-linear
algorithms), and the runtime to $O(k^{1+\beta}\textrm{poly}(\log
N,1/\epsilon))$, with a modest restriction that $\epsilon \leq (\log k/\log
N)^{\gamma}$, for any constants $\beta,\gamma > 0$. When $k\leq \log^c N$ for
some $c>0$, the runtime is reduced to $O(k\textrm{poly}(N,1/\epsilon))$. With
no restrictions on $\epsilon$, we have an approximation recovery system with $m
= O(k/\epsilon \log(N/k)((\log N/\log k)^\gamma + 1/\epsilon))$ measurements.
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moreAbstract
The Induced Disjoint Paths problem is to test whether a graph G with k
distinct pairs of vertices (s_i,t_i) contains paths P_1,...,P_k such that P_i
connects s_i and t_i for i=1,...,k, and P_i and P_j have neither common
vertices nor adjacent vertices (except perhaps their ends) for 1<=i < j<=k. We
present a linear-time algorithm for Induced Disjoint Paths on circular-arc
graphs. For interval graphs, we exhibit a linear-time algorithm for the
generalization of Induced Disjoint Paths where the pairs (s_i,t_i) are not
necessarily distinct.
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%X   The Induced Disjoint Paths problem is to test whether a graph G with k
distinct pairs of vertices (s_i,t_i) contains paths P_1,...,P_k such that P_i
connects s_i and t_i for i=1,...,k, and P_i and P_j have neither common
vertices nor adjacent vertices (except perhaps their ends) for 1<=i < j<=k. We
present a linear-time algorithm for Induced Disjoint Paths on circular-arc
graphs. For interval graphs, we exhibit a linear-time algorithm for the
generalization of Induced Disjoint Paths where the pairs (s_i,t_i) are not
necessarily distinct.
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moreAbstract
By the Riemann-mapping theorem, one can bijectively map the interior of an
$n$-gon $P$ to that of another $n$-gon $Q$ conformally. However, (the boundary
extension of) this mapping need not necessarily map the vertices of $P$ to
those $Q$. In this case, one wants to find the ``best" mapping between these
polygons, i.e., one that minimizes the maximum angle distortion (the
dilatation) over \textit{all} points in $P$. From complex analysis such maps
are known to exist and are unique. They are called extremal quasiconformal
maps, or Teichm\"{u}ller maps.
  Although there are many efficient ways to compute or approximate conformal
maps, there is currently no such algorithm for extremal quasiconformal maps.
This paper studies the problem of computing extremal quasiconformal maps both
in the continuous and discrete settings.
  We provide the first constructive method to obtain the extremal
quasiconformal map in the continuous setting. Our construction is via an
iterative procedure that is proven to converge quickly to the unique extremal
map. To get to within $\epsilon$ of the dilatation of the extremal map, our
method uses $O(1/\epsilon^{4})$ iterations. Every step of the iteration
involves convex optimization and solving differential equations, and guarantees
a decrease in the dilatation. Our method uses a reduction of the polygon
mapping problem to that of the punctured sphere problem, thus solving a more
general problem.
  We also discretize our procedure. We provide evidence for the fact that the
discrete procedure closely follows the continuous construction and is therefore
expected to converge quickly to a good approximation of the extremal
quasiconformal map.
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ABSTRACT = {By the Riemann-mapping theorem, one can bijectively map the interior of an $n$-gon $P$ to that of another $n$-gon $Q$ conformally. However, (the boundary extension of) this mapping need not necessarily map the vertices of $P$ to those $Q$. In this case, one wants to find the ``best" mapping between these polygons, i.e., one that minimizes the maximum angle distortion (the dilatation) over \textit{all} points in $P$. From complex analysis such maps are known to exist and are unique. They are called extremal quasiconformal maps, or Teichm\"{u}ller maps. Although there are many efficient ways to compute or approximate conformal maps, there is currently no such algorithm for extremal quasiconformal maps. This paper studies the problem of computing extremal quasiconformal maps both in the continuous and discrete settings. We provide the first constructive method to obtain the extremal quasiconformal map in the continuous setting. Our construction is via an iterative procedure that is proven to converge quickly to the unique extremal map. To get to within $\epsilon$ of the dilatation of the extremal map, our method uses $O(1/\epsilon^{4})$ iterations. Every step of the iteration involves convex optimization and solving differential equations, and guarantees a decrease in the dilatation. Our method uses a reduction of the polygon mapping problem to that of the punctured sphere problem, thus solving a more general problem. We also discretize our procedure. We provide evidence for the fact that the discrete procedure closely follows the continuous construction and is therefore expected to converge quickly to a good approximation of the extremal quasiconformal map.},
}

Endnote
%0 Report
%A Goswami, Mayank
%A Gu, Xianfeng
%A Pingali, Vamsi P.
%A Telang, Gaurish
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Computing Teichm&#252;ller Maps between Polygons : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-4581-E
%U http://arxiv.org/abs/1401.6395
%D 2014
%8 24.01.2014
%X   By the Riemann-mapping theorem, one can bijectively map the interior of an
$n$-gon $P$ to that of another $n$-gon $Q$ conformally. However, (the boundary
extension of) this mapping need not necessarily map the vertices of $P$ to
those $Q$. In this case, one wants to find the ``best" mapping between these
polygons, i.e., one that minimizes the maximum angle distortion (the
dilatation) over \textit{all} points in $P$. From complex analysis such maps
are known to exist and are unique. They are called extremal quasiconformal
maps, or Teichm\"{u}ller maps.
  Although there are many efficient ways to compute or approximate conformal
maps, there is currently no such algorithm for extremal quasiconformal maps.
This paper studies the problem of computing extremal quasiconformal maps both
in the continuous and discrete settings.
  We provide the first constructive method to obtain the extremal
quasiconformal map in the continuous setting. Our construction is via an
iterative procedure that is proven to converge quickly to the unique extremal
map. To get to within $\epsilon$ of the dilatation of the extremal map, our
method uses $O(1/\epsilon^{4})$ iterations. Every step of the iteration
involves convex optimization and solving differential equations, and guarantees
a decrease in the dilatation. Our method uses a reduction of the polygon
mapping problem to that of the punctured sphere problem, thus solving a more
general problem.
  We also discretize our procedure. We provide evidence for the fact that the
discrete procedure closely follows the continuous construction and is therefore
expected to converge quickly to a good approximation of the extremal
quasiconformal map.
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moreAbstract
This paper studies the \emph{$\varepsilon$-approximate range emptiness}
problem, where the task is to represent a set $S$ of $n$ points from
$\{0,\ldots,U-1\}$ and answer emptiness queries of the form "$[a ; b]\cap S
\neq \emptyset$ ?" with a probability of \emph{false positives} allowed. This
generalizes the functionality of \emph{Bloom filters} from single point queries
to any interval length $L$. Setting the false positive rate to $\varepsilon/L$
and performing $L$ queries, Bloom filters yield a solution to this problem with
space $O(n \lg(L/\varepsilon))$ bits, false positive probability bounded by
$\varepsilon$ for intervals of length up to $L$, using query time $O(L
\lg(L/\varepsilon))$. Our first contribution is to show that the space/error
trade-off cannot be improved asymptotically: Any data structure for answering
approximate range emptiness queries on intervals of length up to $L$ with false
positive probability $\varepsilon$, must use space $\Omega(n
\lg(L/\varepsilon)) - O(n)$ bits. On the positive side we show that the query
time can be improved greatly, to constant time, while matching our space lower
bound up to a lower order additive term. This result is achieved through a
succinct data structure for (non-approximate 1d) range emptiness/reporting
queries, which may be of independent interest.
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%X   This paper studies the \emph{$\varepsilon$-approximate range emptiness}
problem, where the task is to represent a set $S$ of $n$ points from
$\{0,\ldots,U-1\}$ and answer emptiness queries of the form "$[a ; b]\cap S
\neq \emptyset$ ?" with a probability of \emph{false positives} allowed. This
generalizes the functionality of \emph{Bloom filters} from single point queries
to any interval length $L$. Setting the false positive rate to $\varepsilon/L$
and performing $L$ queries, Bloom filters yield a solution to this problem with
space $O(n \lg(L/\varepsilon))$ bits, false positive probability bounded by
$\varepsilon$ for intervals of length up to $L$, using query time $O(L
\lg(L/\varepsilon))$. Our first contribution is to show that the space/error
trade-off cannot be improved asymptotically: Any data structure for answering
approximate range emptiness queries on intervals of length up to $L$ with false
positive probability $\varepsilon$, must use space $\Omega(n
\lg(L/\varepsilon)) - O(n)$ bits. On the positive side we show that the query
time can be improved greatly, to constant time, while matching our space lower
bound up to a lower order additive term. This result is achieved through a
succinct data structure for (non-approximate 1d) range emptiness/reporting
queries, which may be of independent interest.
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moreAbstract
Problems of the following kind have been the focus of much recent research in
the realm of parameterized complexity: Given an input graph (digraph) on $n$
vertices and a positive integer parameter $k$, find if there exist $k$ edges
(arcs) whose deletion results in a graph that satisfies some specified parity
constraints. In particular, when the objective is to obtain a connected graph
in which all the vertices have even degrees---where the resulting graph is
\emph{Eulerian}---the problem is called Undirected Eulerian Edge Deletion. The
corresponding problem in digraphs where the resulting graph should be strongly
connected and every vertex should have the same in-degree as its out-degree is
called Directed Eulerian Edge Deletion. Cygan et al. [\emph{Algorithmica,
2014}] showed that these problems are fixed parameter tractable (FPT), and gave
algorithms with the running time $2^{O(k \log k)}n^{O(1)}$. They also asked, as
an open problem, whether there exist FPT algorithms which solve these problems
in time $2^{O(k)}n^{O(1)}$. In this paper we answer their question in the
affirmative: using the technique of computing \emph{representative families of
co-graphic matroids} we design algorithms which solve these problems in time
$2^{O(k)}n^{O(1)}$. The crucial insight we bring to these problems is to view
the solution as an independent set of a co-graphic matroid. We believe that
this view-point/approach will be useful in other problems where one of the
constraints that need to be satisfied is that of connectivity.
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ABSTRACT = {Problems of the following kind have been the focus of much recent research in the realm of parameterized complexity: Given an input graph (digraph) on $n$ vertices and a positive integer parameter $k$, find if there exist $k$ edges (arcs) whose deletion results in a graph that satisfies some specified parity constraints. In particular, when the objective is to obtain a connected graph in which all the vertices have even degrees---where the resulting graph is \emph{Eulerian}---the problem is called Undirected Eulerian Edge Deletion. The corresponding problem in digraphs where the resulting graph should be strongly connected and every vertex should have the same in-degree as its out-degree is called Directed Eulerian Edge Deletion. Cygan et al. [\emph{Algorithmica, 2014}] showed that these problems are fixed parameter tractable (FPT), and gave algorithms with the running time $2^{O(k \log k)}n^{O(1)}$. They also asked, as an open problem, whether there exist FPT algorithms which solve these problems in time $2^{O(k)}n^{O(1)}$. In this paper we answer their question in the affirmative: using the technique of computing \emph{representative families of co-graphic matroids} we design algorithms which solve these problems in time $2^{O(k)}n^{O(1)}$. The crucial insight we bring to these problems is to view the solution as an independent set of a co-graphic matroid. We believe that this view-point/approach will be useful in other problems where one of the constraints that need to be satisfied is that of connectivity.},
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%X   Problems of the following kind have been the focus of much recent research in
the realm of parameterized complexity: Given an input graph (digraph) on $n$
vertices and a positive integer parameter $k$, find if there exist $k$ edges
(arcs) whose deletion results in a graph that satisfies some specified parity
constraints. In particular, when the objective is to obtain a connected graph
in which all the vertices have even degrees---where the resulting graph is
\emph{Eulerian}---the problem is called Undirected Eulerian Edge Deletion. The
corresponding problem in digraphs where the resulting graph should be strongly
connected and every vertex should have the same in-degree as its out-degree is
called Directed Eulerian Edge Deletion. Cygan et al. [\emph{Algorithmica,
2014}] showed that these problems are fixed parameter tractable (FPT), and gave
algorithms with the running time $2^{O(k \log k)}n^{O(1)}$. They also asked, as
an open problem, whether there exist FPT algorithms which solve these problems
in time $2^{O(k)}n^{O(1)}$. In this paper we answer their question in the
affirmative: using the technique of computing \emph{representative families of
co-graphic matroids} we design algorithms which solve these problems in time
$2^{O(k)}n^{O(1)}$. The crucial insight we bring to these problems is to view
the solution as an independent set of a co-graphic matroid. We believe that
this view-point/approach will be useful in other problems where one of the
constraints that need to be satisfied is that of connectivity.
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moreAbstract
We consider offsets of a union of convex objects. We aim for a filtration, a
sequence of nested simplicial complexes, that captures the topological
evolution of the offsets for increasing radii. We describe methods to compute a
filtration based on the Voronoi partition with respect to the given convex
objects. The size of the filtration and the time complexity for computing it
are proportional to the size of the Voronoi diagram and its time complexity,
respectively. Our approach is inspired by alpha-complexes for point sets, but
requires more involved machinery and analysis primarily since Voronoi regions
of general convex objects do not form a good cover. We show by experiments that
our approach results in a similarly fast and topologically more stable method
for computing a filtration compared to approximating the input by a point
sample.
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%X   We consider offsets of a union of convex objects. We aim for a filtration, a
sequence of nested simplicial complexes, that captures the topological
evolution of the offsets for increasing radii. We describe methods to compute a
filtration based on the Voronoi partition with respect to the given convex
objects. The size of the filtration and the time complexity for computing it
are proportional to the size of the Voronoi diagram and its time complexity,
respectively. Our approach is inspired by alpha-complexes for point sets, but
requires more involved machinery and analysis primarily since Voronoi regions
of general convex objects do not form a good cover. We show by experiments that
our approach results in a similarly fast and topologically more stable method
for computing a filtration compared to approximating the input by a point
sample.
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moreAbstract
We study uncoordinated matching markets with additional local constraints
that capture, e.g., restricted information, visibility, or externalities in
markets. Each agent is a node in a fixed matching network and strives to be
matched to another agent. Each agent has a complete preference list over all
other agents it can be matched with. However, depending on the constraints and
the current state of the game, not all possible partners are available for
matching at all times. For correlated preferences, we propose and study a
general class of hedonic coalition formation games that we call coalition
formation games with constraints. This class includes and extends many recently
studied variants of stable matching, such as locally stable matching, socially
stable matching, or friendship matching. Perhaps surprisingly, we show that all
these variants are encompassed in a class of "consistent" instances that always
allow a polynomial improvement sequence to a stable state. In addition, we show
that for consistent instances there always exists a polynomial sequence to
every reachable state. Our characterization is tight in the sense that we
provide exponential lower bounds when each of the requirements for consistency
is violated. We also analyze matching with uncorrelated preferences, where we
obtain a larger variety of results. While socially stable matching always
allows a polynomial sequence to a stable state, for other classes different
additional assumptions are sufficient to guarantee the same results. For the
problem of reaching a given stable state, we show NP-hardness in almost all
considered classes of matching games.
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provide exponential lower bounds when each of the requirements for consistency
is violated. We also analyze matching with uncorrelated preferences, where we
obtain a larger variety of results. While socially stable matching always
allows a polynomial sequence to a stable state, for other classes different
additional assumptions are sufficient to guarantee the same results. For the
problem of reaching a given stable state, we show NP-hardness in almost all
considered classes of matching games.

%K Computer Science, Computer Science and Game Theory, cs.GT




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        1117
    
                Article
            
D1


        M. Hoefer, T. Kesselheim, and B. Vöcking
    

        “Approximation Algorithms for Secondary Spectrum Auctions,” ACM Transactions on Internet Technology, vol. 14, no. 2–3, 2014.
    
moreBibTeX
@article{DBLP:journals/toit/HoeferKV14,
TITLE = {Approximation Algorithms for Secondary Spectrum Auctions},
AUTHOR = {Hoefer, Martin and Kesselheim, Thomas and V{\"o}cking, Berthold},
LANGUAGE = {eng},
ISSN = {1533-5399},
DOI = {10.1145/2663496},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2014},
DATE = {2014},
JOURNAL = {ACM Transactions on Internet Technology},
VOLUME = {14},
NUMBER = {2-3},
PAGES = {1--24},
EID = {16},
}

Endnote
%0 Journal Article
%A Hoefer, Martin
%A Kesselheim, Thomas
%A V&#246;cking, Berthold
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Approximation Algorithms for Secondary Spectrum Auctions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-4089-F
%R 10.1145/2663496
%7 2014
%D 2014
%J ACM Transactions on Internet Technology
%V 14
%N 2-3
%& 1
%P 1 - 24
%Z sequence number: 16
%I ACM
%C New York, NY
%@ false
%U http://doi.acm.org/10.1145/2663496




	DOI
	PuRe
	BibTeX
	fulltext version

	


        1118
    
                Conference paper
            
D1


        M. Hoefer and L. Wagner
    

        “Matching Dynamics with Constraints,” in Web and Internet Economics (WINE 2014), Beijing, China, 2014.
    
moreBibTeX
@inproceedings{DBLP:conf/wine/HoeferW14,
TITLE = {Matching Dynamics with Constraints},
AUTHOR = {Hoefer, Martin and Wagner, Lisa},
LANGUAGE = {eng},
ISBN = {978-3-319-13128-3},
DOI = {10.1007/978-3-319-13129-0_12},
PUBLISHER = {Springer},
YEAR = {2014},
DATE = {2014},
BOOKTITLE = {Web and Internet Economics (WINE 2014)},
EDITOR = {Liu, Tie-Yan and Qi, Qi and Ye, Yin-Yu},
PAGES = {161--174},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8877},
ADDRESS = {Beijing, China},
}

Endnote
%0 Conference Proceedings
%A Hoefer, Martin
%A Wagner, Lisa
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Matching Dynamics with Constraints : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-40A4-2
%R 10.1007/978-3-319-13129-0_12
%D 2014
%B The 10th Conference on Web and Internet Economics
%Z date of event: 2014-12-14 - 2014-12-17
%C Beijing, China
%B Web and Internet Economics
%E Liu, Tie-Yan; Qi, Qi; Ye, Yin-Yu
%P 161 - 174
%I Springer
%@ 978-3-319-13128-3
%B Lecture Notes in Computer Science
%N 8877




	DOI
	PuRe
	BibTeX

	


        1119
    
                Conference paper
            
D1


        W. Höhn, J. Mestre, and A. Wiese
    

        “How Unsplittable-flow-covering Helps Scheduling with Job-dependent Cost Functions,” in Automata, Languages, and Programming (ICALP 2014), Copenhagen, Denmark, 2014.
    
moreBibTeX
@inproceedings{DBLP:conf/icalp/HohnMW14,
TITLE = {How Unsplittable-flow-covering Helps Scheduling with Job-dependent Cost Functions},
AUTHOR = {H{\"o}hn, Wiebke and Mestre, Julian and Wiese, Andreas},
LANGUAGE = {eng},
ISBN = {978-3-662-43947-0; 978-3-662-43948-7},
DOI = {10.1007/978-3-662-43948-7_52},
PUBLISHER = {Springer},
YEAR = {2014},
DATE = {2014},
BOOKTITLE = {Automata, Languages, and Programming (ICALP 2014)},
EDITOR = {Esparza, Javier and Fraigniaud, Pierre and Husfeldt, Thore and Koutsoupias, Elias},
PAGES = {625--636},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8572},
ADDRESS = {Copenhagen, Denmark},
}

Endnote
%0 Conference Proceedings
%A H&#246;hn, Wiebke
%A Mestre, Julian
%A Wiese, Andreas
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T How Unsplittable-flow-covering Helps Scheduling with Job-dependent
Cost Functions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-4339-F
%R 10.1007/978-3-662-43948-7_52
%D 2014
%B 41st International Colloquium on Automata, Languages and Programming
%Z date of event: 2014-07-08 - 2014-07-11
%C Copenhagen, Denmark
%B Automata, Languages, and Programming
%E Esparza, Javier; Fraigniaud, Pierre; Husfeldt, Thore; Koutsoupias, Elias
%P 625 - 636
%I Springer
%@ 978-3-662-43947-0 978-3-662-43948-7
%B Lecture Notes in Computer Science
%N 8572
%U http://dx.doi.org/10.1007/978-3-662-43948-7_52http://arxiv.org/abs/1403.1376




	DOI
	PuRe
	BibTeX
	fulltext version

	


        1120
    
                Conference paper
            
D1


        C.-C. Huang and S. Ott
    

        “New Results for Non-preemptive Speed Scaling,” in Mathematical Foundations of Computer Science 2014 (MFCS 2014), Budapest, Hungary, 2014.
    
moreBibTeX
@inproceedings{DBLP:conf/mfcs/HuangO1,
TITLE = {New Results for Non-preemptive Speed Scaling},
AUTHOR = {Huang, Chien-Chung and Ott, Sebastian},
LANGUAGE = {eng},
ISBN = {978-3-662-44464-1},
DOI = {10.1007/978-3-662-44465-8_31},
PUBLISHER = {Springer},
YEAR = {2014},
DATE = {2014},
BOOKTITLE = {Mathematical Foundations of Computer Science 2014 (MFCS 2014)},
EDITOR = {Csuhaj-Varj{\'u}, Erzs{\'e}bet and Dietzfelbinger, Martin and {\'E}sik, Zolt{\'a}n},
PAGES = {360--371},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8635},
ADDRESS = {Budapest, Hungary},
}

Endnote
%0 Conference Proceedings
%A Huang, Chien-Chung
%A Ott, Sebastian
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T New Results for Non-preemptive Speed Scaling : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-42C7-6
%R 10.1007/978-3-662-44465-8_31
%D 2014
%B 39th International Symposium on Mathematical Foundations of Computer Science
%Z date of event: 2014-08-25 - 2014-08-29
%C Budapest, Hungary
%B Mathematical Foundations of Computer Science 2014
%E Csuhaj-Varj&#250;, Erzs&#233;bet; Dietzfelbinger, Martin; &#201;sik, Zolt&#225;n
%P 360 - 371
%I Springer
%@ 978-3-662-44464-1
%B Lecture Notes in Computer Science
%N 8635
%U http://dx.doi.org/10.1007/978-3-662-44465-8_31




	DOI
	PuRe
	BibTeX
	fulltext version

	


        1121
    
                Paper
            
D1


        M. Iglesias-Ham, M. Kerber, and C. Uhler
    

        “Sphere Packing with Limited Overlap,” 2014. [Online]. Available: http://arxiv.org/abs/1401.0468.
    
moreAbstract
The classical sphere packing problem asks for the best (infinite) arrangement
of non-overlapping unit balls which cover as much space as possible. We define
a generalized version of the problem, where we allow each ball a limited amount
of overlap with other balls. We study two natural choices of overlap measures
and obtain the optimal lattice packings in a parameterized family of lattices
which contains the FCC, BCC, and integer lattice.
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moreAbstract
Contexts are terms with one `hole', i.e. a place in which we can substitute an 
argument.
In context unification we are given an equation over terms with variables 
representing contexts
and ask about the satisfiability of this equation.
Context unification at the same time is subsumed by a second-order unification, 
which is undecidable,
and subsumes satisfiability of word equations, which is in PSPACE.
We show that context unification is in PSPACE, so as word equations.
For both problems NP is still the best known lower-bound.
 
This result is obtained by an extension of the recompression technique, 
recently developed by the author and used in particular
to obtain a new PSPACE algorithm for satisfiability of word equations, to 
context unification.
The recompression is based on applying simple compression rules (replacing 
pairs of neighbouring function symbols),
which are (conceptually) applied on the solution of the context equation and 
modifying the equation in a way so that such
compression steps can be performed directly on the equation, without the 
knowledge of the actual solution.
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moreAbstract
A simple linear-time algorithm
for constructing a linear 
context-free tree grammar of size O(r^2 g łog n)
for a given input tree T of size n is presented, where g is the size of 
a minimal linear context-free tree grammar for T, and r is the maximal rank
of symbols in T (which is a constant in many applications). This is the first
example of a grammar-based tree compression algorithm with an 
approximation ratio polynomial in g. The analysis of the algorithm uses an 
extension of the recompression technique
(used in the context of grammar-based string compression)
from strings to trees.
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moreAbstract
In this paper we present a really simple linear-time algorithm constructing a
context-free grammar of size O(g log (N/g)) for the input string, where N is
the size of the input string and g the size of the optimal grammar generating
this string. The algorithm works for arbitrary size alphabets, but the running
time is linear assuming that the alphabet Sigma of the input string can be
identified with numbers from 1,ldots, N^c for some constant c. Algorithms with
such an approximation guarantee and running time are known, however all of them
were non-trivial and their analyses were involved. The here presented algorithm
computes the LZ77 factorisation and transforms it in phases to a grammar. In
each phase it maintains an LZ77-like factorisation of the word with at most l
factors as well as additional O(l) letters, where l was the size of the
original LZ77 factorisation. In one phase in a greedy way (by a left-to-right
sweep and a help of the factorisation) we choose a set of pairs of consecutive
letters to be replaced with new symbols, i.e. nonterminals of the constructed
grammar. We choose at least 2/3 of the letters in the word and there are O(l)
many different pairs among them. Hence there are O(log N) phases, each of them
introduces O(l) nonterminals to a grammar. A more precise analysis yields a
bound O(l log(N/l)). As l \leq g, this yields the desired bound O(g log(N/g)).
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ABSTRACT = {In this paper we present a really simple linear-time algorithm constructing a context-free grammar of size O(g log (N/g)) for the input string, where N is the size of the input string and g the size of the optimal grammar generating this string. The algorithm works for arbitrary size alphabets, but the running time is linear assuming that the alphabet Sigma of the input string can be identified with numbers from 1,ldots, N^c for some constant c. Algorithms with such an approximation guarantee and running time are known, however all of them were non-trivial and their analyses were involved. The here presented algorithm computes the LZ77 factorisation and transforms it in phases to a grammar. In each phase it maintains an LZ77-like factorisation of the word with at most l factors as well as additional O(l) letters, where l was the size of the original LZ77 factorisation. In one phase in a greedy way (by a left-to-right sweep and a help of the factorisation) we choose a set of pairs of consecutive letters to be replaced with new symbols, i.e. nonterminals of the constructed grammar. We choose at least 2/3 of the letters in the word and there are O(l) many different pairs among them. Hence there are O(log N) phases, each of them introduces O(l) nonterminals to a grammar. A more precise analysis yields a bound O(l log(N/l)). As l \leq g, this yields the desired bound O(g log(N/g)).},
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%X   In this paper we present a really simple linear-time algorithm constructing a
context-free grammar of size O(g log (N/g)) for the input string, where N is
the size of the input string and g the size of the optimal grammar generating
this string. The algorithm works for arbitrary size alphabets, but the running
time is linear assuming that the alphabet Sigma of the input string can be
identified with numbers from 1,ldots, N^c for some constant c. Algorithms with
such an approximation guarantee and running time are known, however all of them
were non-trivial and their analyses were involved. The here presented algorithm
computes the LZ77 factorisation and transforms it in phases to a grammar. In
each phase it maintains an LZ77-like factorisation of the word with at most l
factors as well as additional O(l) letters, where l was the size of the
original LZ77 factorisation. In one phase in a greedy way (by a left-to-right
sweep and a help of the factorisation) we choose a set of pairs of consecutive
letters to be replaced with new symbols, i.e. nonterminals of the constructed
grammar. We choose at least 2/3 of the letters in the word and there are O(l)
many different pairs among them. Hence there are O(log N) phases, each of them
introduces O(l) nonterminals to a grammar. A more precise analysis yields a
bound O(l log(N/l)). As l \leq g, this yields the desired bound O(g log(N/g)).
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moreAbstract
Systems of finitely many equations of the form
φ(X_1, …, X_n)=ψ(X_1, …, X_n)
are considered,
in which the unknowns X_i
are sets of natural numbers,
while the expressions φ,ψ
may contain singleton constants
and the operations of union
and pairwise addition
S+T=\m+n \: : \: m ∈ S, \; n ∈ T\.
It is shown that the family of sets
representable by unique (least, greatest) solutions of such systems
is exactly the family of recursive (r.e., co-r.e., respectively) sets of 
numbers.
Basic decision problems for these systems
are located in the arithmetical hierarchy.
The same results are established for equations with addition and intersection.
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moreAbstract
The VAT-model (virtual address translation model) extends the EM-model
(external memory model) and takes the cost of address translation in virtual
memories into account. In this model, the cost of a single memory access may be
logarithmic in the largest address used. We show that the VAT-cost of
cache-oblivious algorithms is only by a constant factor larger than their
EM-cost; this requires a somewhat more stringent tall cache assumption as for
the EM-model.
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%X   The VAT-model (virtual address translation model) extends the EM-model
(external memory model) and takes the cost of address translation in virtual
memories into account. In this model, the cost of a single memory access may be
logarithmic in the largest address used. We show that the VAT-cost of
cache-oblivious algorithms is only by a constant factor larger than their
EM-cost; this requires a somewhat more stringent tall cache assumption as for
the EM-model.
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moreAbstract
Let $\epsilon>0$ be any constant and let $P$ be a set of $n$ points in
$\mathbb{R}^d$. We design new streaming and approximation algorithms for
clustering points of $P$. Consider the projective clustering problem: Given $k,
q < n$, compute a set $F$ of $k$ $q$-flats such that the function
$f_k^q(P,\rho)=\sum_{p\in P}d(p, F)^\rho$ is minimized; here $d(p, F)$
represents the distance of $p$ to the closest $q$-flat in $F$. For
$\rho=\infty$, we interpret $f_k^q(P,\rho)$ to be $\max_{r\in P}d(r, F)$. When
$\rho=1,2$ and $\infty$ and $q=0$, the problem corresponds to the well-known
$k$-median, $k$-mean and the $k$-center clustering problems respectively.
  Our two main technical contributions are as follows:
  (i) Consider an orthogonal projection of $P$ to a randomly chosen
$O(C_\rho(q,\epsilon)\log n/\epsilon^2)$-dimensional flat. For every subset $S
\subseteq P$, we show that such a random projection will $\epsilon$-approximate
$f_1^q(S,\rho)$. This result holds for any integer norm $\rho \ge 1$, including
$\rho=\infty$; here $C_\rho(q,\epsilon)$ is the size of the smallest coreset
that $\epsilon$-approximates $f_1^q(\cdot,\rho)$. For $\rho=1,2$ and $\infty$,
$C_\rho(q,\epsilon)$ is known to be a constant which depends only on $q$ and
$\epsilon$.
  (ii) We improve the size of the coreset when $\rho = \infty$. In particular,
we improve the bounds of $C_\infty(q,\epsilon)$ to $O(q^3/\epsilon^2)$ from the
previously-known $O(q^6/\epsilon^5 \log 1/\epsilon)$.
  As applications, we obtain better approximation and streaming algorithms for
various projective clustering problems over high dimensional point sets. E.g.,
when $\rho =\infty$ and $q\geq 1$, we obtain a streaming algorithm that
maintains an $\epsilon$-approximate solution using $O((d + n)q^3(\log
n/\epsilon^4))$ space, which is better than the input size $O(nd)$.
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ABSTRACT = {Let $\epsilon>0$ be any constant and let $P$ be a set of $n$ points in $\mathbb{R}^d$. We design new streaming and approximation algorithms for clustering points of $P$. Consider the projective clustering problem: Given $k, q < n$, compute a set $F$ of $k$ $q$-flats such that the function $f_k^q(P,\rho)=\sum_{p\in P}d(p, F)^\rho$ is minimized; here $d(p, F)$ represents the distance of $p$ to the closest $q$-flat in $F$. For $\rho=\infty$, we interpret $f_k^q(P,\rho)$ to be $\max_{r\in P}d(r, F)$. When $\rho=1,2$ and $\infty$ and $q=0$, the problem corresponds to the well-known $k$-median, $k$-mean and the $k$-center clustering problems respectively. Our two main technical contributions are as follows: (i) Consider an orthogonal projection of $P$ to a randomly chosen $O(C_\rho(q,\epsilon)\log n/\epsilon^2)$-dimensional flat. For every subset $S \subseteq P$, we show that such a random projection will $\epsilon$-approximate $f_1^q(S,\rho)$. This result holds for any integer norm $\rho \ge 1$, including $\rho=\infty$; here $C_\rho(q,\epsilon)$ is the size of the smallest coreset that $\epsilon$-approximates $f_1^q(\cdot,\rho)$. For $\rho=1,2$ and $\infty$, $C_\rho(q,\epsilon)$ is known to be a constant which depends only on $q$ and $\epsilon$. (ii) We improve the size of the coreset when $\rho = \infty$. In particular, we improve the bounds of $C_\infty(q,\epsilon)$ to $O(q^3/\epsilon^2)$ from the previously-known $O(q^6/\epsilon^5 \log 1/\epsilon)$. As applications, we obtain better approximation and streaming algorithms for various projective clustering problems over high dimensional point sets. E.g., when $\rho =\infty$ and $q\geq 1$, we obtain a streaming algorithm that maintains an $\epsilon$-approximate solution using $O((d + n)q^3(\log n/\epsilon^4))$ space, which is better than the input size $O(nd)$.},
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%X   Let $\epsilon>0$ be any constant and let $P$ be a set of $n$ points in
$\mathbb{R}^d$. We design new streaming and approximation algorithms for
clustering points of $P$. Consider the projective clustering problem: Given $k,
q < n$, compute a set $F$ of $k$ $q$-flats such that the function
$f_k^q(P,\rho)=\sum_{p\in P}d(p, F)^\rho$ is minimized; here $d(p, F)$
represents the distance of $p$ to the closest $q$-flat in $F$. For
$\rho=\infty$, we interpret $f_k^q(P,\rho)$ to be $\max_{r\in P}d(r, F)$. When
$\rho=1,2$ and $\infty$ and $q=0$, the problem corresponds to the well-known
$k$-median, $k$-mean and the $k$-center clustering problems respectively.
  Our two main technical contributions are as follows:
  (i) Consider an orthogonal projection of $P$ to a randomly chosen
$O(C_\rho(q,\epsilon)\log n/\epsilon^2)$-dimensional flat. For every subset $S
\subseteq P$, we show that such a random projection will $\epsilon$-approximate
$f_1^q(S,\rho)$. This result holds for any integer norm $\rho \ge 1$, including
$\rho=\infty$; here $C_\rho(q,\epsilon)$ is the size of the smallest coreset
that $\epsilon$-approximates $f_1^q(\cdot,\rho)$. For $\rho=1,2$ and $\infty$,
$C_\rho(q,\epsilon)$ is known to be a constant which depends only on $q$ and
$\epsilon$.
  (ii) We improve the size of the coreset when $\rho = \infty$. In particular,
we improve the bounds of $C_\infty(q,\epsilon)$ to $O(q^3/\epsilon^2)$ from the
previously-known $O(q^6/\epsilon^5 \log 1/\epsilon)$.
  As applications, we obtain better approximation and streaming algorithms for
various projective clustering problems over high dimensional point sets. E.g.,
when $\rho =\infty$ and $q\geq 1$, we obtain a streaming algorithm that
maintains an $\epsilon$-approximate solution using $O((d + n)q^3(\log
n/\epsilon^4))$ space, which is better than the input size $O(nd)$.
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moreAbstract
The idea of using multiple choices to improve allocation schemes is now well 
understood and is often illustrated by the following example. Suppose n balls 
are allocated to n bins with each ball choosing a bin independently and 
uniformly at random. The \emphmaximum load}, or the number of balls in the 
most loaded bin, will then be approximately \log n \over \log \log n with 
high probability. Suppose now the balls are allocated sequentially by placing a 
ball in the least loaded bin among the k≥ 2 bins chosen independently and 
uniformly at random. Azar, Broder, Karlin, and Upfal showed that in this 
scenario, the maximum load drops to {\log \log n \over \log k} +\Theta(1), 
with high probability, which is an exponential improvement over the previous 
case. 
In this thesis we investigate multiple choice allocations from a slightly 
different perspective. Instead of minimizing the maximum load, we fix the bin 
capacities and focus on maximizing the number of balls that can be allocated 
without overloading any bin. In the process that we consider we have m=\lfloor 
cn \rfloor balls and n bins. Each ball chooses k bins independently and 
uniformly at random. \emph{Is it possible to assign each ball to one of its 
choices such that the no bin receives more than ℓ balls?} For all k≥ 3 
and ℓ≥ 2 we give a critical value, c_{k,ℓ}^*, such that when 
cc_{k,ℓ}^* this is not the case.
In case such an allocation exists, \emph{how quickly can we find it?} Previous 
work on total allocation time for case k≥ 3 and ℓ=1 has analyzed a 
\emph{breadth first strategy} which is shown to be linear only in expectation. 
We give a simple and efficient algorithm which we also call \emph{local search 
allocation}(LSA) to find an allocation for all k≥ 3 and ℓ=1. Provided 
the number of balls are below (but arbitrarily close to) the theoretical 
achievable load threshold, we give a \emph{linear bound for the total 
allocation time that holds with high probability.
We demonstrate, through simulations, an order of magnitude improvement for 
total and maximum allocation times when compared to the state of the art method.
Our results find applications in many areas including hashing, load balancing, 
data management, orientability of random hypergraphs and maximum matchings in a 
special class of bipartite graphs.
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moreAbstract
We study approximate distributed solutions to the weighted {\it
all-pairs-shortest-paths} (APSP) problem in the CONGEST model. We obtain the
following results.
  $1.$ A deterministic $(1+o(1))$-approximation to APSP in $\tilde{O}(n)$
rounds. This improves over the best previously known algorithm, by both
derandomizing it and by reducing the running time by a $\Theta(\log n)$ factor.
  In many cases, routing schemes involve relabeling, i.e., assigning new names
to nodes and require that these names are used in distance and routing queries.
It is known that relabeling is necessary to achieve running times of $o(n/\log
n)$. In the relabeling model, we obtain the following results.
  $2.$ A randomized $O(k)$-approximation to APSP, for any integer $k>1$,
running in $\tilde{O}(n^{1/2+1/k}+D)$ rounds, where $D$ is the hop diameter of
the network. This algorithm simplifies the best previously known result and
reduces its approximation ratio from $O(k\log k)$ to $O(k)$. Also, the new
algorithm uses uses labels of asymptotically optimal size, namely $O(\log n)$
bits.
  $3.$ A randomized $O(k)$-approximation to APSP, for any integer $k>1$,
running in time $\tilde{O}((nD)^{1/2}\cdot n^{1/k}+D)$ and producing {\it
compact routing tables} of size $\tilde{O}(n^{1/k})$. The node lables consist
of $O(k\log n)$ bits. This improves on the approximation ratio of $\Theta(k^2)$
for tables of that size achieved by the best previously known algorithm, which
terminates faster, in $\tilde{O}(n^{1/2+1/k}+D)$ rounds.
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for tables of that size achieved by the best previously known algorithm, which
terminates faster, in $\tilde{O}(n^{1/2+1/k}+D)$ rounds.
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A zero-dimensional polynomial ideal may have a lot of complex zeros. But
sometimes, only some of them are needed. In this paper, for a zero-dimensional
ideal $I$, we study its complex zeros that locate in another variety
$\textbf{V}(J)$ where $J$ is an arbitrary ideal.
  The main problem is that for a point in $\textbf{V}(I) \cap
\textbf{V}(J)=\textbf{V}(I+J)$, its multiplicities w.r.t. $I$ and $I+J$ may be
different. Therefore, we cannot get the multiplicity of this point w.r.t. $I$
by studying $I + J$. A straightforward way is that first compute the points of
$\textbf{V}(I + J)$, then study their multiplicities w.r.t. $I$. But the former
step is difficult to realize exactly.
  In this paper, we propose a natural geometric explanation of the localization
of a polynomial ring corresponding to a semigroup order. Then, based on this
view, using the standard basis method and the border basis method, we introduce
a way to compute the complex zeros of $I$ in $\textbf{V}(J)$ with their
multiplicities w.r.t. $I$. As an application, we compute the sum of Milnor
numbers of the singular points on a polynomial hypersurface and work out all
the singular points on the hypersurface with their Milnor numbers.
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by studying $I + J$. A straightforward way is that first compute the points of
$\textbf{V}(I + J)$, then study their multiplicities w.r.t. $I$. But the former
step is difficult to realize exactly.
  In this paper, we propose a natural geometric explanation of the localization
of a polynomial ring corresponding to a semigroup order. Then, based on this
view, using the standard basis method and the border basis method, we introduce
a way to compute the complex zeros of $I$ in $\textbf{V}(J)$ with their
multiplicities w.r.t. $I$. As an application, we compute the sum of Milnor
numbers of the singular points on a polynomial hypersurface and work out all
the singular points on the hypersurface with their Milnor numbers.
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moreAbstract
We study a suitable class of well-clustered graphs that admit good k-way
partitions and present the first almost-linear time algorithm for with
almost-optimal approximation guarantees partitioning such graphs. A good k-way
partition is a partition of the vertices of a graph into disjoint clusters
(subsets) $\{S_i\}_{i=1}^k$, such that each cluster is better connected on the
inside than towards the outside. This problem is a key building block in
algorithm design, and has wide applications in community detection and network
analysis.
  Key to our result is a theorem on the multi-cut and eigenvector structure of
the graph Laplacians of these well-clustered graphs. Based on this theorem, we
give the first rigorous guarantees on the approximation ratios of the widely
used k-means clustering algorithms. We also give an almost-linear time
algorithm based on heat kernel embeddings and approximate nearest neighbor data
structures.
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used k-means clustering algorithms. We also give an almost-linear time
algorithm based on heat kernel embeddings and approximate nearest neighbor data
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moreAbstract
We propose polynomial-time algorithms that sparsify planar and bounded-genus
graphs while preserving optimal or near-optimal solutions to Steiner problems.
Our main contribution is a polynomial-time algorithm that, given an unweighted
graph $G$ embedded on a surface of genus $g$ and a designated face $f$ bounded
by a simple cycle of length $k$, uncovers a set $F \subseteq E(G)$ of size
polynomial in $g$ and $k$ that contains an optimal Steiner tree for any set of
terminals that is a subset of the vertices of $f$.
  We apply this general theorem to prove that: * given an unweighted graph $G$
embedded on a surface of genus $g$ and a terminal set $S \subseteq V(G)$, one
can in polynomial time find a set $F \subseteq E(G)$ that contains an optimal
Steiner tree $T$ for $S$ and that has size polynomial in $g$ and $|E(T)|$; * an
analogous result holds for an optimal Steiner forest for a set $S$ of terminal
pairs; * given an unweighted planar graph $G$ and a terminal set $S \subseteq
V(G)$, one can in polynomial time find a set $F \subseteq E(G)$ that contains
an optimal (edge) multiway cut $C$ separating $S$ and that has size polynomial
in $|C|$.
  In the language of parameterized complexity, these results imply the first
polynomial kernels for Steiner Tree and Steiner Forest on planar and
bounded-genus graphs (parameterized by the size of the tree and forest,
respectively) and for (Edge) Multiway Cut on planar graphs (parameterized by
the size of the cutset). Steiner Tree and similar "subset" problems were
identified in [Demaine, Hajiaghayi, Computer J., 2008] as important to the
quest to widen the reach of the theory of bidimensionality ([Demaine et al,
JACM 2005], [Fomin et al, SODA 2010]). Therefore, our results can be seen as a
leap forward to achieve this broader goal.
  Additionally, we obtain a weighted variant of our main contribution.
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by a simple cycle of length $k$, uncovers a set $F \subseteq E(G)$ of size
polynomial in $g$ and $k$ that contains an optimal Steiner tree for any set of
terminals that is a subset of the vertices of $f$.
  We apply this general theorem to prove that: * given an unweighted graph $G$
embedded on a surface of genus $g$ and a terminal set $S \subseteq V(G)$, one
can in polynomial time find a set $F \subseteq E(G)$ that contains an optimal
Steiner tree $T$ for $S$ and that has size polynomial in $g$ and $|E(T)|$; * an
analogous result holds for an optimal Steiner forest for a set $S$ of terminal
pairs; * given an unweighted planar graph $G$ and a terminal set $S \subseteq
V(G)$, one can in polynomial time find a set $F \subseteq E(G)$ that contains
an optimal (edge) multiway cut $C$ separating $S$ and that has size polynomial
in $|C|$.
  In the language of parameterized complexity, these results imply the first
polynomial kernels for Steiner Tree and Steiner Forest on planar and
bounded-genus graphs (parameterized by the size of the tree and forest,
respectively) and for (Edge) Multiway Cut on planar graphs (parameterized by
the size of the cutset). Steiner Tree and similar "subset" problems were
identified in [Demaine, Hajiaghayi, Computer J., 2008] as important to the
quest to widen the reach of the theory of bidimensionality ([Demaine et al,
JACM 2005], [Fomin et al, SODA 2010]). Therefore, our results can be seen as a
leap forward to achieve this broader goal.
  Additionally, we obtain a weighted variant of our main contribution.
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moreAbstract
In this paper we propose an algorithm for allocating $n$ sequential balls
into $n$ bins that are organized as a $n$-vertex $d$-regular graph $G$, where
$d\ge3$ can be any integer. Let $L$ be a given positive integer. In each round
$t$, $1\leq t\leq n$, ball $t$ picks a node of $G$ uniformly at random and
performs a non-backtracking random walk (NBRW) of length $L$ from the chosen
node. Then it deterministically selects a subset of the visited nods as the
potential choices and allocates itself on one of the choices with minimum load
(ties are broken uniformly at random). Suppose that $G$ has girth at least
$\Omega(L(\log L+\log\log d))$. We establish an upper bound for the maximum
number of balls at any bin after allocating $n$ balls by the algorithm, called
{\it maximum load}, in terms of $L$ with high probability. We also show that
the upper bound is at most an $O(\log L+\log\log d)$ factor above the lower
bound that is proved for the algorithm. In particular we show that if $G$ has
girth at least $(\log n)^{\frac{1+\epsilon}{2}} $, for any constant
$\epsilon\in(0,1]$ and we set $L=\lfloor (\log n)^{\frac{1+\delta}{2}}
\rfloor$, where $0<\delta<\epsilon$ is a constant, then the maximum load is
bounded by $O(1/\delta)$ with high probability. Finally, we present some more
general results which hold for a variant of this algorithm.
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moreAbstract
In this paper, we introduce a variant of the Descartes method to isolate the real roots of a square-free polynomial F ( x ) = ∑ i = 0 n A i x i with arbitrary real coefficients. It is assumed that each coefficient of F can be approximated to any specified error bound. Our algorithm uses approximate arithmetic only, nevertheless, it is certified, complete and deterministic. We further provide a bound on the complexity of our method which exclusively depends on the geometry of the roots and not on the complexity of the coefficients of F. For the special case, where F is a polynomial of degree n with integer coefficients of maximal bitsize τ, our bound on the bit complexity writes as O ˜ ( n 3 τ 2 ) . Compared to the complexity of the classical Descartes method from Collins and Akritas (based on ideas dating back to Vincent), which uses exact rational arithmetic, this constitutes an improvement by a factor of n. The improvement mainly stems from the fact that the maximal precision that is needed for isolating the roots of F is by a factor n lower than the precision needed when using exact arithmetic.
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moreAbstract
We present a quantum algorithm for solving graph isomorphism problems that is based on an adiabatic protocol. We use a collection of continuous time quantum walks, each one generated by an XY Hamiltonian, to visit the configuration space. In this way we avoid a diffusion over all the possible configurations and significantly reduce the dimensionality of the accessible Hilbert space. Within this restricted space, the graph isomorphism problem can be translated into searching for a satisfying assignment to a 2-SAT (satisfiable) formula and mapped onto a 2-local Hamiltonian without resorting to perturbation gadgets or projective techniques. We present an analysis of the time for execution of the algorithm on small graph isomorphism problem instances and discuss the issue of an implementation of the proposed adiabatic scheme on current quantum computing hardware.
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moreAbstract
If K is an odd-dimensional flag closed manifold, flag generalized homology
sphere or a more general flag weak pseudomanifold with sufficiently many
vertices, then the maximal number of edges in K is achieved by the balanced
join of cycles.
  The proof relies on stability results from extremal graph theory. In the case
of manifolds we also offer an alternative (very) short proof utilizing the
non-embeddability theorem of Flores.
  The main theorem can also be interpreted without the topological contents as
a graph-theoretic extremal result about a class of graphs such that 1) every
maximal clique in the graph has size d+1 and 2) every clique of size d belongs
to exactly two maximal cliques.
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moreAbstract
Formal verification of complex algorithms is challenging. Verifying their
implementations goes beyond the state of the art of current automatic
verification tools and usually involves intricate mathematical theorems.
Certifying algorithms compute in addition to each output a witness certifying
that the output is correct. A checker for such a witness is usually much
simpler than the original algorithm - yet it is all the user has to trust. The
verification of checkers is feasible with current tools and leads to
computations that can be completely trusted. We describe a framework to
seamlessly verify certifying computations. We use the automatic verifier VCC
for establishing the correctness of the checker and the interactive theorem
prover Isabelle/HOL for high-level mathematical properties of algorithms. We
demonstrate the effectiveness of our approach by presenting the verification of
typical examples of the industrial-level and widespread algorithmic library
LEDA.
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moreAbstract
Let $P\subset\mathbb{R}^{2}$ be a set of $n$ points. In this paper we show
two new algorithms, one to compute the number of triangulations of $P$, and one
to compute the number of pseudo-triangulations of $P$. We show that our
algorithms run in time $O^{*}(t(P))$ and $O^{*}(pt(P))$ respectively, where
$t(P)$ and $pt(P)$ are the largest number of triangulation paths (T-paths) and
pseudo-triangulations paths (PT-paths), respectively, that the algorithms
encounter during their execution. Moreover, we show that $t(P) = O^{*}(9^{n})$,
which is the first non-trivial bound on $t(P)$ to be known.
  While there already are algorithms that count triangulations in
$O^{*}\left(2^n\right)$, and $O^{*}\left(3.1414^{n}\right)$, there are sets of
points where the number of T-paths is $O(2^{n})$. In such cases the algorithm
herein presented could potentially be faster. Furthermore, it is not clear
whether the already-known algorithms can be modified to count
pseudo-triangulations so that their running times remain $O^{*}(c^n)$, for some
small constant $c\in\mathbb{R}$. Therefore, for counting pseudo-triangulations
(and possibly other similar structures) our approach seems better.
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moreAbstract
In this paper we consider a generalization of the classical knapsack problem. 
While in the standard setting a fixed capacity may not be exceeded by the 
weight of the chosen items, we replace this hard constraint by a 
weight-dependent cost function. The objective is to maximize the total profit 
of the chosen items minus the cost induced by their total weight. We study two 
natural classes of cost functions, namely convex and concave functions. For the 
concave case, we show that the problem can be solved in polynomial time; for 
the convex case we present an FPTAS and a 2-approximation algorithm with the 
running time of \mathcalO(n \log n), where n is the number of items. 
Before, only a 3-approximation algorithm was known.
 
We note that our problem with a convex cost function is a special case of 
maximizing a non-monotone, possibly negative submodular function.
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moreAbstract
We present a certified and complete algorithm to compute arrangements of real 
planar algebraic curves. It computes the decomposition of the plane induced by 
a finite number of algebraic curves in terms of a cylindrical algebraic 
decomposition. From a high-level perspective, the overall method splits into 
two main subroutines, namely an algorithm denoted BiSolve to isolate the real 
solutions of a zero-dimensional bivariate system, and an algorithm denoted 
GeoTop to compute the topology of a single algebraic curve.
 
Compared to existing approaches based on elimination techniques, we 
considerably improve the corresponding lifting steps in both subroutines. As a 
result, generic position of the input system is never assumed, and thus our 
algorithm never demands for any change of coordinates. In addition, we 
significantly limit the types of symbolic operations involved, that is, we only 
use resultant and gcd computations as purely symbolic operations. The latter 
results are achieved by combining techniques from different fields such as 
(modular) symbolic computation, numerical analysis and algebraic geometry.
 
We have implemented our algorithms as prototypical contributions to the 
C++-project CGAL. We exploit graphics hardware to expedite the remaining 
symbolic computations. We have also compared our implementation with the 
current reference implementations, that is, LGP and Maple�s Isolate for 
polynomial system solving, and CGAL�s bivariate algebraic kernel for analyses 
and arrangement computations of algebraic curves. For various series of 
challenging instances, our exhaustive experiments show that the new 
implementations outperform the existing ones.
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moreAbstract
We consider a robust variant of the classical $k$-median problem, introduced
by Anthony et al. \cite{AnthonyGGN10}. In the \emph{Robust $k$-Median problem},
we are given an $n$-vertex metric space $(V,d)$ and $m$ client sets $\set{S_i
\subseteq V}_{i=1}^m$. The objective is to open a set $F \subseteq V$ of $k$
facilities such that the worst case connection cost over all client sets is
minimized; in other words, minimize $\max_{i} \sum_{v \in S_i} d(F,v)$. Anthony
et al.\ showed an $O(\log m)$ approximation algorithm for any metric and
APX-hardness even in the case of uniform metric. In this paper, we show that
their algorithm is nearly tight by providing $\Omega(\log m/ \log \log m)$
approximation hardness, unless ${\sf NP} \subseteq \bigcap_{\delta >0} {\sf
DTIME}(2^{n^{\delta}})$. This hardness result holds even for uniform and line
metrics. To our knowledge, this is one of the rare cases in which a problem on
a line metric is hard to approximate to within logarithmic factor. We
complement the hardness result by an experimental evaluation of different
heuristics that shows that very simple heuristics achieve good approximations
for realistic classes of instances.


BibTeX
@online{DBLP:journals/corr/BhattacharyaCMN13,
TITLE = {New Approximability Results for the Robust k-Median Problem},
AUTHOR = {Bhattacharya, Sayan and Chalermsook, Parinya and Mehlhorn, Kurt and Neumann, Adrian},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1309.4602},
EPRINT = {1309.4602},
EPRINTTYPE = {arXiv},
YEAR = {2013},
ABSTRACT = {We consider a robust variant of the classical $k$-median problem, introduced by Anthony et al. \cite{AnthonyGGN10}. In the \emph{Robust $k$-Median problem}, we are given an $n$-vertex metric space $(V,d)$ and $m$ client sets $\set{S_i \subseteq V}_{i=1}^m$. The objective is to open a set $F \subseteq V$ of $k$ facilities such that the worst case connection cost over all client sets is minimized; in other words, minimize $\max_{i} \sum_{v \in S_i} d(F,v)$. Anthony et al.\ showed an $O(\log m)$ approximation algorithm for any metric and APX-hardness even in the case of uniform metric. In this paper, we show that their algorithm is nearly tight by providing $\Omega(\log m/ \log \log m)$ approximation hardness, unless ${\sf NP} \subseteq \bigcap_{\delta >0} {\sf DTIME}(2^{n^{\delta}})$. This hardness result holds even for uniform and line metrics. To our knowledge, this is one of the rare cases in which a problem on a line metric is hard to approximate to within logarithmic factor. We complement the hardness result by an experimental evaluation of different heuristics that shows that very simple heuristics achieve good approximations for realistic classes of instances.},
}

Endnote
%0 Report
%A Bhattacharya, Sayan
%A Chalermsook, Parinya
%A Mehlhorn, Kurt
%A Neumann, Adrian
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T New Approximability Results for the Robust k-Median Problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-5E4F-6
%U http://arxiv.org/abs/1309.4602
%D 2013
%X   We consider a robust variant of the classical $k$-median problem, introduced
by Anthony et al. \cite{AnthonyGGN10}. In the \emph{Robust $k$-Median problem},
we are given an $n$-vertex metric space $(V,d)$ and $m$ client sets $\set{S_i
\subseteq V}_{i=1}^m$. The objective is to open a set $F \subseteq V$ of $k$
facilities such that the worst case connection cost over all client sets is
minimized; in other words, minimize $\max_{i} \sum_{v \in S_i} d(F,v)$. Anthony
et al.\ showed an $O(\log m)$ approximation algorithm for any metric and
APX-hardness even in the case of uniform metric. In this paper, we show that
their algorithm is nearly tight by providing $\Omega(\log m/ \log \log m)$
approximation hardness, unless ${\sf NP} \subseteq \bigcap_{\delta >0} {\sf
DTIME}(2^{n^{\delta}})$. This hardness result holds even for uniform and line
metrics. To our knowledge, this is one of the rare cases in which a problem on
a line metric is hard to approximate to within logarithmic factor. We
complement the hardness result by an experimental evaluation of different
heuristics that shows that very simple heuristics achieve good approximations
for realistic classes of instances.
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moreAbstract
We present an algorithm that takes as input a finite point set in Euclidean
space, and performs a perturbation that guarantees that the Delaunay
triangulation of the resulting perturbed point set has quantifiable stability
with respect to the metric and the point positions. There is also a guarantee
on the quality of the simplices: they cannot be too flat. The algorithm
provides an alternative tool to the weighting or refinement methods to remove
poorly shaped simplices in Delaunay triangulations of arbitrary dimension, but
in addition it provides a guarantee of stability for the resulting
triangulation.
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space, and performs a perturbation that guarantees that the Delaunay
triangulation of the resulting perturbed point set has quantifiable stability
with respect to the metric and the point positions. There is also a guarantee
on the quality of the simplices: they cannot be too flat. The algorithm
provides an alternative tool to the weighting or refinement methods to remove
poorly shaped simplices in Delaunay triangulations of arbitrary dimension, but
in addition it provides a guarantee of stability for the resulting
triangulation.
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moreAbstract
We present an algorithmic framework for producing Delaunay triangulations of
manifolds. The input to the algorithm is a set of sample points together with
coordinate patches indexed by those points. The transition functions between
nearby coordinate patches are required to be bi-Lipschitz with a constant close
to 1. The primary novelty of the framework is that it can accommodate abstract
manifolds that are not presented as submanifolds of Euclidean space. The output
is a manifold simplicial complex that is the Delaunay complex of a perturbed
set of points on the manifold. The guarantee of a manifold output complex
demands no smoothness requirement on the transition functions, beyond the
bi-Lipschitz constraint. In the smooth setting, when the transition functions
are defined by common coordinate charts, such as the exponential map on a
Riemannian manifold, the output manifold is homeomorphic to the original
manifold, when the sampling is sufficiently dense.
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manifolds that are not presented as submanifolds of Euclidean space. The output
is a manifold simplicial complex that is the Delaunay complex of a perturbed
set of points on the manifold. The guarantee of a manifold output complex
demands no smoothness requirement on the transition functions, beyond the
bi-Lipschitz constraint. In the smooth setting, when the transition functions
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manifold, when the sampling is sufficiently dense.

%K Computer Science, Computational Geometry, cs.CG




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        1196
    
                Conference paper
            
D1


        V. Bonifaci, A. Marchetti-Spaccamela, S. Stiller, and A. Wiese
    

        “Feasibility Analysis in the Sporadic DAG Task Model,” in Proceedings of the 25th Euromicro Conference on Real-Time Systems (ECRTS 2013), Paris, France, 2013.
    
moreBibTeX
@inproceedings{Bonifaci2013,
TITLE = {Feasibility Analysis in the Sporadic {DAG} Task Model},
AUTHOR = {Bonifaci, Vincenzo and Marchetti-Spaccamela, Alberto and Stiller, Sebastian and Wiese, Andreas},
LANGUAGE = {eng},
ISBN = {978-0-7695-5054-1},
DOI = {10.1109/ECRTS.2013.32},
LOCALID = {Local-ID: 7DAF2265BDC2BA6EC1257C6A0055B6C5-Bonifaci2013},
PUBLISHER = {IEEE Computer Society},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {Proceedings of the 25th Euromicro Conference on Real-Time Systems (ECRTS 2013)},
EDITOR = {O'Connor, Lisa},
PAGES = {225--233},
ADDRESS = {Paris, France},
}

Endnote
%0 Conference Proceedings
%A Bonifaci, Vincenzo
%A Marchetti-Spaccamela, Alberto
%A Stiller, Sebastian
%A Wiese, Andreas
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Feasibility Analysis in the Sporadic DAG Task Model : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-3B5A-E
%F OTHER: Local-ID: 7DAF2265BDC2BA6EC1257C6A0055B6C5-Bonifaci2013
%R 10.1109/ECRTS.2013.32
%D 2013
%B 25th Euromicro Conference on Real-Time Systems
%Z date of event: 2013-07-09 - 2013-07-12
%C Paris, France
%B Proceedings of the 25th Euromicro Conference on Real-Time Systems
%E O'Connor, Lisa
%P 225 - 233
%I IEEE Computer Society
%@ 978-0-7695-5054-1




	DOI
	PuRe
	BibTeX

	


        1197
    
                Conference paper
            
D1


        V. Bonifaci, A. Marchetti-Spaccamela, N. Megow, and A. Wiese
    

        “Polynomial-time Exact Schedulability Tests for Harmonic Real-time Tasks,” in IEEE 34th Real-Time Systems Symposium (RTSS 2013), Vancouver, Canada, 2013.
    
moreBibTeX
@inproceedings{Bonifaci2013b,
TITLE = {Polynomial-time Exact Schedulability Tests for Harmonic Real-time Tasks},
AUTHOR = {Bonifaci, Vincenzo and Marchetti-Spaccamela, Alberto and Megow, Nicole and Wiese, Andreas},
LANGUAGE = {eng},
ISSN = {1052-8725},
DOI = {10.1109/RTSS.2013.31},
LOCALID = {Local-ID: 3A7E4E1F2212DA18C1257C6A00561143-Bonifaci2013b},
PUBLISHER = {IEEE Computer Society},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {IEEE 34th Real-Time Systems Symposium (RTSS 2013)},
PAGES = {236--245},
ADDRESS = {Vancouver, Canada},
}

Endnote
%0 Conference Proceedings
%A Bonifaci, Vincenzo
%A Marchetti-Spaccamela, Alberto
%A Megow, Nicole
%A Wiese, Andreas
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Polynomial-time Exact Schedulability Tests for Harmonic Real-time Tasks : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-3B5C-A
%F OTHER: Local-ID: 3A7E4E1F2212DA18C1257C6A00561143-Bonifaci2013b
%R 10.1109/RTSS.2013.31
%D 2013
%B 34th IEEE Real-Time Systems Symposium
%Z date of event: 2013-12-03 - 2013-12-06
%C Vancouver, Canada
%B IEEE 34th Real-Time Systems Symposium
%P 236 - 245
%I IEEE Computer Society
%@ false




	DOI
	PuRe
	BibTeX

	


        1198
    
                Article
            
D1


        K. Bringmann and T. Friedrich
    

        “Approximation Quality of the Hypervolume Indicator,” Artificial Intelligence, vol. 195, 2013.
    
moreBibTeX
@article{BringmannFjournal13,
TITLE = {Approximation Quality of the Hypervolume Indicator},
AUTHOR = {Bringmann, Karl and Friedrich, Tobias},
LANGUAGE = {eng},
ISSN = {0004-3702},
DOI = {10.1016/j.artint.2012.09.005},
LOCALID = {Local-ID: D0EDAA3A44A164B5C1257C63005ED497-BringmannFjournal13},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2013},
DATE = {2013},
JOURNAL = {Artificial Intelligence},
VOLUME = {195},
PAGES = {265--290},
}

Endnote
%0 Journal Article
%A Bringmann, Karl
%A Friedrich, Tobias
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Approximation Quality of the Hypervolume Indicator : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-3B9C-B
%F OTHER: Local-ID: D0EDAA3A44A164B5C1257C63005ED497-BringmannFjournal13
%R 10.1016/j.artint.2012.09.005
%7 2012-09-19
%D 2013
%J Artificial Intelligence
%V 195
%& 265
%P 265 - 290
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1199
    
                Conference paper
            
D1


        K. Bringmann, C. Engels, B. Manthey, and R. B. V. Rao
    

        “Random Shortest Paths: Non-Euclidean Instances for Metric Optimization Problems,” in Mathematical Foundations of Computer Science 2013 (MFCS 2013), Klosterneuburg, Austria, 2013.
    
moreBibTeX
@inproceedings{BringmannEMR13,
TITLE = {Random Shortest Paths: {Non}-{Euclidean} Instances for Metric Optimization Problems},
AUTHOR = {Bringmann, Karl and Engels, Christian and Manthey, Bodo and Rao, Raghavendra B. V.},
LANGUAGE = {eng},
ISSN = {0302-9743},
ISBN = {978-3-642-40312-5},
DOI = {10.1007/978-3-642-40313-2_21},
LOCALID = {Local-ID: 668CC45372505137C1257C63005CEBF7-BringmannEMR13},
PUBLISHER = {Springer},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {Mathematical Foundations of Computer Science 2013 (MFCS 2013)},
EDITOR = {Chatterjee, Krishnendu and Sgall, Jir{\'i}},
PAGES = {219--230},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8087},
ADDRESS = {Klosterneuburg, Austria},
}

Endnote
%0 Conference Proceedings
%A Bringmann, Karl
%A Engels, Christian
%A Manthey, Bodo
%A Rao, Raghavendra B. V.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Random Shortest Paths: Non-Euclidean Instances for Metric Optimization Problems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-3B7F-D
%F OTHER: Local-ID: 668CC45372505137C1257C63005CEBF7-BringmannEMR13
%R 10.1007/978-3-642-40313-2_21
%D 2013
%B 38th International Symposium on Mathematical Foundations of Computer Science
%Z date of event: 2013-08-26 - 2013-08-30
%C Klosterneuburg, Austria
%B Mathematical Foundations of Computer Science 2013
%E Chatterjee, Krishnendu; Sgall, Jir&#237;
%P 219 - 230
%I Springer
%@ 978-3-642-40312-5
%B Lecture Notes in Computer Science
%N 8087
%@ false
%U https://rdcu.be/dx11e




	DOI
	PuRe
	BibTeX
	publisher version

	


        1200
    
                Paper
            
D1


        K. Bringmann, C. Engels, B. Manthey, and R. B. V. Rao
    

        “Random Shortest Paths: Non-Euclidean Instances for Metric Optimization Problems,” 2013. [Online]. Available: http://arxiv.org/abs/1306.3030.
    
moreAbstract
Probabilistic analysis for metric optimization problems has mostly been
conducted on random Euclidean instances, but little is known about metric
instances drawn from distributions other than the Euclidean. This motivates our
study of random metric instances for optimization problems obtained as follows:
Every edge of a complete graph gets a weight drawn independently at random. The
distance between two nodes is then the length of a shortest path (with respect
to the weights drawn) that connects these nodes.
  We prove structural properties of the random shortest path metrics generated
in this way. Our main structural contribution is the construction of a good
clustering. Then we apply these findings to analyze the approximation ratios of
heuristics for matching, the traveling salesman problem (TSP), and the k-median
problem, as well as the running-time of the 2-opt heuristic for the TSP. The
bounds that we obtain are considerably better than the respective worst-case
bounds. This suggests that random shortest path metrics are easy instances,
similar to random Euclidean instances, albeit for completely different
structural reasons.
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Every edge of a complete graph gets a weight drawn independently at random. The
distance between two nodes is then the length of a shortest path (with respect
to the weights drawn) that connects these nodes.
  We prove structural properties of the random shortest path metrics generated
in this way. Our main structural contribution is the construction of a good
clustering. Then we apply these findings to analyze the approximation ratios of
heuristics for matching, the traveling salesman problem (TSP), and the k-median
problem, as well as the running-time of the 2-opt heuristic for the TSP. The
bounds that we obtain are considerably better than the respective worst-case
bounds. This suggests that random shortest path metrics are easy instances,
similar to random Euclidean instances, albeit for completely different
structural reasons.
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In the online checkpointing problem, the task is to continuously maintain a 
set of k checkpoints that allow to rewind an ongoing computation faster than 
by a full restart. The only operation allowed is to replace an old checkpoint 
by the current state. Our aim are checkpoint placement strategies that minimize 
rewinding cost, i.e., such that at all times T when requested to rewind to 
some time t ≤ T the number of computation steps that need to be redone to 
get to t from a checkpoint before t is as small as possible. In particular, 
we want that the closest checkpoint earlier than t is not further away from 
t than q_k times the ideal distance T / (k+1), where q_k is a small 
constant.

Improving over earlier work showing 1 + 1/k ≤ q_k ≤ 2, we show that 
q_k can be chosen asymptotically less than 2. We present algorithms with 
asymptotic discrepancy q_k ≤ 1.59 + o(1) valid for all k and q_k ≤ 
\ln(4) + o(1) ≤ 1.39 + o(1) valid for k being a power of two. Experiments 
indicate the uniform bound p_k ≤ 1.7 for all k. For small k, we show 
how to use a linear programming approach to compute good checkpointing 
algorithms. This gives discrepancies of less than 1.55 for all k < 60. 

We prove the first lower bound that is asymptotically more than one, namely 
q_k ≥ 1.30 - o(1). We also show that optimal algorithms (yielding the 
infimum discrepancy) exist for all~k.
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moreAbstract
We consider a scheduling problem where each job is controlled by a
selfish agent, who is only interested in minimizing its own cost,
defined as the total load of the machine that its job is assigned
to. We consider the objective of maximizing the minimum load (the
value of the cover) over the machines. Unlike the regular makespan
minimization problem, which was extensively studied in a game
theoretic context, this problem has not been considered in this
setting before.
 
We study the price of anarchy (\poa) and the price of stability
(\pos). These measures are unbounded already for two uniformly
related machines \citeEpKS10, and therefore we focus on
identical machines. We show that the \pos is 1, and derive tight
bounds on the pure \poa for m≤q 7 and on the overall pure
\poa, showing that its value is exactly 1.7. To achieve the
upper bound of 1.7, we make an unusual use of weighting functions.
Finally, we show that the mixed \poa grows exponentially with
m for this problem.
 
In addition, we consider a similar setting of selfish jobs with a
different objective of minimizing the maximum ratio between the
loads of any pair of machines in the schedule. We show that under
this objective the \pos is 1 and the pure \poa is 2, for any
m≥q 2.
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moreAbstract
We reconsider the well-studied Selfish Routing game with affine latency
functions. The Price of Anarchy for this class of games takes maximum value
4/3; this maximum is attained already for a simple network of two parallel
links, known as Pigou's network. We improve upon the value 4/3 by means of
Coordination Mechanisms.
  We increase the latency functions of the edges in the network, i.e., if
$\ell_e(x)$ is the latency function of an edge $e$, we replace it by
$\hat{\ell}_e(x)$ with $\ell_e(x) \le \hat{\ell}_e(x)$ for all $x$. Then an
adversary fixes a demand rate as input. The engineered Price of Anarchy of the
mechanism is defined as the worst-case ratio of the Nash social cost in the
modified network over the optimal social cost in the original network.
Formally, if $\CM(r)$ denotes the cost of the worst Nash flow in the modified
network for rate $r$ and $\Copt(r)$ denotes the cost of the optimal flow in the
original network for the same rate then [\ePoA = \max_{r \ge 0}
\frac{\CM(r)}{\Copt(r)}.]
  We first exhibit a simple coordination mechanism that achieves for any
network of parallel links an engineered Price of Anarchy strictly less than
4/3. For the case of two parallel links our basic mechanism gives 5/4 = 1.25.
Then, for the case of two parallel links, we describe an optimal mechanism; its
engineered Price of Anarchy lies between 1.191 and 1.192.
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moreAbstract
Designing truthful mechanisms for scheduling on related machines is a very
important problem in single-parameter mechanism design. We consider the 
covering objective, that is we are
interested in maximizing the minimum completion time of a
machine. This problem falls into the class of problems where the
optimal allocation can be truthfully implemented. A major open issue for
this class is whether truthfulness affects the polynomial-time implementation. 
 
We provide the first
constant factor approximation for deterministic truthful mechanisms. 
In particular we come up with a approximation guarantee of 2+\eps,
significantly improving on the previous upper bound of 
\min(m,(2+\eps)s_m/s_1).
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moreAbstract
Poljak and Turzik (Discrete Mathematics 1986) introduced the notion of
{\lambda}-extendible properties of graphs as a generalization of the property
of being bipartite. They showed that for any 0 < {\lambda} < 1 and
{\lambda}-extendible property {\Pi}, any connected graph G on n vertices and m
edges contains a spanning subgraph H in {\Pi} with at least {\lambda}m +
(1-{\lambda})(n-1)/2 edges. The property of being bipartite is
{\lambda}-extendible for {\lambda} = 1/2, and so the Poljak-Turzik bound
generalizes the well-known Edwards-Erdos bound for Max-Cut. Other examples of
{\lambda}-extendible properties include: being an acyclic oriented graph, a
balanced signed graph, or a q-colorable graph for some integer q.
  Mnich et. al. (FSTTCS 2012) defined the closely related notion of strong
{\lambda}-extendibility. They showed that the problem of finding a subgraph
satisfying a given strongly {\lambda}-extendible property {\Pi} is
fixed-parameter tractable (FPT) when parameterized above the Poljak-Turzik
bound - does there exist a spanning subgraph H of a connected graph G such that
H in {\Pi} and H has at least {\lambda}m + (1-{\lambda})(n-1)/2 + k edges? -
subject to the condition that the problem is FPT on a certain simple class of
graphs called almost-forests of cliques.
  In this paper we settle the kernelization complexity of nearly all problems
parameterized above Poljak-Turzik bounds, in the affirmative. We show that
these problems admit quadratic kernels (cubic when {\lambda} = 1/2), without
using the assumption that the problem is FPT on almost-forests of cliques. Thus
our results not only remove the technical condition of being FPT on
almost-forests of cliques from previous results, but also unify and extend
previously known kernelization results in this direction. Our results add to
the select list of generic kernelization results known in the literature.
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balanced signed graph, or a q-colorable graph for some integer q.
  Mnich et. al. (FSTTCS 2012) defined the closely related notion of strong
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satisfying a given strongly {\lambda}-extendible property {\Pi} is
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bound - does there exist a spanning subgraph H of a connected graph G such that
H in {\Pi} and H has at least {\lambda}m + (1-{\lambda})(n-1)/2 + k edges? -
subject to the condition that the problem is FPT on a certain simple class of
graphs called almost-forests of cliques.
  In this paper we settle the kernelization complexity of nearly all problems
parameterized above Poljak-Turzik bounds, in the affirmative. We show that
these problems admit quadratic kernels (cubic when {\lambda} = 1/2), without
using the assumption that the problem is FPT on almost-forests of cliques. Thus
our results not only remove the technical condition of being FPT on
almost-forests of cliques from previous results, but also unify and extend
previously known kernelization results in this direction. Our results add to
the select list of generic kernelization results known in the literature.
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moreAbstract
Black-box complexity, counting the number of queries needed to find the optimum 
of a problem without having access to an explicit problem description, was 
introduced by Droste, Jansen, and Wegener (Theory of Computing Systems
39 (2006) 525--544) to measure the difficulty of solving an optimization 
problem via generic search heuristics such as evolutionary algorithms, 
simulated annealing or ant colony optimization.
 
Since then, a number of similar complexity notions were introduced. However, so 
far these new notions were only analyzed for artificial test problems. In this 
paper, we move a step forward and analyze the different black-box complexity 
notions for two classic combinatorial problems, namely the minimum spanning 
tree and the single-source shortest path problem. Besides proving bounds for 
their black-box complexities, our work reveals that the choice of how to model 
the optimization problem has a significant influence on its black-box 
complexity. In addition, when regarding the unbiased (symmetry-invariant) 
black-box complexity of combinatorial problems, it is important to choose a 
meaningful definition of unbiasedness.
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moreAbstract
We present rumor spreading protocols for the complete graph topology that are
robust against an arbitrary number of adversarial initial node failures. Our
protocols are the first rumor spreading protocols combining the following three
properties: they can tolerate any number of failures, they distribute the rumor
to all nodes using linear number of messages (actually they use strictly
minimal $n-1$ messages), and if an arbitrarily small constant fraction $p$ of
nodes (including the initiator of the rumor) are working correctly, our
protocols communicate the rumor to all members in the network in $O(\log(n))$
rounds.
  Our protocols are simpler than previous fault-tolerant rumor spreading
protocols in this model, they do not require synchronization (i.e., their
correctness is independent on the relative speeds of the nodes), and they do
not require a simultaneous wakeup of all nodes at time 0.
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moreAbstract
At last year’s GECCO a novel perspective for theoretical
performance analysis of evolutionary algorithms and other
randomised search heuristics was introduced that concen-
trates on the expected function value after a pre-defined
number of steps, called budget. This is significantly differ-
ent from the common perspective where the expected op-
timisation time is analysed. While there is a huge body of
work and a large collection of tools for the analysis of the ex-
pected optimisation time the new fixed budget perspective
introduces new analytical challenges. Here it is shown how
results on the expected optimisation time that are strength-
ened by deviation bounds can be systematically turned into
fixed budget results. We demonstrate our approach by con-
sidering the (1+1) EA on LeadingOnes and significantly
improving previous results. We prove that deviating from
the expected time by an additive term of
ω
n
3
/
2
happens
only with probability
o
(1). This is turned into tight bounds
on the function value using the inverse function. We use
three, increasingly strong or general approaches to proving
the deviation bounds, namely via Chebyshev’s inequality,
via Chernoff bounds for geometric random variables, and
via variable drift analysis.
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moreAbstract
We analyze the runtime of the (1 + λ) evolutionary algorithm (EA) on 
the classic royal road test function class. For a royal road function defined 
on bit-strings of length n having block size d≥\log 
n+(c+1+\varepsilon)\log d, we prove that the (1 + λ) EA with λ 
= \Theta(n^c) finds the optimum in an expected number of 
O(\frac2^d}{d^c}⋅\frac{n}{d} \log \frac{n}{d}) generations. Together 
with our lower bound of Ω(\frac{2^d}{d^c), this shows that for royal 
road functions even very large offspring populations do not reduce the runtime 
significantly.
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moreAbstract
The recently active research area of black-box complexity revealed that for 
many optimization problems the best possible black-box optimization algorithm 
is significantly faster than all known evolutionary approaches. While it is not 
to be expected that a general-purpose heuristic competes with a 
problem-tailored algorithm, it still makes sense to look for the reasons for 
this discrepancy.
 
In this work, we exhibit one possible reason---most optimal black-box 
algorithms profit also from solutions that are inferior to the previous-best 
one, whereas evolutionary approaches guided by the ``survival of the fittest'' 
paradigm often ignore such solutions. Trying to overcome this shortcoming, we 
design a simple genetic algorithm that first creates λ offspring from a 
single parent by mutation with a mutation probability that is k times larger 
than the usual one. From the best of these offspring (which often is worse than 
the parent) and the parent itself, we generate further offspring via a uniform 
crossover operator that takes bits from the winner offspring with probability 
1/k only. 
 
A rigorous runtime analysis proves that our new algorithm for suitable 
parameter choices on the \onemax test function class is asymptotically faster 
(in terms of the number of fitness evaluations) than what has been shown for 
(μ \stackrel+}{, λ) EAs. This is the first time that crossover is 
shown to give an advantage for the \onemax class that is 
larger than a constant factor. Using a fitness-dependent choice of k 
and~λ, the optimization time can be reduced further to linear in~n.
 
Our experimental analysis on several test function classes shows advantages 
already for small problem sizes and broad parameter ranges. Also, a simple 
self-adaptive choice of these parameters gives surprisingly good results.


BibTeX
@inproceedings{DoerrDR2013,
TITLE = {Constructing Low Star Discrepancy Point Sets with Genetic Algorithms},
AUTHOR = {Doerr, Carola and De Rainville, Fran{\c c}ois-Michel},
LANGUAGE = {eng},
ISBN = {978-1-4503-1963-8},
DOI = {10.1145/2463372.2463469},
LOCALID = {Local-ID: 33AADAC322A2C7E6C1257C600052979B-DoerrDR2013},
PUBLISHER = {ACM},
YEAR = {2013},
DATE = {2013},
ABSTRACT = {The recently active research area of black-box complexity revealed that for many optimization problems the best possible black-box optimization algorithm is significantly faster than all known evolutionary approaches. While it is not to be expected that a general-purpose heuristic competes with a problem-tailored algorithm, it still makes sense to look for the reasons for this discrepancy. In this work, we exhibit one possible reason---most optimal black-box algorithms profit also from solutions that are inferior to the previous-best one, whereas evolutionary approaches guided by the ``survival of the fittest'' paradigm often ignore such solutions. Trying to overcome this shortcoming, we design a simple genetic algorithm that first creates $\lambda$ offspring from a single parent by mutation with a mutation probability that is k times larger than the usual one. From the best of these offspring (which often is worse than the parent) and the parent itself, we generate further offspring via a uniform crossover operator that takes bits from the winner offspring with probability 1/k only. A rigorous runtime analysis proves that our new algorithm for suitable parameter choices on the \onemax test function class is asymptotically faster (in terms of the number of fitness evaluations) than what has been shown for ($\mu$ \stackrel+}{, $\lambda$) EAs. This is the first time that crossover is shown to give an advantage for the \onemax class that is larger than a constant factor. Using a fitness-dependent choice of k and~$\lambda$, the optimization time can be reduced further to linear in~n. Our experimental analysis on several test function classes shows advantages already for small problem sizes and broad parameter ranges. Also, a simple self-adaptive choice of these parameters gives surprisingly good results.},
BOOKTITLE = {GECCO'13, 15th Annual Conference on Genetic and Evolutionary Computation},
EDITOR = {Blum, Christian and Alba, Enrique},
PAGES = {789--796},
ADDRESS = {Amsterdam, The Netherlands},
}

Endnote
%0 Conference Proceedings
%A Doerr, Carola
%A De Rainville, Fran&#231;ois-Michel
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Constructing Low Star Discrepancy Point Sets with Genetic Algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-7910-5
%R 10.1145/2463372.2463469
%F OTHER: Local-ID: 33AADAC322A2C7E6C1257C600052979B-DoerrDR2013
%D 2013
%B 15th Annual Conference on Genetic and Evolutionary Computation 
%Z date of event: 2013-07-06 - 2013-07-10
%C Amsterdam, The Netherlands
%X The recently active research area of black-box complexity revealed that for 
many optimization problems the best possible black-box optimization algorithm 
is significantly faster than all known evolutionary approaches. While it is not 
to be expected that a general-purpose heuristic competes with a 
problem-tailored algorithm, it still makes sense to look for the reasons for 
this discrepancy.

In this work, we exhibit one possible reason---most optimal black-box 
algorithms profit also from solutions that are inferior to the previous-best 
one, whereas evolutionary approaches guided by the ``survival of the fittest'' 
paradigm often ignore such solutions. Trying to overcome this shortcoming, we 
design a simple genetic algorithm that first creates &#955; offspring from a 
single parent by mutation with a mutation probability that is k times larger 
than the usual one. From the best of these offspring (which often is worse than 
the parent) and the parent itself, we generate further offspring via a uniform 
crossover operator that takes bits from the winner offspring with probability 
1/k only. 

A rigorous runtime analysis proves that our new algorithm for suitable 
parameter choices on the \onemax test function class is asymptotically faster 
(in terms of the number of fitness evaluations) than what has been shown for 
(&#956; \stackrel+}{, &#955;) EAs. This is the first time that crossover is 
shown to give an advantage for the \onemax class that is 
larger than a constant factor. Using a fitness-dependent choice of k 
and~&#955;, the optimization time can be reduced further to linear in~n.

Our experimental analysis on several test function classes shows advantages 
already for small problem sizes and broad parameter ranges. Also, a simple 
self-adaptive choice of these parameters gives surprisingly good results.
%B GECCO'13
%E Blum, Christian; Alba, Enrique
%P 789 - 796
%I ACM
%@ 978-1-4503-1963-8




	DOI
	PuRe
	BibTeX

	


        1246
    
                Paper
            
D1


        D. Dolev, K. Heljanko, M. Järvisalo, J. H. Korhonen, C. Lenzen, J. Rybicki, J. Suomela, and S. Wieringa
    

        “Synchronous Counting and Computational Algorithm Design,” 2013. [Online]. Available: http://arxiv.org/abs/1304.5719.
    
moreAbstract
Consider a complete communication network on $n$ nodes, each of which is a
state machine. In synchronous 2-counting, the nodes receive a common clock
pulse and they have to agree on which pulses are "odd" and which are "even". We
require that the solution is self-stabilising (reaching the correct operation
from any initial state) and it tolerates $f$ Byzantine failures (nodes that
send arbitrary misinformation). Prior algorithms are expensive to implement in
hardware: they require a source of random bits or a large number of states.
  This work consists of two parts. In the first part, we use computational
techniques (often known as synthesis) to construct very compact deterministic
algorithms for the first non-trivial case of $f = 1$. While no algorithm exists
for $n < 4$, we show that as few as 3 states per node are sufficient for all
values $n \ge 4$. Moreover, the problem cannot be solved with only 2 states per
node for $n = 4$, but there is a 2-state solution for all values $n \ge 6$.
  In the second part, we develop and compare two different approaches for
synthesising synchronous counting algorithms. Both approaches are based on
casting the synthesis problem as a propositional satisfiability (SAT) problem
and employing modern SAT-solvers. The difference lies in how to solve the SAT
problem: either in a direct fashion, or incrementally within a counter-example
guided abstraction refinement loop. Empirical results suggest that the former
technique is more efficient if we want to synthesise time-optimal algorithms,
while the latter technique discovers non-optimal algorithms more quickly.
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  In the second part, we develop and compare two different approaches for
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casting the synthesis problem as a propositional satisfiability (SAT) problem
and employing modern SAT-solvers. The difference lies in how to solve the SAT
problem: either in a direct fashion, or incrementally within a counter-example
guided abstraction refinement loop. Empirical results suggest that the former
technique is more efficient if we want to synthesise time-optimal algorithms,
while the latter technique discovers non-optimal algorithms more quickly.
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moreAbstract
We present the first combinatorial polynomial time algorithm for computing
the equilibrium of the Arrow-Debreu market model with linear utilities.
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moreAbstract
This paper gives the first o(n^{2.5}) deterministic algorithm for the maximum 
flow problem in any undirected unit-capacity graph with no parallel edges. In 
an n-vertex, m-edge graph with maximum flow value v, our running time is 
\tilde{O}(n^{9/4}v^{1/8})=\tilde{O}(n^{2.375}). Note that v≤q n for 
simple unit-capacity graphs. The previous deterministic algorithms [Karger and 
Levine 1998] achieve O(m+nv^{3/2}) and O(nm^{2/3}v^{1/6}) time bound, which 
are both O(n^{2.5) for dense simple graphs and v=\Theta(n).
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moreAbstract
We present a unified framework for designing deterministic monotone polynomial 
time approximation schemes (PTAS's) for a wide class of scheduling problems on 
uniformly related machines. This class includes (among others) minimizing the 
makespan, maximizing the minimum load, and minimizing the ℓ_p norm of the 
machine loads vector. Previously, this kind of result was only known for the 
makespan objective. Monotone algorithms have the property that an increase in 
the speed of a machine cannot decrease the amount of work assigned to it.
 
The key idea of our novel method is to show that for goal functions that are 
sufficiently well-behaved functions of the machine loads, it is possible to 
compute in polynomial time a highly
structured nearly optimal schedule.
An interesting aspect of our approach is that, in contrast to all known 
approximation schemes, we avoid rounding any job sizes or speeds throughout. We 
can therefore find the \emphexact} best structured schedule using dynamic 
programming. The state space encodes a sufficient amount of information such 
that no postprocessing is needed, allowing an elegant and relatively simple 
analysis without any special cases. The monotonicity is a consequence of the 
fact that we find the {\it best schedule in a specific collection of schedules.
 
Monotone approximation schemes have an important role in the emerging area of 
algorithmic mechanism design.
In the game-theoretical setting of these scheduling problems there is a social 
goal, which is one of the objective functions that we study. Each machine is 
controlled by a selfish single-parameter agent, where its private information 
is its cost of processing a unit sized job, which is also the inverse of
the speed of its machine. Each agent wishes to maximize its own profit, defined 
as the payment it receives from the mechanism minus its cost for processing all 
jobs assigned to it, and places a bid which corresponds to its private 
information.
For each one of the problems, we show that we can calculate payments that 
guarantee truthfulness in an efficient manner. Thus, there exists a dominant 
strategy where agents report their true speeds, and we show the existence of a 
truthful mechanism which can be implemented in polynomial time, where the 
social goal is approximated within a factor of 1+\eps for every \eps>0.
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moreAbstract
The Art Gallery Problem (AGP) asks for placing a minimum number of stationary
guards in a polygonal region P, such that all points in P are guarded. The
problem is known to be NP-hard, and its inherent continuous structure (with
both the set of points that need to be guarded and the set of points that can
be used for guarding being uncountably infinite) makes it difficult to apply a
straightforward formulation as an Integer Linear Program. We use an iterative
primal-dual relaxation approach for solving AGP instances to optimality. At
each stage, a pair of LP relaxations for a finite candidate subset of primal
covering and dual packing constraints and variables is considered; these
correspond to possible guard positions and points that are to be guarded.
  Particularly useful are cutting planes for eliminating fractional solutions.
We identify two classes of facets, based on Edge Cover and Set Cover (SC)
inequalities. Solving the separation problem for the latter is NP-complete, but
exploiting the underlying geometric structure, we show that large subclasses of
fractional SC solutions cannot occur for the AGP. This allows us to separate
the relevant subset of facets in polynomial time. We also characterize all
facets for finite AGP relaxations with coefficients in {0, 1, 2}.
  Finally, we demonstrate the practical usefulness of our approach. Our cutting
plane technique yields a significant improvement in terms of speed and solution
quality due to considerably reduced integrality gaps as compared to the
approach by Kr\"oller et al.
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moreAbstract
Let π'_w denote the failure function of the Knuth-Morris-Pratt algorithm 
for a word w.
In this paper we study the following problem: given an integer array A'[1 .. 
n], is there
a word w over an arbitrary alphabet Σ such that A'[i]=π'_w[i] for 
all i?
Moreover, what is the minimum cardinality of Σ required?
We give an elementary and self-contained \mathcalO}(nłog n) time algorithm 
for this problem,
thus improving the previously known solution, which had no polynomial time 
bound.
Using both deeper combinatorial insight into the structure of π' and 
advanced algorithmic
tools, we further improve the running time to \mathcal{O(n).
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moreAbstract
We study gossip algorithms for the rumor spreading problem which asks one
node to deliver a rumor to all nodes in an unknown network. We present the
first protocol for any expander graph $G$ with $n$ nodes such that, the
protocol informs every node in $O(\log n)$ rounds with high probability, and
uses $\tilde{O}(\log n)$ random bits in total. The runtime of our protocol is
tight, and the randomness requirement of $\tilde{O}(\log n)$ random bits almost
matches the lower bound of $\Omega(\log n)$ random bits for dense graphs. We
further show that, for many graph families, polylogarithmic number of random
bits in total suffice to spread the rumor in $O(\mathrm{poly}\log n)$ rounds.
These results together give us an almost complete understanding of the
randomness requirement of this fundamental gossip process.
  Our analysis relies on unexpectedly tight connections among gossip processes,
Markov chains, and branching programs. First, we establish a connection between
rumor spreading processes and Markov chains, which is used to approximate the
rumor spreading time by the mixing time of Markov chains. Second, we show a
reduction from rumor spreading processes to branching programs, and this
reduction provides a general framework to derandomize gossip processes. In
addition to designing rumor spreading protocols, these novel techniques may
have applications in studying parallel and multiple random walks, and
randomness complexity of distributed algorithms.
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moreAbstract
We consider the speed scaling problem introduced in the seminal paper of Yao et al.. In this problem, a number of jobs, each with its own processing volume, release time, and deadline needs to be executed on a speed-scalable processor. The power consumption of this processor is $P(s) = s^\alpha$, where $s$ is the processing speed, and $\alpha > 1$ is a constant. The total energy consumption is power integrated over time, and the goal is to process all jobs while minimizing the energy consumption. 
 
The preemptive version of the problem, along with its many variants, has been extensively studied over the years. However, little is known about the non-preemptive version of the problem, except that it is strongly NP-hard and allows a constant factor approximation. Up until now, the (general) complexity of this problem is unknown. In the present paper, we study an important special case of the problem, where the job intervals form a laminar family, and present a quasipolynomial-time approximation scheme for it, thereby showing that (at least) this special case is not APX-hard, unless $NP \subseteq DTIME(2^{poly(\log n)})$. 
 
The second contribution of this work is a polynomial-time algorithm for the special case of equal-volume jobs, where previously only a $2^\alpha$ approximation was known. In addition, we show that two other special cases of this problem allow fully polynomial-time approximation schemes (FPTASs).
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moreAbstract
It is demonstrated that unambiguous conjunctive grammars
over a unary alphabet Σ=a} have non-trivial expressive power, and 
that their basic properties are undecidable. The key result is that for every 
base k ≥qslant 11 and for every one-way real-time cellular automaton 
operating over
the alphabet of base-k digits \big{\lfloor\frac{k+9}{4}\rfloor, \ldots, 
\lfloor\frac{k+1}{2}\rfloor\big,
the language of all strings a^n
with the base-k notation of the form \D1w\D1,
where w is accepted by the automaton,
is generated by an unambiguous conjunctive grammar.
Another encoding is used to simulate a cellular automaton
in a unary language containing almost all strings.
These constructions are used to show
that for every fixed unambiguous conjunctive language L_0,
testing whether a given unambiguous conjunctive grammar generates L_0 is 
undecidable.
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moreAbstract
We present a simple linear-time algorithm constructing a~context-free grammar 
of size O(g \log (N/g))
for the input string of size N, where
g the size of the optimal grammar generating this string.
The algorithm works for arbitrary size alphabets,
but the running time is linear assuming that the alphabet Σ of the input 
string
is a subset of 1,\ldots , N^c  for some constant c.
Algorithms with such an approximation guarantees and running time are known,
the novelty of this paper is the particular simplicity of the algorithm
as well as the analysis of the algorithm, which uses a general
technique of recompression recently introduced by the author.
Furthermore, contrary to the previous results, this work does not use the LZ 
representation
of the input string in the construction, nor in the analysis.
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moreAbstract
In this paper we consider word equations with one variable (and arbitrary many 
appearances of it). A recent technique of recompression, which is applicable to 
general word equations,
is shown to be suitable also in this case. While in general case it is 
non-deterministic, it determinises in case of one variable and the obtained 
running time is O(n) (in RAM model).
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moreAbstract
We present an application of a local recompression technique,
previously developed by the author in the context of compressed membership 
problems
and compressed pattern matching, to word equations.
The technique is based on local modification of variables (replacing X by 
aX or Xa)
and replacement of pairs of letters appearing in the equation by a `fresh' 
letter,
which can be seen as a bottom-up compression of the solution
of the given word equation, to be more specific, building an SLP (Straight-Line 
Programme)
for the solution of the word equation.
 
 
Using this technique we give new self-contained
proofs of many known results for word equations:
the presented nondeterministic algorithm
runs in O(n \log n) space and in time polynomial in \log N and n,
where N is the size of the length-minimal solution of the word equation.
It can be easily generalised 
to a generator of all solutions of the word equation.
A further analysis of the algorithm yields a doubly exponential
upper bound on the size of the length-minimal solution.
The presented algorithm does not use
exponential bound on the exponent of periodicity.
Conversely, the analysis of the algorithm yields
a new proof of the exponential bound on exponent of periodicity.
For O(1) variables with arbitrary many appearances
it works in linear space.
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Programme)
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Using this technique we give new self-contained
proofs of many known results for word equations:
the presented nondeterministic algorithm
runs in O(n \log n) space and in time polynomial in \log N and n,
where N is the size of the length-minimal solution of the word equation.
It can be easily generalised 
to a generator of all solutions of the word equation.
A further analysis of the algorithm yields a doubly exponential
upper bound on the size of the length-minimal solution.
The presented algorithm does not use
exponential bound on the exponent of periodicity.
Conversely, the analysis of the algorithm yields
a new proof of the exponential bound on exponent of periodicity.
For O(1) variables with arbitrary many appearances
it works in linear space.
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moreAbstract
Hyper-minimization is a recent automaton compression technique that can reduce 
the size of an automaton beyond the limits imposed by classical minimization. 
The additional compression power is enabled by allowing a finite difference in 
the represented language. The necessary theory for hyper-minimization is 
developed for (bottom-up) deterministic tree automata. The hyper-minimization 
problem for deterministic tree automata is reduced to the hyper-minimization 
problem for deterministic finite-state string automata, for which fast 
algorithms exist. The fastest algorithm obtained in this way runs in time O(m 
\log n), where m is the size of the transition table and n is the number 
of states of the input tree automaton.
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moreAbstract
We present the technique of local recompression on the example of word 
equations. The technique is based on local modification of variables (replacing 
X by aX or Xa) and replacement of pairs of letters appearing in the 
equation by a `fresh' letter,
which can be seen as a bottom-up building of an SLP (Straight-Line Programme) 
for the solution of the word equation, i.e. a compression.
 
Using this technique we give a simple proof that satisfiability of word 
equations is in PSPACE. Furthermore we sketch the applications for some 
problems regarding the SLP compressed strings.
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moreAbstract
Modern computers are not random access machines (RAMs).
They have a memory hierarchy, multiple cores, and a virtual memory.
We address the computational cost of the address translation in the virtual 
memory and difficulties in design of parallel algorithms on modern many-core 
machines.

Starting point for our work on virtual memory is the observation that the 
analysis of some simple algorithms (random scan of an array, binary search, 
heapsort) in either the RAM model or the EM model (external memory model) does 
not correctly predict growth rates of actual running times.
We propose the VAT model (virtual address translation) to account for the cost 
of address translations and analyze the algorithms mentioned above and others 
in the model. 
The predictions agree with the measurements.
We also analyze the VAT-cost of cache-oblivious algorithms.

In the second part of the paper we present a case study of the design of an 
efficient 2D convex hull algorithm for GPUs.
The algorithm is based on \emphthe ultimate planar convex hull algorithm} of 
Kirkpatrick and Seidel, and it has been referred to as \emph{the first 
successful implementation of the QuickHull algorithm on the GPU by Gao et al. 
in their 2012 paper on the 3D convex hull.
Our motivation for work on modern many-core machines is the general belief of 
the engineering community that the theory does not produce applicable results, 
and that the theoretical researchers are not aware of the difficulties that 
arise while adapting algorithms for practical use.
We concentrate on showing how the high degree of parallelism available on GPUs 
can be applied to problems that do not readily decompose into many independent 
tasks.


BibTeX
@phdthesis{Jurkiewicz2013,
TITLE = {Toward Better Computation Models for Modern Machines},
AUTHOR = {Jurkiewicz, Tomasz},
LANGUAGE = {eng},
URL = {urn:nbn:de:bsz:291-scidok-55407},
DOI = {10.22028/D291-26543},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2013},
DATE = {2013},
ABSTRACT = {Modern computers are not random access machines (RAMs).<br>They have a memory hierarchy, multiple cores, and a virtual memory.<br>We address the computational cost of the address translation in the virtual <br>memory and difficulties in design of parallel algorithms on modern many-core <br>machines.<br><br>Starting point for our work on virtual memory is the observation that the <br>analysis of some simple algorithms (random scan of an array, binary search, <br>heapsort) in either the RAM model or the EM model (external memory model) does <br>not correctly predict growth rates of actual running times.<br>We propose the VAT model (virtual address translation) to account for the cost <br>of address translations and analyze the algorithms mentioned above and others <br>in the model. <br>The predictions agree with the measurements.<br>We also analyze the VAT-cost of cache-oblivious algorithms.<br><br>In the second part of the paper we present a case study of the design of an <br>efficient 2D convex hull algorithm for GPUs.<br>The algorithm is based on \emphthe ultimate planar convex hull algorithm} of <br>Kirkpatrick and Seidel, and it has been referred to as \emph{the first <br>successful implementation of the QuickHull algorithm on the GPU by Gao et al. <br>in their 2012 paper on the 3D convex hull.<br>Our motivation for work on modern many-core machines is the general belief of <br>the engineering community that the theory does not produce applicable results, <br>and that the theoretical researchers are not aware of the difficulties that <br>arise while adapting algorithms for practical use.<br>We concentrate on showing how the high degree of parallelism available on GPUs <br>can be applied to problems that do not readily decompose into many independent <br>tasks.},
}

Endnote
%0 Thesis
%A Jurkiewicz, Tomasz
%Y Mehlhorn, Kurt
%A referee: Meyer, Ulrich
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Toward Better Computation Models for Modern Machines : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0018-4A9C-B
%U urn:nbn:de:bsz:291-scidok-55407
%R 10.22028/D291-26543
%F OTHER: hdl:20.500.11880/26599
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2013
%P 94 p.
%V phd
%9 phd
%X Modern computers are not random access machines (RAMs).<br>They have a memory hierarchy, multiple cores, and a virtual memory.<br>We address the computational cost of the address translation in the virtual <br>memory and difficulties in design of parallel algorithms on modern many-core <br>machines.<br><br>Starting point for our work on virtual memory is the observation that the <br>analysis of some simple algorithms (random scan of an array, binary search, <br>heapsort) in either the RAM model or the EM model (external memory model) does <br>not correctly predict growth rates of actual running times.<br>We propose the VAT model (virtual address translation) to account for the cost <br>of address translations and analyze the algorithms mentioned above and others <br>in the model. <br>The predictions agree with the measurements.<br>We also analyze the VAT-cost of cache-oblivious algorithms.<br><br>In the second part of the paper we present a case study of the design of an <br>efficient 2D convex hull algorithm for GPUs.<br>The algorithm is based on \emphthe ultimate planar convex hull algorithm} of <br>Kirkpatrick and Seidel, and it has been referred to as \emph{the first <br>successful implementation of the QuickHull algorithm on the GPU by Gao et al. <br>in their 2012 paper on the 3D convex hull.<br>Our motivation for work on modern many-core machines is the general belief of <br>the engineering community that the theory does not produce applicable results, <br>and that the theoretical researchers are not aware of the difficulties that <br>arise while adapting algorithms for practical use.<br>We concentrate on showing how the high degree of parallelism available on GPUs <br>can be applied to problems that do not readily decompose into many independent <br>tasks.
%U http://scidok.sulb.uni-saarland.de/volltexte/2013/5540/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        1297
    
                Conference paper
            
D1


        T. Jurkiewicz and K. Mehlhorn
    

        “The Cost of Address Translation,” in Proceedings of the 15th Meeting on Algorithm Engineering and Experiments (ALENEX 2013), New Orleans, LA, USA, 2013.
    
moreAbstract
Modern computers are not random access machines (RAMs). They have a memory hierarchy, multiple cores, and virtual memory. In this paper, we address the computational cost of address translation in virtual memory. Starting point for our work is the observation that the analysis of some simple algorithms (random scan of an rray, binary search, heapsort) in either the RAM model or the EM model (external memory model) does not correctly predict growth rates of actual running times. 
We propose the VAT model (virtual address translation) to account for the cost of address translations and analyze the algorithms mentioned above and others in the model. 
The predictions agree with the measurements.
We also analyze the VAT-cost of cache-oblivious algorithms.
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moreAbstract
A rectangular partition is the partition of an (axis-aligned) rectangle into
interior-disjoint rectangles. We ask whether a rectangular partition permits a
"nice" drawing of its dual, that is, a straight-line embedding of it such that
each dual vertex is placed into the rectangle that it represents. We show that
deciding whether such a drawing exists is NP-complete. Moreover, we consider
the drawing where a vertex is placed in the center of the represented rectangle
and consider sufficient conditions for this drawing to be nice. This question
is studied both in the plane and for the higher-dimensional generalization of
rectangular partitions.


BibTeX
@online{Kerber13arxiv,
TITLE = {Embedding the Dual Complex of Hyper-rectangular Partitions},
AUTHOR = {Kerber, Michael},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1207.3202},
EPRINT = {1207.3202},
EPRINTTYPE = {arXiv},
YEAR = {2013},
ABSTRACT = {A rectangular partition is the partition of an (axis-aligned) rectangle into interior-disjoint rectangles. We ask whether a rectangular partition permits a "nice" drawing of its dual, that is, a straight-line embedding of it such that each dual vertex is placed into the rectangle that it represents. We show that deciding whether such a drawing exists is NP-complete. Moreover, we consider the drawing where a vertex is placed in the center of the represented rectangle and consider sufficient conditions for this drawing to be nice. This question is studied both in the plane and for the higher-dimensional generalization of rectangular partitions.},
}

Endnote
%0 Report
%A Kerber, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Embedding the Dual Complex of Hyper-rectangular Partitions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-476A-3
%U http://arxiv.org/abs/1207.3202
%D 2013
%8 08.03.2013
%X   A rectangular partition is the partition of an (axis-aligned) rectangle into
interior-disjoint rectangles. We ask whether a rectangular partition permits a
"nice" drawing of its dual, that is, a straight-line embedding of it such that
each dual vertex is placed into the rectangle that it represents. We show that
deciding whether such a drawing exists is NP-complete. Moreover, we consider
the drawing where a vertex is placed in the center of the represented rectangle
and consider sufficient conditions for this drawing to be nice. This question
is studied both in the plane and for the higher-dimensional generalization of
rectangular partitions.

%K Computer Science, Computational Geometry, cs.CG




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        1303
    
                Conference paper
            
D1


        M. Kerber and H. Edelsbrunner
    

        “3D Kinetic Alpha Complexes and their Implementation,” in Proceedings of the 15th Meeting on Algorithm Engineering and Experiments (ALENEX 2013), New Orleans, LA, USA, 2013.
    
moreBibTeX
@inproceedings{DBLP:conf/alenex/KerberE13,
TITLE = {3{D} Kinetic Alpha Complexes and their Implementation},
AUTHOR = {Kerber, Michael and Edelsbrunner, Herbert},
LANGUAGE = {eng},
ISBN = {978-1-61197-253-5},
DOI = {10.1137/1.9781611972931.6},
PUBLISHER = {SIAM},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {Proceedings of the 15th Meeting on Algorithm Engineering and Experiments (ALENEX 2013)},
DEBUG = {author: Zeh, Robert},
EDITOR = {Sanders, Peter},
PAGES = {70--77},
ADDRESS = {New Orleans, LA, USA},
}

Endnote
%0 Conference Proceedings
%A Kerber, Michael
%A Edelsbrunner, Herbert
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T 3D Kinetic Alpha Complexes and their Implementation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-472B-2
%R 10.1137/1.9781611972931.6
%D 2013
%B 15th Meeting on Algorithm Engineering and Experiments
%Z date of event: 2013-01-07 - 2013-01-07
%C New Orleans, LA, USA
%B Proceedings of the 15th Meeting on Algorithm Engineering and Experiments
%E Sanders, Peter; Zeh, Robert
%P 70 - 77
%I SIAM
%@ 978-1-61197-253-5




	DOI
	PuRe
	BibTeX

	


        1304
    
                Article
            
D1


        M. Kerber
    

        “Embedding the Dual Complex of Hyper-rectangular Partitions,” Journal of Computational Geometry, vol. 4, no. 1, 2013.
    
moreBibTeX
@article{DBLP:journals/jocg/Kerber13,
TITLE = {Embedding the Dual Complex of Hyper-rectangular Partitions},
AUTHOR = {Kerber, Michael},
LANGUAGE = {eng},
ISSN = {1920-180X},
URL = {https://journals.carleton.ca/jocg/index.php/jocg/article/view/104/39},
PUBLISHER = {s.n.},
ADDRESS = {[s.l.]},
YEAR = {2013},
JOURNAL = {Journal of Computational Geometry},
VOLUME = {4},
NUMBER = {1},
PAGES = {13--37},
}

Endnote
%0 Journal Article
%A Kerber, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Embedding the Dual Complex of Hyper-rectangular Partitions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-4766-B
%U https://journals.carleton.ca/jocg/index.php/jocg/article/view/104/39
%7 2013
%D 2013
%J Journal of Computational Geometry
%V 4
%N 1
%& 13
%P 13 - 37
%I s.n.
%C [s.l.]
%@ false




	PuRe
	BibTeX

	


        1305
    
                Conference paper
            
D1


        M. Khosla
    

        “Balls into Bins Made Faster,” in Algorithms - ESA 2013, Sophia Antipolis, France, 2013.
    
moreBibTeX
@inproceedings{Khosla2013,
TITLE = {Balls into Bins Made Faster},
AUTHOR = {Khosla, Megha},
LANGUAGE = {eng},
ISSN = {0302-9743},
ISBN = {978-3-642-40449-8},
DOI = {10.1007/978-3-642-40450-4_51},
LOCALID = {Local-ID: 77B7AEB704F83AC5C1257C6900525970-Khosla2013},
PUBLISHER = {Springer},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {Algorithms -- ESA 2013},
EDITOR = {Bodlaender, Hans L. and Italiano, Giuseppe F.},
PAGES = {601--612},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8125},
ADDRESS = {Sophia Antipolis, France},
}

Endnote
%0 Conference Proceedings
%A Khosla, Megha
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Balls into Bins Made Faster : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-3F08-8
%F OTHER: Local-ID: 77B7AEB704F83AC5C1257C6900525970-Khosla2013
%R 10.1007/978-3-642-40450-4_51
%D 2013
%B 21st Annual European Symposium on Algorithms
%Z date of event: 2013-09-02 - 2013-09-04
%C Sophia Antipolis, France
%B Algorithms - ESA 2013
%E Bodlaender, Hans L.; Italiano, Giuseppe F.
%P 601 - 612
%I Springer
%@ 978-3-642-40449-8
%B Lecture Notes in Computer Science
%N 8125
%@ false




	DOI
	PuRe
	BibTeX

	


        1306
    
                Paper
            
D1


        A. Kobel and M. Sagraloff
    

        “Fast Approximate Polynomial Multipoint Evaluation and Applications,” 2013. [Online]. Available: http://arxiv.org/abs/1304.8069.
    
moreAbstract
It is well known that, using fast algorithms for polynomial multiplication
and division, evaluation of a polynomial $F\in\CC[x]$ of degree $n$ at $n$
complex-valued points can be done with $\softOh(n)$ exact field operations in
$\CC,$ where $\softOh(\cdot)$ means that we omit polylogarithmic factors. We
complement this result by an analysis of \emph{approximate multipoint
evaluation} of $F$ to a precision of $L$ bits after the binary point and prove
a bit complexity of $\softOh (n(L + \tau + n\Gamma)),$ where $2^\tau$ and
$\cramped{2^{\Gamma}},$ with $\tau,\Gamma\in\NN_{\ge 1},$ are bounds on the
magnitude of the coefficients of $F$ and the evaluation points, respectively.
In particular, in the important case where the precision demand dominates the
other input parameters, the complexity is soft-linear in $n$ and $L.$ Our
result on approximate multipoint evaluation has some interesting consequences
on the bit complexity of three further approximation algorithms which all use
polynomial evaluation as a key subroutine. This comprises an algorithm to
approximate the real roots of a polynomial, an algorithm for polynomial
interpolation, and a method for computing a Taylor shift of a polynomial. For
all of the latter algorithms, we derive near optimal running times.
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moreAbstract
The problem of graph clustering is a central optimization problem with various 
applications in numerous fields including computational biology, machine 
learning, computer vision, data mining, social network analysis, VLSI design 
and many more. Essentially, clustering refers to grouping objects with similar 
properties in the same cluster. Designing an appropriate similarity measure is 
currently a state of the art process and it is highly depended on the 
underlying application. Generally speaking, the problem of graph clustering 
asks to find subsets of vertices that are well-connected inside and sparsely 
connected outside.
Motivated by large-scale graph clustering, we investigate local algorithms, 
based on random walks, that find a set of vertices near a given starting vertex 
with good worst case approximation guarantees. The running time of these 
algorithms is nearly linear in the size of the output set and is independent of 
the size of the whole graph. This feature makes them perfect subroutines in the 
design of efficient parallel algorithms for graph clustering.
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moreAbstract
The input to the NP-hard Point Line Cover problem (PLC) consists of a set $P$
of $n$ points on the plane and a positive integer $k$, and the question is
whether there exists a set of at most $k$ lines which pass through all points
in $P$. A simple polynomial-time reduction reduces any input to one with at
most $k^2$ points. We show that this is essentially tight under standard
assumptions. More precisely, unless the polynomial hierarchy collapses to its
third level, there is no polynomial-time algorithm that reduces every instance
$(P,k)$ of PLC to an equivalent instance with $O(k^{2-\epsilon})$ points, for
any $\epsilon>0$. This answers, in the negative, an open problem posed by
Lokshtanov (PhD Thesis, 2009).
  Our proof uses the machinery for deriving lower bounds on the size of kernels
developed by Dell and van Melkebeek (STOC 2010). It has two main ingredients:
We first show, by reduction from Vertex Cover, that PLC---conditionally---has
no kernel of total size $O(k^{2-\epsilon})$ bits. This does not directly imply
the claimed lower bound on the number of points, since the best known
polynomial-time encoding of a PLC instance with $n$ points requires
$\omega(n^{2})$ bits. To get around this we build on work of Goodman et al.
(STOC 1989) and devise an oracle communication protocol of cost $O(n\log n)$
for PLC; its main building block is a bound of $O(n^{O(n)})$ for the order
types of $n$ points that are not necessarily in general position, and an
explicit algorithm that enumerates all possible order types of n points. This
protocol and the lower bound on total size together yield the stated lower
bound on the number of points.
  While a number of essentially tight polynomial lower bounds on total sizes of
kernels are known, our result is---to the best of our knowledge---the first to
show a nontrivial lower bound for structural/secondary parameters.
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assumptions. More precisely, unless the polynomial hierarchy collapses to its
third level, there is no polynomial-time algorithm that reduces every instance
$(P,k)$ of PLC to an equivalent instance with $O(k^{2-\epsilon})$ points, for
any $\epsilon>0$. This answers, in the negative, an open problem posed by
Lokshtanov (PhD Thesis, 2009).
  Our proof uses the machinery for deriving lower bounds on the size of kernels
developed by Dell and van Melkebeek (STOC 2010). It has two main ingredients:
We first show, by reduction from Vertex Cover, that PLC---conditionally---has
no kernel of total size $O(k^{2-\epsilon})$ bits. This does not directly imply
the claimed lower bound on the number of points, since the best known
polynomial-time encoding of a PLC instance with $n$ points requires
$\omega(n^{2})$ bits. To get around this we build on work of Goodman et al.
(STOC 1989) and devise an oracle communication protocol of cost $O(n\log n)$
for PLC; its main building block is a bound of $O(n^{O(n)})$ for the order
types of $n$ points that are not necessarily in general position, and an
explicit algorithm that enumerates all possible order types of n points. This
protocol and the lower bound on total size together yield the stated lower
bound on the number of points.
  While a number of essentially tight polynomial lower bounds on total sizes of
kernels are known, our result is---to the best of our knowledge---the first to
show a nontrivial lower bound for structural/secondary parameters.
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moreAbstract
Generalized matching problems arise in a number of applications, including
 computational advertising, recommender systems, and trade markets. Consider,
 for example, the problem of recommending multimedia items (e.g., DVDs) to
 users such that (1) users are recommended items that they are likely to be
 interested in, (2) every user gets neither too few nor too many
 recommendations, and (3) only items available in stock are recommended to
 users. State-of-the-art matching algorithms fail at coping with large
 real-world instances, which may involve millions of users and items. We
 propose the first distributed algorithm for computing near-optimal solutions
 to large-scale generalized matching problems like the one above. Our algorithm
 is designed to run on a small cluster of commodity nodes (or in a MapReduce
 environment), has strong approximation guarantees, and requires only a
 poly-logarithmic number of passes over the input. In particular, we propose a
 novel distributed algorithm to approximately solve mixed packing-covering
 linear programs, which include but are not limited to generalized matching
 problems. Experiments on real-world and synthetic data suggest that our
 algorithm scales to very large problem sizes and can be orders of magnitude
 faster than alternative approaches.
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moreAbstract
We consider online scheduling on multiple machines for jobs arriving
one-by-one with the objective of minimizing the makespan. For any number of
identical parallel or uniformly related machines, we provide a
competitive-ratio approximation scheme that computes an online algorithm whose
competitive ratio is arbitrarily close to the best possible competitive ratio.
We also determine this value up to any desired accuracy. This is the first
application of competitive-ratio approximation schemes in the online-list
model. The result proves the applicability of the concept in different online
models. We expect that it fosters further research on other online problems.
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moreAbstract
We present a certifying algorithm that tests graphs for 3-edge-connectivity;
the algorithm works in linear time. If the input graph is not 3-edge-connected,
the algorithm returns a 2-edge-cut. If it is 3-edge-connected, it returns a
construction sequence that constructs the input graph from the graph with two
vertices and three parallel edges using only operations that (obviously)
preserve 3-edge-connectivity. Additionally, we show how compute and certify the
3-edge-connected components and a cactus representation of the 2-cuts in linear
time. For 3-vertex-connectivity, we show how to compute the 3-vertex-connected
components of a 2-connected graph.
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moreAbstract
We present an algorithm for isolating the roots of an arbitrary complex
polynomial $p$ that also works for polynomials with multiple roots provided
that the number $k$ of distinct roots is given as part of the input. It outputs
$k$ pairwise disjoint disks each containing one of the distinct roots of $p$,
and its multiplicity. The algorithm uses approximate factorization as a
subroutine.
  In addition, we apply the new root isolation algorithm to a recent algorithm
for computing the topology of a real planar algebraic curve specified as the
zero set of a bivariate integer polynomial and for isolating the real solutions
of a bivariate polynomial system. For input polynomials of degree $n$ and
bitsize $\tau$, we improve the currently best running time from
$\tO(n^{9}\tau+n^{8}\tau^{2})$ (deterministic) to $\tO(n^{6}+n^{5}\tau)$
(randomized) for topology computation and from $\tO(n^{8}+n^{7}\tau)$
(deterministic) to $\tO(n^{6}+n^{5}\tau)$ (randomized) for solving bivariate
systems.
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moreAbstract
Computing the real roots of a polynomial is a fundamental problem of
computational algebra. We describe a variant of the Descartes method that
isolates the real roots of any real square-free polynomial given through
coefficient oracles. A coefficient oracle provides arbitrarily good
approximations of the coefficients. The bit complexity of the algorithm matches
the complexity of the best algorithm known, and the algorithm is simpler than
this algorithm. The algorithm derives its speed from the combination of
Descartes method with Newton iteration. Our algorithm can also be used to
further refine the isolating intervals to an arbitrary small size. The
complexity of root refinement is nearly optimal.
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moreAbstract
Polynomial identity testing (PIT) problem is known to be challenging even 
for constant depth arithmetic circuits. In this work, we study
the complexity of two special but natural cases of identity testing -
first is a case of depth-3 PIT, the other of depth-4 PIT.
 
Our first problem is a vast generalization of: Verify whether a
bounded top fanin depth-3 circuit equals a \emphsparse} polynomial
(given as a sum of monomial terms). Formally, given a depth-3
circuit C, having constant many general product gates and
arbitrarily many \emph{semidiagonal} product gates, test if the output
of C is identically zero. A semidiagonal product gate in C
computes a product of the form m ⋅
\prod_{i=1}^{b}{ℓ_i^{e_i}}, where m is a monomial, ℓ_i is an
affine linear polynomial and b is a constant. We give a deterministic
polynomial time test, along with the computation of \emph{leading}
monomials of semidiagonal circuits over local rings.
 
The second problem is on verifying a given sparse polynomial
factorization, which is a classical question (von zur Gathen, FOCS
1983): Given multivariate sparse polynomials f, g_1,\ldots, g_t
explicitly, check if f = \prod_{i=1}^{t}{g_i}. For the special case
when every g_i is a sum of univariate polynomials, we give a
deterministic polynomial time test. We characterize the factors of
such g_i's and even show how to test the divisibility of f by the
powers of such polynomials.
 
The common tools used are Chinese remaindering and \emph{dual
representation. The dual representation of polynomials (Saxena, ICALP
2008) is a technique to express a product-of-sums of univariates as a
sum-of-products of univariates. We generalize this technique by
combining it with a generalized Chinese remaindering to solve these
two problems (over any field).
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sum-of-products of univariates. We generalize this technique by
combining it with a generalized Chinese remaindering to solve these
two problems (over any field).
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moreAbstract
Canonical orderings [STOC'88, FOCS'92] have been used as a key tool in graph
drawing, graph encoding and visibility representations for the last decades. We
study a far-reaching generalization of canonical orderings to non-planar graphs
that was published by Lee Mondshein in a PhD-thesis at M.I.T.\ as early as
1971.
  Mondshein proposed to order the vertices of a graph in a sequence such that,
for any $i$, the vertices from $1$ to $i$ induce essentially a $2$-connected
graph while the remaining vertices from $i+1$ to $n$ induce a connected graph.
Mondshein's sequence generalizes canonical orderings and became later and
independently known under the name \emph{non-separating ear decomposition}.
Currently, the best known algorithm for computing this sequence achieves a
running time of $O(nm)$; the main open problem in Mondshein's and follow-up
work is to improve this running time to a subquadratic time.
  In this paper, we present the first algorithm that computes a Mondshein
sequence in time and space $O(m)$, improving the previous best running time by
a factor of $n$. In addition, we illustrate the impact of this result by
deducing linear-time algorithms for several other problems, for which the
previous best running times have been quadratic.
  In particular, we show how to compute three independent spanning trees in a
$3$-connected graph in linear time, improving a result of Cheriyan and
Maheshwari [J. Algorithms 9(4)]. Secondly, we improve the preprocessing time
for the output-sensitive data structure by Di Battista, Tamassia and Vismara
[Algorithmica 23(4)] that reports three internally disjoint paths between any
given vertex pair from $O(n^2)$ to $O(m)$. Finally, we show how a very simple
linear-time planarity test can be derived once a Mondshein sequence is
computed.
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Currently, the best known algorithm for computing this sequence achieves a
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  In this paper, we present the first algorithm that computes a Mondshein
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deducing linear-time algorithms for several other problems, for which the
previous best running times have been quadratic.
  In particular, we show how to compute three independent spanning trees in a
$3$-connected graph in linear time, improving a result of Cheriyan and
Maheshwari [J. Algorithms 9(4)]. Secondly, we improve the preprocessing time
for the output-sensitive data structure by Di Battista, Tamassia and Vismara
[Algorithmica 23(4)] that reports three internally disjoint paths between any
given vertex pair from $O(n^2)$ to $O(m)$. Finally, we show how a very simple
linear-time planarity test can be derived once a Mondshein sequence is
computed.
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moreAbstract
We present the first streaming algorithm for counting an arbitrary hypergraph
$H$ of constant size in a massive hypergraph $G$. Our algorithm can handle both
edge-insertions and edge-deletions, and is applicable for the distributed
setting. Moreover, our approach provides the first family of graph polynomials
for the hypergraph counting problem. Because of the close relationship between
hypergraphs and set systems, our approach may have applications in studying
similar problems.
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moreAbstract
Configuration LP's have proved to be successful in the design and analysis of 
approximation algorithms for a variety of discrete optimization problem. In 
addition, lower bounds based on configuration LP's are a tool of choice for 
many practitioners especially those solving transportation problems. In this 
work we initiate a study of linear programming relaxations with exponential 
number of variables for unrelated parallel machine scheduling problems with 
total weighted sum of completion times objective. We design a polynomial time 
approximation scheme to solve such a relaxation for R|r_ij|\sum w_jC_j and 
fully polynomial time approximation scheme to solve a relaxation of R||\sum 
w_jC_j.
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moreAbstract
Doerr and Fouz [\emphAsymptotically Optimal Randomized Rumor Spreading}, ICALP 
2011] presented a new quasi-random PUSH algorithm for the rumor spreading 
problem on complete graphs. 
Their protocol is the first randomized PUSH protocol with an asymptotically 
optimal running time. 
This is achieved by equipping all nodes with the same lists, and by allowing 
them to do a random restart after encountering an already informed node. 
 
Here in this work, we show that 
the same running time can be achieved if every second random restart is 
replaced by a reversion of the direction in which the nodes follow their lists. 
Put differently, our \emph{direction-reversing quasi-random rumor spreading 
protocol with random restarts achieves the same running time as the hybrid 
model by employing only (roughly) half the number of random choices.
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moreAbstract
We present a single common tool to strictly subsume \emphall} known cases 
of polynomial time blackbox polynomial identity testing (PIT), that have been 
hitherto solved using diverse tools and techniques, over fields of zero or 
large characteristic. In particular, we show that polynomial time hitting-set 
generators for identity testing of the two seemingly different and
well studied models - depth-3 circuits with bounded top fanin, and 
constant-depth constant-read multilinear formulas - can be constructed using 
one common algebraic-geometry theme: \emph{Jacobian} captures algebraic 
independence. By exploiting the Jacobian, we design the {\em first} efficient 
hitting-set generators for broad generalizations of the bove-mentioned models, 
namely: \begin{itemize} \item depth-3 (Σ \Pi Σ) circuits with 
constant \emph{transcendence degree} of the polynomials computed by the
product gates (\emph{no} bounded top fanin restriction), and \item 
constant-depth constant-\emph{occur} formulas (\emph{no} multilinear 
restriction). \end{itemize}
Constant-\emph{occur} of a variable, as we define it, is a much more 
general concept than constant-read. Also, earlier work on the latter model 
assumed that the formula is multilinear. Thus, our work goes further beyond 
the related results obtained by Saxena & Seshadhri (STOC 2011), Saraf & 
Volkovich (STOC 2011), Anderson et al.\ (CCC 2011), Beecken et al.\ (ICALP 
2011) and Grenet et al.\ (FSTTCS 2011), and brings them under one unifying 
technique. 
In addition, using the same Jacobian based approach, we prove exponential 
lower bounds for the immanant (which includes permanent and determinant) on 
the \emph{same depth-3 and depth-4 models for which we give efficient 
PIT algorithms. Our results reinforce the intimate
connection between identity testing and lower bounds by exhibiting a concrete 
mathematical tool - the Jacobian - that is equally effective in solving both 
the problems on certain interesting and previously well-investigated (but not 
well understood) models of computation.
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moreAbstract
We call a depth-4 formula C \em set-depth-4} if there exists a (unknown) 
partition X_1\sqcup⋅s\sqcup X_d of the variable indices [n] that the 
top product layer respects, i.e.~C(\term{x})=\sum_{i=1}^k \prod_{j=1}^{d} 
f_{i,j}(\term{x}_{X_j}), where f_{i,j} is a {\em sparse} polynomial in 
\F[\term{x}_{X_j}]. Extending this definition to any depth - we call a 
depth-\D formula C (consisting of alternating layers of Σ and \Pi 
gates, with a Σ-gate on top) a \emph{set-depth-\D} formula if every 
\Pi-layer in C respects a (unknown) partition on the variables; if \D is 
even then the product gates of the bottom-most \Pi-layer are allowed to 
compute arbitrary monomials. 
In this work, we give a hitting-set generator for set-depth-\D formulas (over 
\emph{any} field) with running time polynomial in \exp((\D^2\log s)^{ Δ - 
1}), where s is the size bound on the input set-depth-\D formula. In other 
words, we give a {\em quasi}-polynomial time \emph{blackbox} polynomial 
identity test for such constant-depth formulas. Previously, the very special 
case of \D=3 (also known as {\em set-multilinear} depth-3 circuits) had no 
known sub-exponential time hitting-set generator. This was declared as an open 
problem by Shpilka & Yehudayoff (FnT-TCS 2010); the model being first studied 
by Nisan & Wigderson (FOCS 1995) and recently by Forbes & Shpilka (STOC 2012 
& ECCC TR12-115). Our work settles this question, not only for depth-3 but, 
up to depth ε\log s / \log \log s, for a fixed constant ε < 
1. 
The technique is to investigate depth-\D formulas via depth-(\D-1) formulas 
over a {\em Hadamard algebra}, after applying a `shift' on the variables. We 
propose a new algebraic conjecture about the \emph{low-support 
rank-concentration in the latter formulas, and manage to prove it in the case 
of set-depth-\D formulas.


BibTeX
@article{ASS12,
TITLE = {Quasi-polynomial Hitting-set for Set-depth-delta Formulas},
AUTHOR = {Agrawal, Manindra and Saha, Chandan and Saxena, Nitin},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1209.2333},
LOCALID = {Local-ID: 4A2D071C39FFE8CAC1257AF6002B1427-ASS12},
PUBLISHER = {Cornell University Library},
ADDRESS = {Ithaca, NY},
YEAR = {2012},
ABSTRACT = {We call a depth-4 formula C \em set-depth-4} if there exists a (unknown) partition X_1\sqcup$\cdot$s\sqcup X_d of the variable indices [n] that the top product layer respects, i.e.~C(\term{x})=\sum_{i=1}^k \prod_{j=1}^{d} f_{i,j}(\term{x}_{X_j}), where f_{i,j} is a {\em sparse} polynomial in \F[\term{x}_{X_j}]. Extending this definition to any depth -- we call a depth-\D formula C (consisting of alternating layers of $\Sigma$ and \Pi gates, with a $\Sigma$-gate on top) a \emph{set-depth-\D} formula if every \Pi-layer in C respects a (unknown) partition on the variables; if \D is even then the product gates of the bottom-most \Pi-layer are allowed to compute arbitrary monomials. In this work, we give a hitting-set generator for set-depth-\D formulas (over \emph{any} field) with running time polynomial in \exp((\D^2\log s)^{ $\Delta$ -- 1}), where s is the size bound on the input set-depth-\D formula. In other words, we give a {\em quasi}-polynomial time \emph{blackbox} polynomial identity test for such constant-depth formulas. Previously, the very special case of \D=3 (also known as {\em set-multilinear} depth-3 circuits) had no known sub-exponential time hitting-set generator. This was declared as an open problem by Shpilka & Yehudayoff (FnT-TCS 2010); the model being first studied by Nisan & Wigderson (FOCS 1995) and recently by Forbes & Shpilka (STOC 2012 & ECCC TR12-115). Our work settles this question, not only for depth-3 but, up to depth $\varepsilon$\log s / \log \log s, for a fixed constant $\varepsilon$ < 1. The technique is to investigate depth-\D formulas via depth-(\D-1) formulas over a {\em Hadamard algebra}, after applying a `shift' on the variables. We propose a new algebraic conjecture about the \emph{low-support rank-concentration in the latter formulas, and manage to prove it in the case of set-depth-\D formulas.},
JOURNAL = {arXiv},
VOLUME = {abs/1209.2333},
PAGES = {1--13},
}

Endnote
%0 Journal Article
%A Agrawal, Manindra
%A Saha, Chandan
%A Saxena, Nitin
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Quasi-polynomial Hitting-set for Set-depth-delta Formulas : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-C4AD-1
%U http://arxiv.org/abs/1209.2333
%F OTHER: Local-ID: 4A2D071C39FFE8CAC1257AF6002B1427-ASS12
%7 2012
%D 2012
%X We call a depth-4 formula C \em set-depth-4} if there exists a (unknown) 
partition X_1\sqcup&#8901;s\sqcup X_d of the variable indices [n] that the 
top product layer respects, i.e.~C(\term{x})=\sum_{i=1}^k \prod_{j=1}^{d} 
f_{i,j}(\term{x}_{X_j}), where f_{i,j} is a {\em sparse} polynomial in 
\F[\term{x}_{X_j}]. Extending this definition to any depth - we call a 
depth-\D formula C (consisting of alternating layers of &#931; and \Pi 
gates, with a &#931;-gate on top) a \emph{set-depth-\D} formula if every 
\Pi-layer in C respects a (unknown) partition on the variables; if \D is 
even then the product gates of the bottom-most \Pi-layer are allowed to 
compute arbitrary monomials. 
In this work, we give a hitting-set generator for set-depth-\D formulas (over 
\emph{any} field) with running time polynomial in \exp((\D^2\log s)^{ &#916; - 
1}), where s is the size bound on the input set-depth-\D formula. In other 
words, we give a {\em quasi}-polynomial time \emph{blackbox} polynomial 
identity test for such constant-depth formulas. Previously, the very special 
case of \D=3 (also known as {\em set-multilinear} depth-3 circuits) had no 
known sub-exponential time hitting-set generator. This was declared as an open 
problem by Shpilka & Yehudayoff (FnT-TCS 2010); the model being first studied 
by Nisan & Wigderson (FOCS 1995) and recently by Forbes & Shpilka (STOC 2012 
& ECCC TR12-115). Our work settles this question, not only for depth-3 but, 
up to depth &#949;\log s / \log \log s, for a fixed constant &#949; < 
1. 
The technique is to investigate depth-\D formulas via depth-(\D-1) formulas 
over a {\em Hadamard algebra}, after applying a `shift' on the variables. We 
propose a new algebraic conjecture about the \emph{low-support 
rank-concentration in the latter formulas, and manage to prove it in the case 
of set-depth-\D formulas.
%J arXiv
%V abs/1209.2333
%& 1
%P 1 - 13
%I Cornell University Library
%C Ithaca, NY
%U http://arxiv.org/abs/1209.2333




	PuRe
	BibTeX
	fulltext version

	


        1351
    
                Article
            
D1


        N. Ailon, N. Avigdor-Elgrabli, N. Liberty, and A. van Zuylen
    

        “Improved Approximation Algorithms for Bipartite Correlation Clustering,” SIAM Journal on Computing, vol. 41, no. 5, 2012.
    
moreBibTeX
@article{Ailon2012,
TITLE = {Improved Approximation Algorithms for Bipartite Correlation Clustering},
AUTHOR = {Ailon, Nir and Avigdor-Elgrabli, Noa and Liberty, Noa and van Zuylen, Anke},
LANGUAGE = {eng},
ISSN = {0097-5397},
URL = {http://dx.doi.org/10.1137/110848712},
DOI = {10.1137/110848712},
LOCALID = {Local-ID: 80AC4692AB2B3752C1257B280031DF11-Ailon2012},
PUBLISHER = {SIAM},
ADDRESS = {Philadelphia, PA},
YEAR = {2012},
DATE = {2012},
JOURNAL = {SIAM Journal on Computing},
VOLUME = {41},
NUMBER = {5},
PAGES = {1110--1121},
}

Endnote
%0 Journal Article
%A Ailon, Nir
%A Avigdor-Elgrabli, Noa
%A Liberty, Noa
%A van Zuylen, Anke
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Improved Approximation Algorithms for Bipartite Correlation Clustering : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-C4FA-2
%R 10.1137/110848712
%U http://dx.doi.org/10.1137/110848712
%F OTHER: Local-ID: 80AC4692AB2B3752C1257B280031DF11-Ailon2012
%7 2012-09-11
%D 2012
%J SIAM Journal on Computing
%V 41
%N 5
%& 1110
%P 1110 - 1121
%I SIAM
%C Philadelphia, PA
%@ false




	DOI
	PuRe
	BibTeX

	


        1352
    
                Article
            
D1


        D. Ajwani, K. Elbassioni, S. Govindarajan, and S. Ray
    

        “Conflict-free Coloring for Rectangle Ranges Using O(n.382) Colors,” Discrete & Computational Geometry, vol. 48, no. 1, 2012.
    
moreBibTeX
@article{Ajwani2012,
TITLE = {Conflict-free Coloring for Rectangle Ranges Using {O(n.382)} Colors},
AUTHOR = {Ajwani, Deepak and Elbassioni, Khaled and Govindarajan, Sathish and Ray, Saurabh},
LANGUAGE = {eng},
ISSN = {0179-5376},
DOI = {10.1007/s00454-012-9425-5},
LOCALID = {Local-ID: 34171A59180CD95CC1257B28003263DA-Ajwani2012},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2012},
DATE = {2012},
JOURNAL = {Discrete \& Computational Geometry},
VOLUME = {48},
NUMBER = {1},
PAGES = {39--52},
}

Endnote
%0 Journal Article
%A Ajwani, Deepak
%A Elbassioni, Khaled
%A Govindarajan, Sathish
%A Ray, Saurabh
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Conflict-free Coloring for Rectangle Ranges Using O(n.382) Colors : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-C4FC-D
%R 10.1007/s00454-012-9425-5
%F OTHER: Local-ID: 34171A59180CD95CC1257B28003263DA-Ajwani2012
%7 2012-04-28
%D 2012
%J Discrete & Computational Geometry
%V 48
%N 1
%& 39
%P 39 - 52
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1353
    
                Conference paper
            
D1


        H. Akbari, P. Berenbrink, and T. Sauerwald
    

        “A Simple Approach for Adapting Continuous Load Balancing Processes to Discrete Settings,” in Proceedings of the 2012 ACM Symposium on Principles of Distributed Computing (PODC 2012), Madeira, Portugal, 2012.
    
moreBibTeX
@inproceedings{AkbariBS2012,
TITLE = {A Simple Approach for Adapting Continuous Load Balancing Processes to Discrete Settings},
AUTHOR = {Akbari, Hoda and Berenbrink, Petra and Sauerwald, Thomas},
LANGUAGE = {eng},
ISBN = {978-1-4503-1450-3},
DOI = {10.1145/2332432.2332486},
LOCALID = {Local-ID: 9F853A13318B3307C1257AD60073C145-AkbariBS2012},
PUBLISHER = {ACM},
YEAR = {2012},
DATE = {2012},
BOOKTITLE = {Proceedings of the 2012 ACM Symposium on Principles of Distributed Computing (PODC 2012)},
EDITOR = {Kowalski, Darek and Panconesi, Alessandro},
PAGES = {271--280},
ADDRESS = {Madeira, Portugal},
}

Endnote
%0 Conference Proceedings
%A Akbari, Hoda
%A Berenbrink, Petra
%A Sauerwald, Thomas
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Simple Approach for Adapting Continuous Load Balancing Processes to Discrete Settings : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-BB4B-4
%R 10.1145/2332432.2332486
%F OTHER: Local-ID: 9F853A13318B3307C1257AD60073C145-AkbariBS2012
%D 2012
%B ACM Symposium on Principles of Distributed Computing
%Z date of event: 2012-07-16 - 2012-07-18
%C Madeira, Portugal
%B Proceedings of the 2012 ACM Symposium on Principles of Distributed Computing
%E Kowalski, Darek; Panconesi, Alessandro
%P 271 - 280
%I ACM
%@ 978-1-4503-1450-3




	DOI
	PuRe
	BibTeX

	


        1354
    
                Article
            
D1BIO


        N. Alcaraz, T. Friedrich, T. Kötzing, J. Müller, J. Pauling, and J. Baumbach
    

        “Efficient Key Pathway Mining: Combining Networks and OMICS Data,” Integrative Biology, vol. 4, no. 7, 2012.
    
moreBibTeX
@article{AlcarayFKKMPB2012,
TITLE = {Efficient Key Pathway Mining: Combining Networks and {OMICS} Data},
AUTHOR = {Alcaraz, Nicolas and Friedrich, Tobias and K{\"o}tzing, Timo and M{\"u}ller, Joachim and Pauling, Josch and Baumbach, Jan},
LANGUAGE = {eng},
ISSN = {1757-9694},
DOI = {10.1039/C2IB00133K},
LOCALID = {Local-ID: 838EF16B927A5642C1257AC6004F073E-AlcarayFKKMPB2012},
PUBLISHER = {The Royal Society of Chemistry},
ADDRESS = {London, UK},
YEAR = {2012},
DATE = {2012},
JOURNAL = {Integrative Biology},
VOLUME = {4},
NUMBER = {7},
PAGES = {756--764},
}

Endnote
%0 Journal Article
%A Alcaraz, Nicolas
%A Friedrich, Tobias
%A K&#246;tzing, Timo
%A M&#252;ller,  Joachim
%A Pauling, Josch
%A Baumbach, Jan
%+ Cluster of Excellence Multimodal Computing and Interaction
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Cluster of Excellence Multimodal Computing and Interaction
Computational Biology and Applied Algorithmics, MPI for Informatics, Max Planck Society
Computational Biology and Applied Algorithmics, MPI for Informatics, Max Planck Society
%T Efficient Key Pathway Mining: Combining Networks and OMICS Data : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-C4FE-9
%F OTHER: Local-ID: 838EF16B927A5642C1257AC6004F073E-AlcarayFKKMPB2012
%R 10.1039/C2IB00133K
%7 2012-02-21
%D 2012
%J Integrative Biology
%V 4
%N 7
%& 756
%P 756 - 764
%I The Royal Society of Chemistry
%C London, UK
%@ false




	DOI
	PuRe
	BibTeX

	


        1355
    
                Conference paper
            
D1


        V. Alvarez, K. Bringmann, R. Curticapean, and S. Ray
    

        “Counting Crossing Free Structures,” in Proceedings of the Twenty-Eight Annual Symposium on Computational Geometry (SCG 2012), Chapel Hill, NC, USA, 2012.
    
moreAbstract
Let P be a set of n points in the plane. A crossing-free structure on P is a 
straight-edge planar graph with vertex set in P. Examples of crossing-free 
structures include triangulations of P, and spanning cycles of P, also known as 
polygonalizations of P, among others. There has been a large amount of research 
trying to bound the number of such structures. In particular, bounding the 
number of triangulations spanned by P has received considerable attention. It 
is currently known that every set of n points has at most O(30^n) and at least �
(2.43^n) triangulations. However, much less is known about the algorithmic 
problem of counting crossing-free structures of a given set P. For example, no 
algorithm for counting triangulations is known that, on all instances, performs 
faster than enumerating all triangulations. In this paper we develop a general 
technique for computing the number of crossing-free structures of an input set 
P. We apply the technique to obtain algorithms for computing the number of 
triangulations and spanning cycles of P. The running time of our algorithms is 
upper bounded by n^O(k), where k is the number of onion layers of P. In 
particular, we show that our algorithm for counting triangulations is not 
slower than O(3.1414^n). Given that there are several well-studied 
configurations of points with at least �(3.464^n) triangulations, and some even 
with �(8^n) triangulations, our algorithm is the first to asymptotically 
outperform any enumeration algorithm for such instances. In fact, it is widely 
believed that any set of n points must have at least �(3.464^n) triangulations. 
If this is true, then our algorithm is strictly sub-linear in the number of 
triangulations counted. We also show that our techniques are general enough to 
solve the restricted triangulation counting problem, which we prove to be 
W[2]-hard in the parameter k. This implies a �no free lunch� result: In order 
to be fixed-parameter tractable, our general algorithm must rely on additional 
properties that are specific to the considered class of structures.
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moreAbstract
Physarum Polycephalum is a slime mold that is apparently able to solve shortest 
path problems. 
A mathematical model has been proposed by biologists to describe the feedback 
mechanism used by the slime mold to adapt its tubular channels while foraging 
two food sources s_0 and s_1. We prove that, under this model, the mass of 
the mold will eventually converge to the shortest s_0-s_1 path of the 
network that the mold lies on, independently of the structure of the network or 
of the initial mass distribution. 
 
This matches the experimental observations by the biologists and can be seen as 
an example of a "natural algorithm", that is, an algorithm developed by 
evolution over millions of years.
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moreAbstract
Physarum Polycephalum is a slime mold that is apparently able to solve shortest 
path problems. 
A mathematical model has been proposed by biologists to describe the feedback 
mechanism used by the slime mold to adapt its tubular channels while foraging 
two food sources s_0 and s_1. We prove that, under this model, the mass of 
the mold will eventually converge to the shortest s_0-s_1 path of the 
network that the mold lies on, independently of the structure of the network or 
of the initial mass distribution. 
 
This matches the experimental observations by the biologists and can be seen as 
an example of a "natural algorithm", that is, an algorithm developed by 
evolution over millions of years.
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moreAbstract
We devise an approximate feasibility test for multiprocessor real-time scheduling in the sporadic task model. We give an algorithm that, given a task system and $\epsilon>0$, correctly decides either that the task system can be scheduled using the Earliest Deadline First algorithm on m speed-$(2−1/m+\epsilon)$ machines, or that the system is not schedulable by any algorithm on m unit speed machines. This speedup bound is known to be the best possible for EDF. The running time of the algorithm is polynomial in the size of the task system and $1/\epsilon$. We also provide a generalized tight bound that trades off speed with additional machines.
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moreAbstract
We study the convergence behavior of (�+�)-archiving algorithms. A (�+�)-
archiving algorithm defines how to choose in each generation � children from � 
parents and � offspring together. Archiving algorithms have to choose 
individuals online without knowing future offspring. Previous studies assumed 
the offspring generation to be best-case. We assume the initial population and 
the offspring generation to be worst-case and use the competitive ratio to 
measure how much smaller hypervolumes an archiving algorithm finds due to not 
knowing the future in advance. We prove that all archiving algorithms which 
increase the hypervolume in each step (if they can) are only �-competitive. We 
also present a new archiving algorithm which is (4 + 2/�)-competitive. This 
algorithm not only achieves a constant competitive ratio, but is also 
efficiently computable. Both properties provably do not hold for the commonly 
used greedy archiving algorithms, for example those used in SIBEA, SMS-EMOA, or 
the generational MO-CMA-ES.
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moreAbstract
It is well known that individuals can route messages on short paths through
social networks, given only simple information about the target and using only
local knowledge about the topology. Sociologists conjecture that people find
routes greedily by passing the message to an acquaintance that has more in
common with the target than themselves, e.g. if a dentist in Saarbr\"ucken
wants to send a message to a specific lawyer in Munich, he may forward it to
someone who is a lawyer and/or lives in Munich. Modelling this setting,
Eppstein et al. introduced the notion of category-based routing. The goal is to
assign a set of categories to each node of a graph such that greedy routing is
possible. By proving bounds on the number of categories a node has to be in we
can argue about the plausibility of the underlying sociological model. In this
paper we substantially improve the upper bounds introduced by Eppstein et al.
and prove new lower bounds.
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moreAbstract
We study the fundamental problem of the exact and efficient generation of 
random values from a finite and discrete probability distribution. Suppose that 
we are given n distinct events with associated probabilities p_1,...,p_n. We 
consider the problem of sampling a subset, which includes the i-th event 
independently with probability p_i, and the problem of sampling from the 
distribution, where the i-th event has a probability proportional to p_i. For 
both problems we present on two different classes of inputs � sorted and 
general probabilities � efficient preprocessing algorithms that allow for 
asymptotically optimal querying, and prove almost matching lower bounds for 
their complexity.
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moreAbstract
Holant problems are a general framework to study the algorithmic complexity
of counting problems. Both counting constraint satisfaction problems and graph
homomorphisms are special cases. All previous results of Holant problems are
over the Boolean domain. In this paper, we give the first dichotomy theorem for
Holant problems for domain size $>2$. We discover unexpected tractable families
of counting problems, by giving new polynomial time algorithms. This paper also
initiates holographic reductions in domains of size $>2$. This is our main
algorithmic technique, and is used for both tractable families and hardness
reductions. The dichotomy theorem is the following: For any complex-valued
symmetric function ${\bf F}$ with arity 3 on domain size 3, we give an explicit
criterion on ${\bf F}$, such that if ${\bf F}$ satisfies the criterion then the
problem ${\rm Holant}^*({\bf F})$ is computable in polynomial time, otherwise
${\rm Holant}^*({\bf F})$ is #P-hard.
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moreAbstract
Consider the following toy problem. There are $m$ rectangles and $n$ points
on the plane. Each rectangle $R$ is a consumer with budget $B_R$, who is
interested in purchasing the cheapest item (point) inside R, given that she has
enough budget. Our job is to price the items to maximize the revenue. This
problem can also be defined on higher dimensions. We call this problem the
geometric pricing problem.
  In this paper, we study a new class of problems arising from a geometric
aspect of the pricing problem. It intuitively captures typical real-world
assumptions that have been widely studied in marketing research, healthcare
economics, etc. It also helps classify other well-known pricing problems, such
as the highway pricing problem and the graph vertex pricing problem on planar
and bipartite graphs. Moreover, this problem turns out to have close
connections to other natural geometric problems such as the geometric versions
of the unique coverage and maximum feasible subsystem problems.
  We show that the low dimensionality arising in this pricing problem does lead
to improved approximation ratios, by presenting sublinear-approximation
algorithms for two central versions of the problem: unit-demand uniform-budget
min-buying and single-minded pricing problems. Our algorithm is obtained by
combining algorithmic pricing and geometric techniques. These results suggest
that considering geometric aspect might be a promising research direction in
obtaining improved approximation algorithms for such pricing problems. To the
best of our knowledge, this is one of very few problems in the intersection
between geometry and algorithmic pricing areas. Thus its study may lead to new
algorithmic techniques that could benefit both areas.
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moreAbstract
We analyze the network congestion game with atomic players, asymmetric 
strategies, and the maximum latency among all players as social cost.
This important social cost function is much less understood than the average 
latency.
We show that the price of anarchy is at most two, when the network is a ring 
and the link latencies are linear.
Our bound is tight. This is the first sharp
bound for the maximum latency objective.
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moreAbstract
We introduce multiplicative drift analysis as a suitable way to analyze the runtime of randomized search heuristics such as evolutionary algorithms. Our multiplicative version of the classical drift theorem allows easier analyses in the often encountered situation that the optimization progress is roughly proportional to the current distance to the optimum.
 
To display the strength of this tool, we regard the classical problem of how the (1+1) Evolutionary Algorithm optimizes an arbitrary linear pseudo-Boolean function. Here, we first give a relatively simple proof for the fact that any linear function is optimized in expected time $O(n \log n)$, where $n$ is the length of the bit string. Afterwards, we show that in fact any such function is optimized in expected time at most $(1+o(1))1.39 e n\ln n$, again using multiplicative drift analysis. We also prove a corresponding lower bound of $(1−o(1)) e n \ln n$ which actually holds for all functions with a unique global optimum.
 
We further demonstrate how our drift theorem immediately gives natural proofs (with better constants) for the best known runtime bounds for the (1+1) Evolutionary Algorithm on combinatorial problems like finding minimum spanning trees, shortest paths, or Euler tours in graphs.
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moreAbstract
We show that there is a constant $K > 0$ such that for all $N, s \in \N$, $s
\le N$, the point set consisting of $N$ points chosen uniformly at random in
the $s$-dimensional unit cube $[0,1]^s$ with probability at least
$1-\exp(-\Theta(s))$ admits an axis parallel rectangle $[0,x] \subseteq
[0,1]^s$ containing $K \sqrt{sN}$ points more than expected. Consequently, the
expected star discrepancy of a random point set is of order $\sqrt{s/N}$.
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moreAbstract
We analyze the general version of the classic guessing game Mastermind with
$n$ positions and $k$ colors. Since the case $k \le n^{1-\varepsilon}$,
$\varepsilon>0$ a constant, is well understood, we concentrate on larger
numbers of colors. For the most prominent case $k = n$, our results imply that
Codebreaker can find the secret code with $O(n \log \log n)$ guesses. This
bound is valid also when only black answer-pegs are used. It improves the $O(n
\log n)$ bound first proven by Chv\'atal (Combinatorica 3 (1983), 325--329). We
also show that if both black and white answer-pegs are used, then the $O(n
\log\log n)$ bound holds for up to $n^2 \log\log n$ colors. These bounds are
almost tight as the known lower bound of $\Omega(n)$ shows. Unlike for $k \le
n^{1-\varepsilon}$, simply guessing at random until the secret code is
determined is not sufficient. In fact, we show that an optimal non-adaptive
strategy (deterministic or randomized) needs $\Theta(n \log n)$ guesses.
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moreAbstract
We analyze the classic board game of Mastermind with n holes and a
constant number of colors. The classic result of Chvátal (Combinatorica 3
(1983), 325-329) states that the codebreaker can find the secret code with
\Theta(n / \log n) questions. We show that this bound remains valid
if the codebreaker may only store a constant number of guesses and
answers. In addition to an intrinsic interest in this question, our
result also disproves a conjecture of Droste, Jansen, and Wegener (Theory
of Computing Systems 39 (2006), 525-544) on the memory-restricted
black-box complexity of the OneMax function class.
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moreAbstract
We show that for all 1<k ≤q \log n the k-ary unbiased black-box 
complexity of the n-dimensional \onemax function class is O(n/k). 
This indicates that the power of higher arity operators is much stronger than 
what the previous O(n/\log k) bound by Doerr et al. (Faster black-box 
algorithms through higher arity operators, Proc. of FOGA 2011, pp. 163--172, 
ACM, 2011) suggests.
 
The key to this result is an encoding strategy, which might be of
independent interest. We show that, using k-ary unbiased variation
operators only, we may simulate an unrestricted memory of
size O(2^k) bits.
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moreAbstract
We consider online preemptive throughput scheduling of jobs with fixed
starting times on m uniformly related machines, with the goal of
maximizing the profit of the completed jobs. In this problem, jobs are
released over time. Every job has a size and a weight associated with
it. A newly released job must be either assigned to start running
immediately on a machine or otherwise it is dropped. It is also
possible to drop an already scheduled job, but only completed jobs
contribute their weights to the profit of the algorithm.
 
In the most general setting, no algorithm has bounded competitive
ratio, and we consider a number of standard variants. We give a full
classification of the variants into cases which admit constant
competitive ratio (weighted and unweighted unit jobs, and C-benevolent
instances, which is a wide class of instances containing
proportional-weight jobs), and cases which admit only a linear
competitive ratio (unweighted jobs and D-benevolent instances). In
particular, we give a lower bound of m on the competitive ratio for
scheduling unit weight jobs with varying sizes, which is tight. For
unit size and weight we show that a natural greedy algorithm is
4/3-competitive and optimal on m=2 machines, while for a large
m, its competitive ratio is between 1.56 and 2. Furthermore, no
algorithm is better than 1.5-competitive.
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Recent interest in Nash equilibria led to a study of the {\it
price of anarchy} (poa) and the  {\it strong price of anarchy}
(spoa) for scheduling problems. The two
measures express the worst case ratio between the cost of an
equilibrium (a pure Nash equilibrium, and a strong equilibrium,
respectively) to the cost of a social optimum.
 
The atomic players are the jobs, and the delay of a job is the
completion time of the machine running it, also called the load
of this machine. The social goal is to minimize the maximum delay
of any job, while the selfish goal of each job is to minimize its
own delay, that is, the delay of the machine running it.
 
We consider scheduling on uniformly related machines. While
previous studies either consider identical speed machines or an
arbitrary number of speeds, focusing on the number of machines as
a parameter, we consider the situation in which the number of
different speeds is small. We reveal a linear dependence between
the number of speeds and the poa. For a set of machines of at
most $p$ speeds, the poa turns out to be exactly $p+1$. The
growth of the poa for large numbers of related machines is
therefore a direct result of the large number of potential speeds.
We further consider a well known structure of processors, where
all machines are of the same speed except for one possibly faster
machine. We investigate the poa as a function of both the speed
ratio between the fastest machine and the number of slow machines.
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moreAbstract
We present a new algorithm for estimating the star discrepancy of arbitrary 
point
sets. Similar to the algorithm for discrepancy approximation of Winker and Fang 
[SIAM J. Numer.
Anal., 34 (1997), pp. 2028�2042] it is based on the optimization algorithm 
threshold accepting. Our
improvements include, amongst others, a nonuniform sampling strategy, which is 
more suited for
higher-dimensional inputs and additionally takes into account the topological 
characteristics of given
point sets, and rounding steps which transform axis-parallel boxes, on which 
the discrepancy is to be
tested, into critical test boxes. These critical test boxes provably yield 
higher discrepancy values and
contain the box that exhibits the maximum value of the local discrepancy. We 
provide comprehensive
experiments to test the new algorithm. Our randomized algorithm computes the 
exact discrepancy
frequently in all cases where this can be checked (i.e., where the exact 
discrepancy of the point set
can be computed in feasible time). Most importantly, in higher dimensions the 
new method behaves
clearly better than all previously known methods.
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moreAbstract
We consider the problem of packing rectangles into bins that are unit squares, 
where the goal is to minimize the number of bins used. All rectangles have to 
be packed non-overlapping and orthogonal, i.e., axis-parallel. We present an 
algorithm with an absolute worst-case ratio of 2 for the case where the 
rectangles can be rotated by 90 degrees. This is optimal provided P != NP. For 
the case where rotation is not allowed, we prove an approximation ratio of 3 
for the algorithm Hybrid First Fit which was introduced by Chung, Gary & 
Johnson [1982] and whose running time is slightly better than the running time 
of Zhang's previously known 3-approximation algorithm [2005].
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moreAbstract
Modern computers are not random access machines (RAMs). They have a memory
hierarchy, multiple cores, and virtual memory. In this paper, we address the
computational cost of address translation in virtual memory. Starting point for
our work is the observation that the analysis of some simple algorithms (random
scan of an array, binary search, heapsort) in either the RAM model or the EM
model (external memory model) does not correctly predict growth rates of actual
running times. We propose the VAT model (virtual address translation) to
account for the cost of address translations and analyze the algorithms
mentioned above and others in the model. The predictions agree with the
measurements. We also analyze the VAT-cost of cache-oblivious algorithms.
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moreAbstract
The sum of square roots problem over integers is the task of 
deciding the sign of a \emphnon-zero} sum, 
S = \sum_{i=1}^{n}{δ_i ⋅ \sqrt{a_i}}, where 
δ_i \in { +1, -1} and a_i's are positive integers 
that are upper bounded by N (say). A fundamental open 
question in numerical analysis and computational geometry is 
whether
\abs{S} ≥q 1/2^{(n ⋅ \log N)^{O(1)}} when S \neq 0. We study a 
formulation of this problem over polynomials: Given an 
expression S = \sum_{i=1}^{n}{c_i ⋅ \sqrt{f_i(x)}}, 
where c_i's belong to a field of characteristic 0 and 
f_i's are univariate polynomials with degree bounded by 
d and f_i(0) \neq 0 for all i, is it true that the 
minimum exponent of x which has a nonzero coefficient in 
the power series S is upper bounded by 
 (n ⋅ d)^{O(1)}, unless S=0? We answer this 
question affirmatively. Further, we show that this result 
over polynomials can be used to settle (positively) the sum 
of square roots problem for a special class of integers: 
Suppose each integer a_i is of the form, 
a_i = X^{d_i} + b_{i 1} X^{d_i - 1} + \ldots + b_{i d_i}, \hspace{0.1in} 
d_i > 0,
where X is a positive real number and b_{i j}'s are 
integers. Let B = \max ({\abs{b_{i j}}}_{i, j}, 1) and
d = \max_i{d_i}. If X > (B+1)^{(n ⋅ d)^{O(1)}}
then a \emph{non-zero} S = \sum_{i=1}^{n}{δ_i ⋅ \sqrt{a_i}} is 
lower bounded as \abs{S} ≥q 1/X^{(n ⋅ d)^{O(1)}}. The constant in 
the O(1) notation, as fixed by our analysis, is roughly 2. 
 
We then consider the following more general problem: given an 
arithmetic circuit computing a multivariate polynomial 
f(\vecx) and integer d, is the degree of f(\vecx) 
less than or equal to d? We give a 
\mathsf{coRP}^{\mathsf{PP}-algorithm for this problem, 
improving previous results of Allender, Bürgisser, Kjeldgaard-Pedersen 
and Miltersen (2009), and Koiran and Perifel (2007).
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moreAbstract
Given an input graph G on \(n\) vertices and an integer k,
the parameterized \textscK_4-minor cover} problem asks whether there is a 
set S
of at most k vertices whose deletion results in a K_4-minor
free graph or, equivalently, in a graph of treewidth at most
2. The problem can thus also be called \textsc{Treewidth-2
Vertex Deletion}. This problem is inspired by two well-studied
parameterized vertex deletion problems, \textsc{Vertex Cover}
and \textsc{Feedback Vertex Set}, which can be expressed as
\textsc{Treewidth-t Vertex Deletion} problems: t=0 for {\sc
Vertex Cover} and t=1 for {\sc Feedback Vertex Set}. While
a single-exponential FPT algorithm has been known for a long
time for \textsc{Vertex Cover}, such an algorithm for
\textsc{Feedback Vertex Set} was devised comparatively
recently. While it is known to be unlikely that
\textsc{Treewidth-t Vertex Deletion} can be solved in time
c^{o(k)}⋅ n^{O(1)}, it was open whether the \textsc{K_4-minor cover} 
could be
solved in single-exponential FPT time, i.e. in c^k⋅
n^{O(1) time. This paper answers this question in the
affirmative.
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moreAbstract
We investigate a generalization of the classical \textscFeedback Vertex Set}
(FVS) problem from the point of view of parameterized
algorithms. \textsc{Independent Feedback Vertex Set} (IFVS) is the 
``independent'' variant
of the FVS problem and is defined as follows: given a graph
\(G\) and an integer \(k\), decide whether there exists
\(F\subseteq V(G)\), \(|F| ≤q k\), such that \(G[V(G)
\setminus F]\) is a forest and \(G[F]\) is an independent set;
the parameter is \(k\). Note that the similarly parameterized
versions of the FVS problem --- where there is no
restriction on the graph \(G[F]\) --- and its connected variant
CFVS --- where \(G[F]\) is required to be connected --- have
been extensively studied in the literature. The FVS problem
easily reduces to the IFVS problem in a manner that
preserves the solution size, and so any algorithmic result for
IFVS directly carries over to FVS. We show that
IFVS can be solved in time \(O(5^kn^{O(1))\) time where
\(n\) is the number of vertices in the input graph \(G\), and
obtain a cubic (\(O(k³)\)) kernel for the problem. Note the
contrast with the CFVS problem, which does not admit a
polynomial kernel unless \(CoNP \subseteq NP/Poly\).
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moreAbstract
Poljak and Turzík (Discrete Math.\ 1986) introduced the notion of 
λ-extendible
properties of graphs as a generalization of the property of
being bipartite. They showed that for any 0<λ<1 and
λ-extendible property \Pi, any connected graph G on n vertices
and m edges contains a spanning subgraph H\in\Pi with at
least λ{}m+\frac1-λ}{2}(n-1) edges. The
property of being bipartite is λ-extendible for λ=1/2, and
thus the Poljak-Turzík bound generalizes the well-known
Edwards-Erd\H{o}s bound for \textsc{Max-Cut}.
 
We define a variant, namely \emph{strong}
λ-extendibility, to which the Poljak-Turzík bound applies. For a
strongly λ-extendible graph property \Pi, we define the 
parameterized
\textsc{Above Poljak-Turzík (\Pi)} problem as follows: Given a 
connected graph \(G\) on
n vertices and m edges and an integer parameter k, does
there exist a spanning subgraph H of G such that H\in\Pi
and H has at least λ{}m+\frac{1-λ}{2}(n-1)+k
edges? The parameter is k, the surplus over the number of
edges guaranteed by the Poljak-Turzík bound. 
 
We consider properties \Pi for which the \textsc{Above Poljak-Turzík 
(\Pi)} problem is
fixed-parameter tractable (FPT) on graphs which are O(k)
vertices away from being a graph in which each block is a
clique. We show that for all such properties, \textsc{Above 
Poljak-Turzík (\Pi)} is FPT
for all 0<λ<1. Our results hold for properties of
oriented graphs and graphs with edge labels.
 
Our results generalize the recent result of Crowston et
al. (ICALP 2012) on \textsc{Max-Cut} parameterized above the
Edwards-Erd\H{o}s bound, and yield \textsf{FPT} algorithms for several graph
problems parameterized above lower bounds. For instance, we get
that the above-guarantee \textsc{Max q-Colorable Subgraph} problem is 
\textsf{FPT}. Our results
also imply that the parameterized above-guarantee \textsc{Oriented Max 
Acyclic Digraph}
problem 
is \textsf{FPT, thus solving an open question of Raman and Saurabh
(Theor.\ Comput.\ Sci.\ 2006).
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moreAbstract
We investigate load balancing games in the context of unrelated machines 
scheduling. In such a game, there are a number of jobs and a number of 
machines, and each job needs to be scheduled on one machine. A collection of 
values pij are given, where pij indicates the processing time of job i on 
machine j. Moreover, each job is controlled by a selfish player who only
wants to minimize the completion time of his job while disregarding other 
players' welfare. The outcome schedule is a Nash equilibrium if no player
can unilaterally change his machine and reduce the completion time of his job. 
It is known that in an equilibrium, the performance of the system can
be far from optimal. The degradation of the system performance in Nash 
equilibrium is defined as the price of anarchy (PoA): the ratio of the cost
of the worst Nash equilibrium to the cost of the optimal scheduling. Clever 
scheduling policies can be designed to reduce PoA. These scheduling policies
are called coordination mechanisms.
It has been posed as an open question "what is the best possible lower bound 
when coordination mechanisms use preemption". In this thesis we prove a lower 
bound of ( logm log logm) for all symmetric preemptive coordination mechanisms. 
Moreover we study the lower bound for the unusual case when the coordination 
mechanisms are asymmetric and we get the same bound
under the weak assumption that machines have no IDs. On the positive side we 
prove that the inefficiency-based mechanism can achieve a constant PoA when the 
maximum inefficiency of the jobs is bounded by a constant.
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moreAbstract
Formal verification of complex algorithms is challenging. Verifying their 
implementations goes beyond the state of the art of
current verification tools and proving their correctness usually
involves non-trivial mathematical theorems.
Certifying algorithms compute in addition to each output a
witness certifying that the output is correct.  A checker for such a witness 
is usually much simpler than the original algorithm -- yet it is all the
user has to trust.  Verification of checkers is feasible with current tools and
leads to computations that can be completely trusted.
In this paper we develop a framework to seamlessly verify certifying
computations. The automatic verifier VCC is used for checking code
correctness, and the interactive theorem prover Isabelle/HOL targets
high-level mathematical properties of algorithms.  We demonstrate the
effectiveness of our approach by applying it to the verification of
the algorithmic library LEDA.
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moreAbstract
We consider the scheduling of mixed-criticality task systems, that is, systems 
where each task to be scheduled has multiple levels of worst-case execution 
time estimates. We design a scheduling algorithm, EDF-VD, whose effectiveness 
we analyze using the processor speedup metric: we show that any 2-level task 
system that is schedulable on a unit-speed processor is correctly scheduled by 
EDF-VD using speed $\phi$; here $\phi < 1.619$ is the golden ratio. We also 
show how to generalize the algorithm to $K > 2$ criticality levels. We finally 
consider 2-level instances on $m$ identical machines. We prove speedup bounds 
for scheduling an independent collection of jobs and for the partitioned 
scheduling of a 2-level task system.
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moreAbstract
We address the problem of efficient data gathering in a wireless network 
through multihop communication. We focus on two objectives related to flow 
times, that is, the times spent by data packets in the system: minimization of 
the maximum flow time and minimization of the average flow time of the packets. 
For both problems we prove that, unless P=NP, no polynomial-time algorithm can 
approximate the optimal solution within a factor less than 
$\Omega(m^{1-\epsilon})$ for any $0<\epsilon<1$, where $m$ is the number of 
packets. We then assess the performance of two natural algorithms by proving 
that their cost remains within the optimal cost of the respective problem if we 
allow the algorithms to transmit data at a speed 5 times higher than that of 
the optimal solutions to which we compare them.


BibTeX
@article{Bonifaci:2011:b,
TITLE = {Minimizing Flow Time in the Wireless Gathering Problem},
AUTHOR = {Bonifaci, Vincenzo and Korteweg, Peter and Marchetti-Spaccamela, Alberto and Stougie, Leen},
LANGUAGE = {eng},
ISSN = {1549-6325},
URL = {http://doi.acm.org/10.1145/1978782.1978788},
DOI = {10.1145/1978782.1978788},
LOCALID = {Local-ID: C1256428004B93B8-AE0CC65BAC8BF1D3C1257979005FB068-Bonifaci:2011:b},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2011},
DATE = {2011},
ABSTRACT = {We address the problem of efficient data gathering in a wireless network through multihop communication. We focus on two objectives related to flow times, that is, the times spent by data packets in the system: minimization of the maximum flow time and minimization of the average flow time of the packets. For both problems we prove that, unless P=NP, no polynomial-time algorithm can approximate the optimal solution within a factor less than $\Omega(m^{1-\epsilon})$ for any $0&lt;\epsilon&lt;1$, where $m$ is the number of packets. We then assess the performance of two natural algorithms by proving that their cost remains within the optimal cost of the respective problem if we allow the algorithms to transmit data at a speed 5 times higher than that of the optimal solutions to which we compare them.},
JOURNAL = {ACM Transactions on Algorithms},
VOLUME = {7},
NUMBER = {3},
PAGES = {33:1--33:20},
EID = {33},
}

Endnote
%0 Journal Article
%A Bonifaci, Vincenzo
%A Korteweg, Peter
%A Marchetti-Spaccamela, Alberto
%A Stougie, Leen
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Minimizing Flow Time in the Wireless Gathering Problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1254-9
%F EDOC: 618715
%R 10.1145/1978782.1978788
%U http://doi.acm.org/10.1145/1978782.1978788
%F OTHER: Local-ID: C1256428004B93B8-AE0CC65BAC8BF1D3C1257979005FB068-Bonifaci:2011:b
%7 2011
%D 2011
%* Review method: peer-reviewed
%X We address the problem of efficient data gathering in a wireless network 
through multihop communication. We focus on two objectives related to flow 
times, that is, the times spent by data packets in the system: minimization of 
the maximum flow time and minimization of the average flow time of the packets. 
For both problems we prove that, unless P=NP, no polynomial-time algorithm can 
approximate the optimal solution within a factor less than 
$\Omega(m^{1-\epsilon})$ for any $0&lt;\epsilon&lt;1$, where $m$ is the number of 
packets. We then assess the performance of two natural algorithms by proving 
that their cost remains within the optimal cost of the respective problem if we 
allow the algorithms to transmit data at a speed 5 times higher than that of 
the optimal solutions to which we compare them.
%J ACM Transactions on Algorithms
%V 7
%N 3
%& 33:1
%P 33:1 - 33:20
%Z sequence number: 33
%I ACM
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1516
    
                Article
            
D1


        V. Bonifaci, P. Korteweg, A. Marchetti-Spaccamela, and L. Stougie
    

        “The Distributed Wireless Gathering Problem,” Theoretical Computer Science, vol. 412, no. 8–10, 2011.
    
moreAbstract
We address the problem of data gathering in a wireless network using multi-hop 
communication; our main goal is the analysis of simple algorithms suitable for 
implementation in realistic scenarios. We study the performance of distributed 
algorithms, which do not use any form of local coordination, and we focus on 
the objective of minimizing average flow times of data packets. We prove a 
lower bound of $\Omega(n)$ on the expected competitive ratio of any 
acknowledgment-based distributed algorithm minimizing the maximum flow time, 
where $n$ is the number of nodes of the network. Next, we consider a 
distributed algorithm which sends packets over shortest paths, and we use 
resource augmentation to analyze its performance when the objective is to 
minimize the average flow time. If interferences are modeled as in Bar-Yehuda 
et al. [R. Bar-Yehuda, O. Goldreich, A. Itai, On the time complexity of 
broadcast in multi-hop radio networks: an exponential gap between determinism 
and randomization, Journal of Computer and Systems Sciences 45 (1) (1992) 104–
126] we prove that the algorithm is $(1+\epsilon)$-competitive, when the 
algorithm sends packets a factor $O(\log(\delta/\epsilon) \log \Delta)$ faster 
than the optimal off-line solution; here $\delta$ is the radius of the network 
and $\Delta$ the maximum degree. We finally extend this result to a more 
complex interference model.
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moreAbstract
Multi-objective optimization problems arise frequently in applications but can 
often only be solved approximately by heuristic approaches. Evolutionary 
algorithms have been widely used to tackle multi-objective problems. These 
algorithms use different measures to ensure diversity in the objective space 
but are not guided by a formal notion of approximation.
 
We present a new framework of an evolutionary algorithm for multi-objective 
optimization that allows to work with a formal notion of approximation. Our 
experimental results show that our approach outperforms state-of-the-art 
evolutionary algorithms in terms of the quality of the approximation that is 
obtained in particular for problems with many objectives.
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moreAbstract
The core of hypervolume-based multi-objective evolutionary algorithms is an 
archiving algorithm which performs the environmental selection. A (μ+λ)-
archiving algorithm defines how to choose μ children from μ parents and λ 
offspring together. We study theoretically (μ+λ)-archiving algorithms which 
never decrease the hypervolume from one generation to the next.
 
Zitzler, Thiele, and Bader (IEEE Trans. Evolutionary Computation, 14:58-79, 
2010) proved that all (μ+1)-archiving algorithms are ineffective, which means 
there is an initial population such that independent of the used reproduction 
rule, a set with maximum hypervolume cannot be reached. We extend this and 
prove that for λ<μ all archiving algorithms are ineffective. On the other hand, 
locally optimal algorithms, which maximize the hypervolume in each step, are 
effective for λ=μ and can always find a population with hypervolume at least 
half the optimum for λ<μ.
 
We also prove that there is no hypervolume-based archiving algorithm which can 
always find a population with hypervolume greater than 1/(1+0.1338(1/λ-1/μ)) 
times the optimum.
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In prior papers, beginning with the seminal work by Freivalds et al. 1995, the 
notion of intrinsic complexity is used to analyze the learning complexity of 
sets of functions in a Gold-style learning setting. Herein are pointed out some 
weaknesses of this notion. Offered is an alternative based on epitomizing sets 
of functions -- sets, which are learnable under a given learning criterion, but 
not under other criteria which are not at least as powerful. To capture the 
idea of epitomizing sets, new reducibility notions are given based on robust 
learning (closure of learning under certain classes of operators). Various 
degrees of epitomizing sets are characterized as the sets complete with respect 
to corresponding reducibility notions! These characterizations also provide an 
easy method for showing sets to be epitomizers, and they are, then, employed to 
prove several sets to be epitomizing. Furthermore, a scheme is provided to 
generate easily very strong epitomizers for a multitude of learning criteria. 
These strong epitomizers are so-called self-learning sets, previously applied 
by Case & Koetzing, 2010. These strong epitomizers can be generated and 
employed in a myriad of settings to witness the strict separation in learning 
power between the criteria so epitomized and other not as powerful criteria!
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moreAbstract
We consider a memory allocation problem. This problem can be
modeled as a version of bin packing where items may be split, but
each bin may contain at most two (parts of) items. This problem
was recently introduced by Chung et al.~\cite{ChGrVM06}. We give a
simple $\frac 32$-approximation algorithm for this problem which
is in fact an online algorithm. This algorithm also has good
performance for the more general case where each bin may contain
at most $k$ parts of items. We show that this general case is
strongly NP-hard for any $k \geq 3$. Additionally, we design an
efficient approximation algorithm, for which the approximation
ratio can be made arbitrarily close to $\frac 75$.
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moreAbstract
We consider online scheduling so as to maximize the minimum load,
using a reordering buffer which can store some of the jobs before
they are assigned irrevocably to machines.
For $m$ identical machines, we show an upper bound of $H_{m-1}+1$ for a buffer 
of size $m-1$. A competitive ratio below $H_m$ is not possible with any fixed 
buffer size, and it requires a buffer of size $\Omega(m/\log m)$ to get a ratio 
of $O(\log m)$. For uniformly related machines, we show that a buffer of size 
$m+1$ is sufficient to get a competitive ratio of $m$, which is best possible 
for any fixed sized buffer. 
We show similar results (but with different constructions) for
the restricted assignment model. We give tight bounds for two machines in all 
the three models.
 
These results sharply contrast to the (previously known) results
which can be achieved without the usage of a reordering buffer,
where it is not possible to get a ratio below a competitive
ratio of $m$ already for identical machines, and it is impossible
to obtain an algorithm of finite competitive ratio in the other
two models, even for $m=2$. Our results strengthen the previous
conclusion that a reordering buffer is a powerful tool and it
allows a significant decrease in the competitive ratio of online
algorithms for scheduling problems. Another interesting aspect of
our results is that our algorithm for identical machines imitates
the behavior of a greedy algorithm on (a specific set of)
related machines, whereas our algorithm for related machines
completely ignores the speeds until all jobs have arrived, and then only uses 
the relative order of the speeds.
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moreAbstract
The \textscMinimum Fill-in} problem is to decide if a graph can
be triangulated by adding at most k edges. The problem has
important applications in numerical algebra, in particular in
sparse matrix computations. We develop kernelization algorithms
for the problem on several classes of sparse graphs. We obtain
linear kernels on planar graphs, and kernels of size
O(k^{3/2}) in graphs excluding some fixed graph as a minor
and in graphs of bounded degeneracy. As a byproduct of our
results, we obtain approximation algorithms with approximation
ratios O(\log{k}) on planar graphs and
O(\sqrt{k}\log{k}) on H-minor-free graphs. These results
significantly improve the previously known kernelization and
approximation results for \textsc{Minimum Fill-in on sparse
graphs.
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moreAbstract
We study a general class of problems called p-\textsc\mathcal{F}-Deletion}
problems. In an p-\textsc{\mathcal{F}-Deletion} problem, we 
are asked whether a subset of at most k vertices can be deleted from a 
graph 
G such that the resulting graph does not contain as a minor any graph from 
the 
family {\cal F} of forbidden minors. We obtain a number of algorithmic 
results 
on the p-\textsc{\mathcal{F}-Deletion} problem when \mathcal{F} contains 
a planar graph. We give
\begin{itemize}
 
\item a linear vertex kernel on graphs excluding t-claw K_{1,t}, the star 
with t leves, as an induced subgraph, where t is a fixed integer.
 
\item an approximation algorithm achieving an approximation ratio of 
O(\log^{3/2} OPT), where OPT is the size of an optimal solution on general 
undirected graphs. 
\end{itemize}
Finally, we obtain polynomial kernels for the case when \cal F only 
contains graph θ_c
 
as a minor for a fixed integer c. The graph θ_c
consists of two
vertices connected by c parallel edges. Even though this may appear to be a 
very restricted class
of problems it already encompasses well-studied problems such as {\sc Vertex 
Cover}, {\sc Feedback Vertex Set} and \textsc{Diamond Hitting Set
. 
The generic kernelization algorithm is based on a non-trivial application of 
protrusion techniques, previously used only for problems on
topological graph classes.
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moreAbstract
We describe a general approach of determining the distribution of spanning
subgraphs in the random graph $\G(n,p)$. In particular, we determine the
distribution of spanning subgraphs of certain given degree sequences, which is
a generalisation of the $d$-factors, of spanning triangle-free subgraphs, of
(directed) Hamilton cycles and of spanning subgraphs that are isomorphic to a
collection of vertex disjoint (directed) triangles.
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moreAbstract
We study strip packing, which is one of the most classical two-dimensional 
packing problems: given a collection of rectangles, the problem is to find a 
feasible orthogonal packing without rotations into a strip of width $1$ and 
minimum height. In this paper we present an approximation algorithm for the 
strip packing problem with absolute approximation ratio of $5/3+\eps$ for any 
$\eps>0$. This result significantly narrows the gap between the best known 
upper bound and the lower bound of $3/2$; previously, the best upper bound was 
$1.9396$ due to Harren and van Stee.


BibTeX
@inproceedings{HaJaPS11,
TITLE = {A (5/3 + $\varepsilon$)-Approximation for Strip Packing},
AUTHOR = {Harren, Rolf and Jansen, Klaus and Pr{\"a}del, Lars and van Stee, Rob},
LANGUAGE = {eng},
ISBN = {978-3-642-22299-3},
URL = {http://dx.doi.org/10.1007/978-3-642-22300-6_40},
DOI = {10.1007/978-3-642-22300-6_40},
LOCALID = {Local-ID: C1256428004B93B8-E21A303AE7CE9CA1C12579640053B847-HaJaPS11},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
ABSTRACT = {We study strip packing, which is one of the most classical two-dimensional packing problems: given a collection of rectangles, the problem is to find a feasible orthogonal packing without rotations into a strip of width $1$ and minimum height. In this paper we present an approximation algorithm for the strip packing problem with absolute approximation ratio of $5/3+\eps$ for any $\eps>0$. This result significantly narrows the gap between the best known upper bound and the lower bound of $3/2$; previously, the best upper bound was $1.9396$ due to Harren and van Stee.},
BOOKTITLE = {Algorithms and Data Structures (WADS 2011)},
EDITOR = {Dehne, Frank and Iacono, John and Sack, J{\"o}rg-R{\"u}diger},
PAGES = {475--487},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6844},
ADDRESS = {New York, NY},
}

Endnote
%0 Conference Proceedings
%A Harren, Rolf
%A Jansen, Klaus
%A Pr&#228;del, Lars
%A van Stee, Rob
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A (5/3 + &#949;)-Approximation for Strip Packing : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-11D3-6
%F EDOC: 618695
%R 10.1007/978-3-642-22300-6_40
%U http://dx.doi.org/10.1007/978-3-642-22300-6_40
%F OTHER: Local-ID: C1256428004B93B8-E21A303AE7CE9CA1C12579640053B847-HaJaPS11
%D 2011
%B 12th International Symposium on Algorithms and Data Structures
%Z date of event: 2011-08-15 - 2011-08-17
%C New York, NY
%X We study strip packing, which is one of the most classical two-dimensional 
packing problems: given a collection of rectangles, the problem is to find a 
feasible orthogonal packing without rotations into a strip of width $1$ and 
minimum height. In this paper we present an approximation algorithm for the 
strip packing problem with absolute approximation ratio of $5/3+\eps$ for any 
$\eps>0$. This result significantly narrows the gap between the best known 
upper bound and the lower bound of $3/2$; previously, the best upper bound was 
$1.9396$ due to Harren and van Stee.
%B Algorithms and Data Structures
%E Dehne, Frank; Iacono, John; Sack, J&#246;rg-R&#252;diger
%P 475 - 487
%I Springer
%@ 978-3-642-22299-3
%B Lecture Notes in Computer Science
%N 6844




	DOI
	PuRe
	BibTeX

	


        1577
    
                Article
            
D1


        M. Hemmer, L. Dupon, S. Petitjean, and E. Schomer
    

        “A Complete, Exact and Efficient Implementation for Computing the Edge-adjacency Graph of an Arrangement of Quadrics,” Journal of Symbolic Computation, vol. 46, no. 4, 2011.
    
moreBibTeX
@article{Hemmer2011,
TITLE = {A Complete, Exact and Efficient Implementation for Computing the Edge-adjacency Graph of an Arrangement of Quadrics},
AUTHOR = {Hemmer, Michael and Dupon, Laurent and Petitjean, Sylvain and Schomer, Elmar},
LANGUAGE = {eng},
ISSN = {0747-7171},
URL = {http://dx.doi.org/10.1016/j.jsc.2010.11.002},
DOI = {10.1016/j.jsc.2010.11.002},
LOCALID = {Local-ID: C1256428004B93B8-21BB4C6D0F148A48C12579CA003A5CC7-Hemmer2011},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Journal of Symbolic Computation},
VOLUME = {46},
NUMBER = {4},
PAGES = {467--494},
}

Endnote
%0 Journal Article
%A Hemmer, Michael
%A Dupon, Laurent
%A Petitjean, Sylvain
%A Schomer, Elmar
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Complete, Exact and Efficient Implementation for Computing the Edge-adjacency Graph of an Arrangement of Quadrics : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-11D6-F
%F EDOC: 618751
%R 10.1016/j.jsc.2010.11.002
%U http://dx.doi.org/10.1016/j.jsc.2010.11.002
%F OTHER: Local-ID: C1256428004B93B8-21BB4C6D0F148A48C12579CA003A5CC7-Hemmer2011
%7 2011
%D 2011
%* Review method: peer-reviewed
%J Journal of Symbolic Computation
%V 46
%N 4
%& 467
%P 467 - 494
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1578
    
                Conference paper
            
D1


        D. Hermelin, C.-C. Huang, S. Kratsch, and M. Wahlström
    

        “Parameterized Two-player Nash Equilibrium,” in Graph-Theoretic Concepts in Computer Science (WG 2011), Teplá Monastery, Czech Republic, 2011.
    
moreBibTeX
@inproceedings{HermelinHuangKratschWahlstrom2011,
TITLE = {Parameterized Two-player Nash Equilibrium},
AUTHOR = {Hermelin, Danny and Huang, Chien-Chung and Kratsch, Stefan and Wahlstr{\"o}m, Magnus},
LANGUAGE = {eng},
ISBN = {978-3-642-25869-5},
URL = {http://dx.doi.org/10.1007/978-3-642-25870-1_20},
DOI = {10.1007/978-3-642-25870-1_20},
LOCALID = {Local-ID: C1256428004B93B8-702F7DBDE76E6942C125796500498142-HermelinHuangKratschWahlstrom2011},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Graph-Theoretic Concepts in Computer Science (WG 2011)},
EDITOR = {Kolman, Petr and Kratochv{\'i}l, Jan},
PAGES = {215--226},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6986},
ADDRESS = {Tepl{\'a} Monastery, Czech Republic},
}

Endnote
%0 Conference Proceedings
%A Hermelin, Danny
%A Huang, Chien-Chung
%A Kratsch, Stefan
%A Wahlstr&#246;m, Magnus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Parameterized Two-player Nash Equilibrium : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1281-5
%F EDOC: 618701
%R 10.1007/978-3-642-25870-1_20
%U http://dx.doi.org/10.1007/978-3-642-25870-1_20
%F OTHER: Local-ID: C1256428004B93B8-702F7DBDE76E6942C125796500498142-HermelinHuangKratschWahlstrom2011
%D 2011
%B 37th International Workshop on Graph-Theoretic Concepts in Computer Science
%Z date of event: 2011-06-21 - 2011-06-24
%C Tepl&#225; Monastery, Czech Republic
%B Graph-Theoretic Concepts in Computer Science
%E Kolman, Petr; Kratochv&#237;l, Jan
%P 215 - 226
%I Springer
%@ 978-3-642-25869-5
%B Lecture Notes in Computer Science
%N 6986




	DOI
	PuRe
	BibTeX

	


        1579
    
                Conference paper
            
D1


        D. Hermelin, A. Levy, O. Weimann, and R. Yuster
    

        “Distance Oracles for Vertex-Labeled Graphs,” in Automata, Languages and Programming : 38th International Colloquium, ICALP 2011, 2011.
    
moreBibTeX
@inproceedings{HermelinLevyWeimanYuster2011,
TITLE = {Distance Oracles for Vertex-Labeled Graphs},
AUTHOR = {Hermelin, Danny and Levy, Avivit and Weimann, Oren and Yuster, Raphael},
LANGUAGE = {eng},
ISBN = {978-3-642-22011-1},
URL = {http://dx.doi.org/10.1007/978-3-642-22012-8_39},
DOI = {10.1007/978-3-642-22012-8_39},
LOCALID = {Local-ID: C1256428004B93B8-918166B667040CC8C1257965004AF558-HermelinLevyWeimanYuster2011},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Automata, Languages and Programming : 38th International Colloquium, ICALP 2011},
EDITOR = {Aceto, Luca and Henzinger, Monika and Sgall, Jiri},
PAGES = {490--501},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6756},
}

Endnote
%0 Conference Proceedings
%A Hermelin, Danny
%A Levy, Avivit
%A Weimann, Oren
%A Yuster, Raphael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Distance Oracles for Vertex-Labeled Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1217-4
%F EDOC: 618703
%R 10.1007/978-3-642-22012-8_39
%U http://dx.doi.org/10.1007/978-3-642-22012-8_39
%F OTHER: Local-ID: C1256428004B93B8-918166B667040CC8C1257965004AF558-HermelinLevyWeimanYuster2011
%D 2011
%B Untitled Event
%Z date of event: 2011-07-04 - 2011-07-08
%C Zurich, Switzerland
%B Automata, Languages and Programming : 38th International Colloquium, ICALP 2011
%E Aceto, Luca; Henzinger, Monika; Sgall, Jiri
%P 490 - 501
%I Springer
%@ 978-3-642-22011-1
%B Lecture Notes in Computer Science
%N 6756




	DOI
	PuRe
	BibTeX

	


        1580
    
                Article
            
D1


        D. Hermelin and D. Rawitz
    

        “Optimization Problems in Multiple Subtree Graphs,” Discrete Applied Mathematics, vol. 159, no. 7, 2011.
    
moreBibTeX
@article{HermelinRawitz2011,
TITLE = {Optimization Problems in Multiple Subtree Graphs},
AUTHOR = {Hermelin, Danny and Rawitz, Dror},
LANGUAGE = {eng},
URL = {http://dx.doi.org/10.1016/j.dam.2010.03.010},
DOI = {10.1016/j.dam.2010.03.010},
LOCALID = {Local-ID: C1256428004B93B8-3A8CBB57C97B7DBAC1257965003C227D-HermelinRawitz2011},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Discrete Applied Mathematics},
VOLUME = {159},
NUMBER = {7},
PAGES = {588--594},
}

Endnote
%0 Journal Article
%A Hermelin, Danny
%A Rawitz, Dror
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Optimization Problems in Multiple Subtree Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-127A-8
%F EDOC: 618699
%R 10.1016/j.dam.2010.03.010
%U http://dx.doi.org/10.1016/j.dam.2010.03.010
%F OTHER: Local-ID: C1256428004B93B8-3A8CBB57C97B7DBAC1257965003C227D-HermelinRawitz2011
%7 2011
%D 2011
%* Review method: peer-reviewed
%J Discrete Applied Mathematics
%V 159
%N 7
%& 588
%P 588 - 594
%I Elsevier
%C Amsterdam




	DOI
	PuRe
	BibTeX

	


        1581
    
                Conference paper
            
D1


        D. Hermelin, M. Mnich, E. J. van Leeuwen, and G. J. Woeginger
    

        “Domination When the Stars Are Out,” in Automata, Languages and Programming (ICALP 2011), Zurich, Switzerland, 2011.
    
moreBibTeX
@inproceedings{HermelinMnichVanLeeuwenWoeginger2011,
TITLE = {Domination When the Stars Are Out},
AUTHOR = {Hermelin, Danny and Mnich, Matthias and van Leeuwen, Erik Jan and Woeginger, Gerhard J.},
LANGUAGE = {eng},
ISBN = {978-3-642-22011-1},
URL = {http://dx.doi.org/10.1007/978-3-642-22006-7_39},
DOI = {10.1007/978-3-642-22006-7_39},
LOCALID = {Local-ID: C1256428004B93B8-83599A2433A76A66C1257965004B4283-HermelinMnichVanLeeuwenWoeginger2011},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Automata, Languages and Programming (ICALP 2011)},
EDITOR = {Aceto, Luca and Henzinger, Monika and Sgall, Jiri},
PAGES = {462--473},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6746},
ADDRESS = {Zurich, Switzerland},
}

Endnote
%0 Conference Proceedings
%A Hermelin, Danny
%A Mnich, Matthias
%A van Leeuwen, Erik Jan
%A Woeginger, Gerhard J.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Domination When the Stars Are Out : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-121C-9
%F EDOC: 618704
%R 10.1007/978-3-642-22006-7_39
%U http://dx.doi.org/10.1007/978-3-642-22006-7_39
%F OTHER: Local-ID: C1256428004B93B8-83599A2433A76A66C1257965004B4283-HermelinMnichVanLeeuwenWoeginger2011
%D 2011
%B 38th International Colloquium on Automata, Languages and Programming
%Z date of event: 2011-07-04 - 2011-07-08
%C Zurich, Switzerland
%B Automata, Languages and Programming
%E Aceto, Luca; Henzinger, Monika; Sgall, Jiri
%P 462 - 473
%I Springer
%@ 978-3-642-22011-1
%B Lecture Notes in Computer Science
%N 6746




	DOI
	PuRe
	BibTeX

	


        1582
    
                Article
            
D1


        C.-C. Huang, T. Kavitha, D. Michael, and M. Nasr
    

        “Bounded Unpopularity Matchings,” Algorithmica, vol. 61, no. 3, 2011.
    
moreBibTeX
@article{Huang2011,
TITLE = {Bounded Unpopularity Matchings},
AUTHOR = {Huang, Chien-Chung and Kavitha, Telikepalli and Michael, Dimitrios and Nasr, Meghana},
LANGUAGE = {eng},
ISSN = {0178-4617},
URL = {http://dx.doi.org/10.1007/s00453-010-9434-9},
DOI = {10.1007/s00453-010-9434-9},
LOCALID = {Local-ID: C1256428004B93B8-5DE1D6F21281B693C12579CA0042F6F1-Huang2011},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Algorithmica},
VOLUME = {61},
NUMBER = {3},
PAGES = {738--757},
}

Endnote
%0 Journal Article
%A Huang, Chien-Chung
%A Kavitha, Telikepalli
%A Michael, Dimitrios
%A Nasr, Meghana
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Bounded Unpopularity Matchings : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1201-3
%F EDOC: 618752
%R 10.1007/s00453-010-9434-9
%U http://dx.doi.org/10.1007/s00453-010-9434-9
%F OTHER: Local-ID: C1256428004B93B8-5DE1D6F21281B693C12579CA0042F6F1-Huang2011
%7 2011
%D 2011
%* Review method: peer-reviewed
%J Algorithmica
%V 61
%N 3
%& 738
%P 738 - 757
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1583
    
                Thesis
            
D1


        V. Ingalalli
    

        “Evolutionary algorithms to compute lower bounds for the star discrepancy,” Universität des Saarlandes, Saarbrücken, 2011.
    
moreBibTeX
@mastersthesis{IngalalliMaster2011,
TITLE = {Evolutionary algorithms to compute lower bounds for the star discrepancy},
AUTHOR = {Ingalalli, Vijay},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-0BEAC809412A5D63C125799F004C91E0-IngalalliMaster2011},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2011},
DATE = {2011},
}

Endnote
%0 Thesis
%A Ingalalli, Vijay
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Evolutionary algorithms to compute lower bounds for the star discrepancy : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-11A4-0
%F EDOC: 618739
%F OTHER: Local-ID: C1256428004B93B8-0BEAC809412A5D63C125799F004C91E0-IngalalliMaster2011
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2011
%V master
%9 master




	PuRe
	BibTeX

	


        1584
    
                Article
            
D1


        T. Kavitha, J. Mestre, and M. Nasre
    

        “Popular Mixed Matchings,” Theoretical Computer Science, vol. 412, no. 24, 2011.
    
moreBibTeX
@article{KavithaTCS2011,
TITLE = {Popular Mixed Matchings},
AUTHOR = {Kavitha, Telikepalli and Mestre, Julian and Nasre, Meghana},
LANGUAGE = {eng},
ISSN = {0304-3974},
URL = {http://dx.doi.org/10.1016/j.tcs.2010.03.028},
DOI = {10.1016/j.tcs.2010.03.028},
LOCALID = {Local-ID: C1256428004B93B8-F89BA01D8F0DFCCCC12579CA004368D5-KavithaTCS2011},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Theoretical Computer Science},
VOLUME = {412},
NUMBER = {24},
PAGES = {2679--2690},
}

Endnote
%0 Journal Article
%A Kavitha, Telikepalli
%A Mestre, Julian
%A Nasre, Meghana
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Popular Mixed Matchings : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1284-0
%F EDOC: 618753
%R 10.1016/j.tcs.2010.03.028
%U http://dx.doi.org/10.1016/j.tcs.2010.03.028
%F OTHER: Local-ID: C1256428004B93B8-F89BA01D8F0DFCCCC12579CA004368D5-KavithaTCS2011
%7 2011
%D 2011
%* Review method: peer-reviewed
%J Theoretical Computer Science
%V 412
%N 24
%& 2679
%P 2679 - 2690
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1585
    
                Article
            
D1


        T. Kavitha, K. Mehlhorn, and D. Michail
    

        “New Approximation Algorithms for Minimum Cycle Bases of Graphs,” Algorithmica, vol. 59, no. 4, 2011.
    
moreBibTeX
@article{KavithaALG2011,
TITLE = {New Approximation Algorithms for Minimum Cycle Bases of Graphs},
AUTHOR = {Kavitha, Telikepalli and Mehlhorn, Kurt and Michail, Dimitrios},
LANGUAGE = {eng},
ISSN = {0178-4617},
URL = {http://dx.doi.org/10.1007/s00453-009-9313-4},
DOI = {10.1007/s00453-009-9313-4},
LOCALID = {Local-ID: C1256428004B93B8-9DF47B615A95B3B9C12579CA0043E5C0-KavithaALG2011},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Algorithmica},
VOLUME = {59},
NUMBER = {4},
PAGES = {471--488},
}

Endnote
%0 Journal Article
%A Kavitha, Telikepalli
%A Mehlhorn, Kurt
%A Michail, Dimitrios
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T New Approximation Algorithms for Minimum Cycle Bases of Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-125C-A
%F EDOC: 618754
%R 10.1007/s00453-009-9313-4
%U http://dx.doi.org/10.1007/s00453-009-9313-4
%F OTHER: Local-ID: C1256428004B93B8-9DF47B615A95B3B9C12579CA0043E5C0-KavithaALG2011
%D 2011
%* Review method: peer-reviewed
%J Algorithmica
%V 59
%N 4
%& 471
%P 471 - 488
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1586
    
                Conference paper
            
D1


        M. Kerber and M. Sagraloff
    

        “Efficient Real Root Approximation,” in ISSAC 2011, San Jose, CA, 2011.
    
moreBibTeX
@inproceedings{KerberSagraloff:RootApprox:2011,
TITLE = {Efficient Real Root Approximation},
AUTHOR = {Kerber, Michael and Sagraloff, Michael},
LANGUAGE = {eng},
ISBN = {978-1-4503-0675-1},
URL = {http://doi.acm.org/10.1145/1993886.1993920},
DOI = {10.1145/1993886.1993920},
LOCALID = {Local-ID: C1256428004B93B8-252F4D664DF83684C1257861003B5A08-KerberSagraloff:RootApprox:2011},
PUBLISHER = {ACM},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {ISSAC 2011},
EDITOR = {Leykin, Anton},
PAGES = {209--216},
ADDRESS = {San Jose, CA},
}

Endnote
%0 Conference Proceedings
%A Kerber, Michael
%A Sagraloff, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Efficient Real Root Approximation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1221-C
%F EDOC: 618676
%R 10.1145/1993886.1993920
%U http://doi.acm.org/10.1145/1993886.1993920
%F OTHER: Local-ID: C1256428004B93B8-252F4D664DF83684C1257861003B5A08-KerberSagraloff:RootApprox:2011
%D 2011
%B 36th International Symposium on Symbolic and Algebraic Computation
%Z date of event: 2011-06-08 - 2011-06-11
%C San Jose, CA
%B ISSAC 2011
%E Leykin, Anton
%P 209 - 216
%I ACM
%@ 978-1-4503-0675-1




	DOI
	PuRe
	BibTeX

	


        1587
    
                Article
            
D1


        M. Kerber and M. Sagraloff
    

        “A Note on the Complexity of Real Algebraic Hypersurfaces,” Graphs and Combinatorics, vol. 27, no. 3, 2011.
    
moreBibTeX
@article{ks-ncrah-10,
TITLE = {A Note on the Complexity of Real Algebraic Hypersurfaces},
AUTHOR = {Kerber, Michael and Sagraloff, Michael},
LANGUAGE = {eng},
URL = {http://dx.doi.org/10.1007/s00373-011-1020-7},
DOI = {10.1007/s00373-011-1020-7},
LOCALID = {Local-ID: C1256428004B93B8-7783104F3979A92CC1257861003AD917-ks-ncrah-10},
PUBLISHER = {Springer},
ADDRESS = {Berlin},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Graphs and Combinatorics},
VOLUME = {27},
NUMBER = {3},
PAGES = {419--430},
}

Endnote
%0 Journal Article
%A Kerber, Michael
%A Sagraloff, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Note on the Complexity of Real Algebraic Hypersurfaces : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-11E8-7
%F EDOC: 618675
%R 10.1007/s00373-011-1020-7
%U http://dx.doi.org/10.1007/s00373-011-1020-7
%F OTHER: Local-ID: C1256428004B93B8-7783104F3979A92CC1257861003AD917-ks-ncrah-10
%7 2011
%D 2011
%* Review method: peer-reviewed
%J Graphs and Combinatorics
%V 27
%N 3
%& 419
%P 419 - 430
%I Springer
%C Berlin




	DOI
	PuRe
	BibTeX

	


        1588
    
                Thesis
            
D1


        A. Kobel
    

        “Certified numerical root finding,” Universität des Saarlandes, Saarbrücken, 2011.
    
moreBibTeX
@mastersthesis{KobelMaster2011,
TITLE = {Certified numerical root finding},
AUTHOR = {Kobel, Alexander},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-27E08268E7E05E42C125797C00458F4F-KobelMaster2011},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2011},
DATE = {2011},
}

Endnote
%0 Thesis
%A Kobel, Alexander
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Certified numerical root finding : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-11BD-9
%F EDOC: 618719
%F OTHER: Local-ID: C1256428004B93B8-27E08268E7E05E42C125797C00458F4F-KobelMaster2011
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2011
%V master
%9 master




	PuRe
	BibTeX

	


        1589
    
                Conference paper
            
D1


        T. Kötzing, D. Sudholt, and M. Theile
    

        “How Crossover Helps in Pseudo-Boolean Optimization,” in GECCO 2011, Dublin, Ireland, 2011.
    
moreBibTeX
@inproceedings{KoetzingST2011,
TITLE = {How Crossover Helps in Pseudo--{B}oolean Optimization},
AUTHOR = {K{\"o}tzing, Timo and Sudholt, Dirk and Theile, Madeleine},
LANGUAGE = {eng},
ISBN = {978-1-4503-0557-0},
URL = {http://doi.acm.org/10.1145/2001576.2001711},
DOI = {10.1145/2001576.2001711},
LOCALID = {Local-ID: C1256428004B93B8-585283C59D56B1EAC125796500577B89-KoetzingST2011},
PUBLISHER = {ACM},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {GECCO 2011},
EDITOR = {Krasnogor, Natalio and Lanzi, Pier Luca},
PAGES = {989--996},
ADDRESS = {Dublin, Ireland},
}

Endnote
%0 Conference Proceedings
%A K&#246;tzing, Timo
%A Sudholt, Dirk
%A Theile, Madeleine
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T How Crossover Helps in Pseudo-Boolean Optimization : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1234-2
%F EDOC: 618706
%R 10.1145/2001576.2001711
%U http://doi.acm.org/10.1145/2001576.2001711
%F OTHER: Local-ID: C1256428004B93B8-585283C59D56B1EAC125796500577B89-KoetzingST2011
%D 2011
%B 2011 Genetic and Evolutionary Computation Conference
%Z date of event: 2011-07-12 - 2011-07-16
%C Dublin, Ireland
%B GECCO 2011
%E Krasnogor, Natalio; Lanzi, Pier Luca
%P 989 - 996
%I ACM
%@ 978-1-4503-0557-0




	DOI
	PuRe
	BibTeX

	


        1590
    
                Conference paper
            
D1


        T. Kötzing, F. Neumann, and R. Spöhel
    

        “PAC Learning and Genetic Programming,” in GECCO 2011, Dublin, Ireland, 2011.
    
moreBibTeX
@inproceedings{Koetzing2010,
TITLE = {{PAC} Learning and Genetic Programming},
AUTHOR = {K{\"o}tzing, Timo and Neumann, Frank and Sp{\"o}hel, Reto},
LANGUAGE = {eng},
ISBN = {978-1-4503-0557-0},
URL = {http://doi.acm.org/10.1145/2001576.2001857},
DOI = {10.1145/2001576.2001857},
LOCALID = {Local-ID: C1256428004B93B8-EC125C93CBBAACC8C12579650057251D-Koetzing2010},
PUBLISHER = {ACM},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {GECCO 2011},
EDITOR = {Krasnogor, Natalio and Lanzi, Pier Luca},
PAGES = {2091--2096},
ADDRESS = {Dublin, Ireland},
}

Endnote
%0 Conference Proceedings
%A K&#246;tzing, Timo
%A Neumann, Frank
%A Sp&#246;hel, Reto
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T PAC Learning and Genetic Programming : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-127F-D
%F EDOC: 618705
%R 10.1145/2001576.2001857
%U http://doi.acm.org/10.1145/2001576.2001857
%F OTHER: Local-ID: C1256428004B93B8-EC125C93CBBAACC8C12579650057251D-Koetzing2010
%D 2011
%B 2011 Genetic and Evolutionary Computation Conference
%Z date of event: 2011-07-12 - 2011-07-16
%C Dublin, Ireland
%B GECCO 2011
%E Krasnogor, Natalio; Lanzi, Pier Luca
%P 2091 - 2096
%I ACM
%@ 978-1-4503-0557-0




	DOI
	PuRe
	BibTeX

	


        1591
    
                Conference paper
            
D1


        T. Kötzing, F. Neumann, D. Sudholt, and M. Wagner
    

        “Simple Max-min Ant Systems and the Optimization of Linear Pseudo-Boolean Functions,” in FOGA’11, 2011 ACM/SIGEVO Foundations of Genetic Algorithms XI, Schwarzenberg, Austria, 2011.
    
moreBibTeX
@inproceedings{Koe-Neu-Sud-Wag:c:Foga11AcoLinFun,
TITLE = {Simple Max-min Ant Systems and the Optimization of Linear Pseudo--{B}oolean Functions},
AUTHOR = {K{\"o}tzing, Timo and Neumann, Frank and Sudholt, Dirk and Wagner, Markus},
LANGUAGE = {eng},
ISBN = {978-1-4503-0633-1},
URL = {http://doi.acm.org/10.1145/1967654.1967673},
DOI = {10.1145/1967654.1967673},
LOCALID = {Local-ID: C1256428004B93B8-0FAC83F420476B89C125785600730001-Koe-Neu-Sud-Wag:c:Foga11AcoLinFun},
PUBLISHER = {ACM},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {FOGA{\textquoteright}11, 2011 ACM/SIGEVO Foundations of Genetic Algorithms XI},
EDITOR = {Beyer, Hans- Georg and Langdon, William},
PAGES = {209--218},
ADDRESS = {Schwarzenberg, Austria},
}

Endnote
%0 Conference Proceedings
%A K&#246;tzing, Timo
%A Neumann, Frank
%A Sudholt, Dirk
%A Wagner, Markus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Simple Max-min Ant Systems and the Optimization of Linear Pseudo-Boolean Functions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1298-4
%F EDOC: 618667
%R 10.1145/1967654.1967673
%U http://doi.acm.org/10.1145/1967654.1967673
%F OTHER: Local-ID: C1256428004B93B8-0FAC83F420476B89C125785600730001-Koe-Neu-Sud-Wag:c:Foga11AcoLinFun
%D 2011
%B 2011 ACM/SIGEVO Foundations of Genetic Algorithms XI
%Z date of event: 2011-01-05 - 2011-01-09
%C Schwarzenberg, Austria
%B FOGA&#8217;11
%E Beyer, Hans- Georg; Langdon, William
%P 209 - 218
%I ACM
%@ 978-1-4503-0633-1




	DOI
	PuRe
	BibTeX

	


        1592
    
                Conference paper
            
D1


        T. Kötzing
    

        “Iterative Learning from Positive Data and Counters,” in Algorithmic Learning Theory (ALT 2011), Espoo, Finland, 2011.
    
moreBibTeX
@inproceedings{KoetzingALT2011,
TITLE = {Iterative Learning from Positive Data and Counters},
AUTHOR = {K{\"o}tzing, Timo},
LANGUAGE = {eng},
ISBN = {978-3-642-24411-7},
URL = {http://dx.doi.org/10.1007/978-3-642-24412-4_7},
DOI = {10.1007/978-3-642-24412-4_7},
LOCALID = {Local-ID: C1256428004B93B8-AADE520539DE8E1AC1257965005810A9-KoetzingALT2011},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Algorithmic Learning Theory (ALT 2011)},
EDITOR = {Kivinen, Jyrki and Szepesv{\'a}ri, Csaba and Ukkonen, Esko and Zeugmann, Thomas},
PAGES = {40--54},
SERIES = {Lecture Notes in Artificial Intelligence},
VOLUME = {6925},
ADDRESS = {Espoo, Finland},
}

Endnote
%0 Conference Proceedings
%A K&#246;tzing, Timo
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Iterative Learning from Positive Data and Counters : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1243-F
%F EDOC: 618707
%R 10.1007/978-3-642-24412-4_7
%U http://dx.doi.org/10.1007/978-3-642-24412-4_7
%F OTHER: Local-ID: C1256428004B93B8-AADE520539DE8E1AC1257965005810A9-KoetzingALT2011
%D 2011
%B ALT 2011
%Z date of event: 2011-10-05 - 2011-10-07
%C Espoo, Finland
%B Algorithmic Learning Theory
%E Kivinen, Jyrki; Szepesv&#225;ri, Csaba; Ukkonen, Esko; Zeugmann, Thomas
%P 40 - 54
%I Springer
%@ 978-3-642-24411-7
%B Lecture Notes in Artificial Intelligence
%N 6925




	DOI
	PuRe
	BibTeX

	


        1593
    
                Conference paper
            
D1


        M. Mainberger, S. Hoffmann, J. Weickert, C. H. Tang, D. Johannsen, F. Neumann, and B. Doerr
    

        “Optimising Spatial and Tonal Data for Homogeneous Diffusion Inpainting,” in Scale Space and Variational Methods in Computer Vision (SSVM 2011), Ein-Gedi, Israel, 2011.
    
moreBibTeX
@inproceedings{MainbergerWTJND11,
TITLE = {Optimising Spatial and Tonal Data for Homogeneous Diffusion Inpainting},
AUTHOR = {Mainberger, Markus and Hoffmann, Sebastian and Weickert, Joachim and Tang, Ching Hoo and Johannsen, Daniel and Neumann, Frank and Doerr, Benjamin},
LANGUAGE = {eng},
ISBN = {978-3-642-24784-2},
DOI = {10.1007/978-3-642-24785-9_3},
LOCALID = {Local-ID: C1256428004B93B8-DA83FFABAE4DAD09C125798300776A3D-MainbergerWTJND11},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Scale Space and Variational Methods in Computer Vision (SSVM 2011)},
EDITOR = {Bruckstein, Alfred M. and ter Haar Romeny, Bart M. and Bronstein, Alexander M. and Bronstein, Michael M.},
PAGES = {26--37},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6667},
ADDRESS = {Ein-Gedi, Israel},
}

Endnote
%0 Conference Proceedings
%A Mainberger, Markus
%A Hoffmann, Sebastian
%A Weickert, Joachim
%A Tang, Ching Hoo
%A Johannsen, Daniel
%A Neumann, Frank
%A Doerr, Benjamin
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Optimising Spatial and Tonal Data for Homogeneous Diffusion Inpainting : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1277-E
%F EDOC: 618720
%R 10.1007/978-3-642-24785-9_3
%F OTHER: Local-ID: C1256428004B93B8-DA83FFABAE4DAD09C125798300776A3D-MainbergerWTJND11
%D 2011
%B Third International Conference on Scale Space and Variational Methods in Computer Vision
%Z date of event: 2011-05-29 - 2011-06-02
%C Ein-Gedi, Israel
%B Scale Space and Variational Methods in Computer Vision
%E Bruckstein, Alfred M.; ter Haar Romeny, Bart M.; Bronstein, Alexander M.; Bronstein, Michael M.
%P 26 - 37
%I Springer
%@ 978-3-642-24784-2
%B Lecture Notes in Computer Science
%N 6667




	DOI
	PuRe
	BibTeX

	


        1594
    
                Thesis
            
IMPR-CSD1


        M. Manjunath
    

        “A Riemann-Roch Theory for Sublattices of the Root Lattice A n, Graph Automorphisms and Counting Cycles in Graphs,” Universität des Saarlandes, Saarbrücken, 2011.
    
moreAbstract
This thesis consists of two independent parts. In the rst part of the thesis, 
we develop a Riemann-Roch theory for sublattices of the root lattice An 
extending the work of Baker and Norine (Advances in Mathematics, 215(2): 
766-788, 2007) and study questions that arise from this theory. Our theory is 
based on the study of critical points of a certain simplicial distance function 
on a lattice and establishes connections between the Riemann-Roch theory and 
the Voronoi diagrams of lattices under certain simplicial distance functions. 
In particular, we provide a new geometric approach for the study of the 
Laplacian of graphs. As a consequence, we obtain a geometric proof of the 
Riemann-Roch theorem for graphs and generalise the result to other sub-lattices 
of An. Furthermore, we use the geometric approach to study the problem of 
computing the rank of a divisor on a finite multigraph G to obtain an algorithm 
that runs in polynomial time for a fiixed
number of vertices, in particular with running time 2O(n log n)poly(size(G)) 
where n is the number of vertices of G. Motivated by this theory, we study a 
dimensionality reduction approach to the graph automorphism problem and we also 
obtain an algorithm for the related problem of counting automorphisms of graphs 
that is based on exponential sums.
In the second part of the thesis, we develop an approach, based on 
complex-valued hash functions, to count cycles in graphs in the data streaming 
model. Our algorithm is based on the idea of computing instances of 
complex-valued random variables over the given stream and improves drastically 
upon the na�ve sampling algorithm.
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moreAbstract
We describe a bisection algorithm for root isolation of polynomials with real 
coefficients. It is assumed that the coefficients can be approximated with 
arbitrary precision; exact computation in the field of coefficients is not 
required. We refer to such coefficients as bitstream coefficients. The 
algorithm is simpler, deterministic and has better asymptotic complexity than 
the randomized algorithm of Eigenwillig et al. (2005). We also discuss a 
partial extension to multiple roots.
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moreAbstract
We present a new algorithm for computing zigzag persistent homology, an 
algebraic structure which encodes changes to homology groups of a simplicial 
complex over a sequence of simplex additions and deletions. Provided that there 
is an algorithm that multiplies two $n \times n$ matrices in $M(n)$ time, our 
algorithm runs in $O(M(n) + n^2 \log^2 n)$ time for a sequence of $n$ additions 
and deletions. In particular, the running time is $O(n^{2.376})$, by result of 
Coppersmith and Winograd. The fastest previously known algorithm for this 
problem
takes $O(n^3)$ time in the worst case.
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moreAbstract
Consider the following generalized notion of graph coloring: a coloring of the 
vertices of a graph~$G$ is \emph{valid} \wrt some given graph~$F$ if there is 
no copy of $F$ in $G$ whose vertices all receive the same color. We study the 
problem of computing valid colorings of the binomial random graph~$\Gnp$ on~$n$ 
vertices with edge probability~$p=p(n)$ in the following online setting: the 
vertices of an initially hidden instance of $\Gnp$ are revealed one by one 
(together with all edges leading to previously revealed vertices) and have to 
be colored immediately and irrevocably with one of $r$ available colors.
 
It is known that for any fixed graph $F$ and any fixed integer $r\geq 2$ this 
problem has a threshold $p_0(F,r,n)$ in the following sense: For any function 
$p(n) = o(p_0)$ there is a strategy that \aas (asymptotically almost surely, 
i.e., with probability tending to 1 as $n$ tends to infinity) finds an 
$r$-coloring of $\Gnp$ that is valid \wrt $F$ online, and for any 
function~$p(n)=\omega(p_0)$ \emph{any} online strategy will \aas fail to do so.
 
In this work we establish a general correspondence between this probabilistic 
problem and a deterministic two-player game in which the random process is 
replaced by an adversary that is subject to certain restrictions inherited from 
the random setting. This characterization allows us to compute, for any $F$ and 
$r$, a value $\gamma=\gamma(F,r)$ such that the threshold of the probabilistic 
problem is given by $p_0(F,r,n)=n^{-\gamma}$. Our approach yields 
polynomial-time coloring algorithms that \aas find valid colorings of $\Gnp$ 
online in the entire regime below the respective thresholds, i.e., for any 
$p(n) = o(n^{-\gamma})$.
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moreAbstract
This thesis is mainly concerned with the hypergraph transversal problem, which 
asks to generate all minimal transversals of a given hypergraph. While the 
current best upper bound on the complexity of the problem is quasi-polynomial 
in the combined input and output sizes, it is shown to be solvable in output 
polynomial time for a number of hypergraph classes. We extend this polynomial 
frontier to the hypergraphs induced by hyperplanes and constant-sided polytopes 
in fixed dimension R^d and hypergraphs for which every minimal transversal and 
hyperedge intersection is bounded. We also show the problem to be fixed 
parameter tractable with respect to the minimum integer k such that the input 
hypergraph is k-degenerate, and also with respect to its maximum complementary 
degree. Whereas we improve the known bounds when the parameter is the maximum 
degree of a hypergraph.

We also study the readability of a monotone Boolean function which is defined 
as the minimum integer r such that it can be represented by an AND-OR-formula 
with every variable occurrence is bounded by r. We prove that it is NP-hard to 
approximate the readability of even a depth three Boolean formula. We also give 
tight sublinear upper bounds on the readability of a monotone Boolean function 
given in CNF (or DNF) form, parameterized by the number of terms in the CNF and 
the maximum number of variables in the intersection of any constant number of 
terms. For interval DNF's we give much tighter logarithmic bounds on the 
readability. 

Finally, we discuss an implementation of a quasi-polynomial algorithm for the 
hypergraph transversal problem that runs in polynomial space. We found our 
implementation to be competitive with all but one previous implementation on 
various datasets.
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moreAbstract
We consider the problem of scheduling resource allocation where a
change in allocation results in a changeover penalty of one time
slot. We assume that we are sending packets over a wireless
channel of uncertain and varying capacity. In each time slot, 
a bandwidth of at most the
current capacity can be allocated, but changing the capacity has a cost,
which is modeled as an empty time slot. 
Only the current bandwidth and the bandwidth of the immediately 
following slot are known. We give an online algorithm
with competitive ratio 1.753 for this problem, improving over the
previous upper bound of 1.848. The main new idea of our algorithm is that
it attempts to avoid cases where a single time slot with a nonzero
allocation is immediately followed by an empty time slot.
Additionally, we improve the lower bound for this problem to 1.6959.
Our results significantly narrow the gap between the best known
upper and lower bound.
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moreAbstract
In this paper we demonstrate an accurate, efficient,
and parallelizable optimization algorithm for the layout
of hundreds, then 1000, turbines. It is modular and
therefore allows different wake effect models to be in-
corporated. Its computational cost is a relation which
depends upon how many candidate layouts it investi-
gates and the complexity of its wake loss calculation.
We demonstrate how well it maximizes energy capture
and show how it allows one to examine how wake loss
scales with energy capture and number of turbines.


BibTeX
@inproceedings{Wagner2011EWEA,
TITLE = {Optimizing the Layout of 1000 Wind Turbines},
AUTHOR = {Wagner, Markus and Veeramachaneni, Kalyan and Neumann, Frank and O'Reilly, Una-May},
LANGUAGE = {eng},
URL = {http://cs.adelaide.edu.au/~markus/pub/2011ewea.pdf},
LOCALID = {Local-ID: C1256428004B93B8-08F2E8F1D20AB7FEC125785D00343A1B-Wagner2011EWEA},
PUBLISHER = {EWEA},
YEAR = {2011},
DATE = {2011},
ABSTRACT = {In this paper we demonstrate an accurate, efficient, and parallelizable optimization algorithm for the layout of hundreds, then 1000, turbines. It is modular and therefore allows different wake effect models to be in- corporated. Its computational cost is a relation which depends upon how many candidate layouts it investi- gates and the complexity of its wake loss calculation. We demonstrate how well it maximizes energy capture and show how it allows one to examine how wake loss scales with energy capture and number of turbines.},
BOOKTITLE = {European Wind Energy Association Annual Event (EWEA 2011)},
ADDRESS = {Brussels, Belgium},
}

Endnote
%0 Conference Proceedings
%A Wagner, Markus
%A Veeramachaneni, Kalyan
%A Neumann, Frank
%A O'Reilly, Una-May
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Optimizing the Layout of 1000 Wind Turbines : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-127D-2
%F EDOC: 618674
%U http://cs.adelaide.edu.au/~markus/pub/2011ewea.pdf
%F OTHER: Local-ID: C1256428004B93B8-08F2E8F1D20AB7FEC125785D00343A1B-Wagner2011EWEA
%D 2011
%B 2011 European Wind Energy Association Annual Event
%Z date of event: 2011-03-14 - 2011-03-17
%C Brussels, Belgium
%X In this paper we demonstrate an accurate, efficient,
and parallelizable optimization algorithm for the layout
of hundreds, then 1000, turbines. It is modular and
therefore allows different wake effect models to be in-
corporated. Its computational cost is a relation which
depends upon how many candidate layouts it investi-
gates and the complexity of its wake loss calculation.
We demonstrate how well it maximizes energy capture
and show how it allows one to examine how wake loss
scales with energy capture and number of turbines.
%B European Wind Energy Association Annual Event
%I EWEA




	PuRe
	BibTeX

	


        1621
    
                Article
            
D1


        M. Wahlström
    

        “New Plain-exponential Time Classes for Graph Homomorphism,” Theory of Computing Systems, vol. 49, no. 2, 2011.
    
moreBibTeX
@article{Wahl2010,
TITLE = {New Plain-exponential Time Classes for Graph Homomorphism},
AUTHOR = {Wahlstr{\"o}m, Magnus},
LANGUAGE = {eng},
ISSN = {1432-4350},
URL = {http://dx.doi.org/10.1007/s00224-010-9261-z},
DOI = {10.1007/s00224-010-9261-z},
LOCALID = {Local-ID: C1256428004B93B8-F276466B56FE6F94C12578180039A767-Wahl2010},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2011},
DATE = {2011},
JOURNAL = {Theory of Computing Systems},
VOLUME = {49},
NUMBER = {2},
PAGES = {273--282},
}

Endnote
%0 Journal Article
%A Wahlstr&#246;m, Magnus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T New Plain-exponential Time Classes for Graph Homomorphism : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-11CA-B
%F EDOC: 536778
%R 10.1007/s00224-010-9261-z
%U http://dx.doi.org/10.1007/s00224-010-9261-z
%F OTHER: Local-ID: C1256428004B93B8-F276466B56FE6F94C12578180039A767-Wahl2010
%7 2010-04-01
%D 2011
%* Review method: peer-reviewed
%J Theory of Computing Systems
%V 49
%N 2
%& 273
%P 273 - 282
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1622
    
                Thesis
            
D1IMPR-CS


        C. Winzen
    

        “Toward a complexity theory for randomized search heuristics : black box models,” Universität des Saarlandes, Saarbrücken, 2011.
    
moreBibTeX
@phdthesis{WinzenDiss2011,
TITLE = {Toward a complexity theory for randomized search heuristics : black box models},
AUTHOR = {Winzen, Carola},
LANGUAGE = {eng},
URL = {http://scidok.sulb.uni-saarland.de/volltexte/2011/4534/; urn:nbn:de:bsz:291-scidok-45345},
DOI = {10.22028/D291-26238},
LOCALID = {Local-ID: C1256428004B93B8-F36A76D7E98548BFC12579A000398864-WinzenDiss2011},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2011},
DATE = {2011},
}

Endnote
%0 Thesis
%A Winzen, Carola
%Y Mehlhorn, Kurt
%A referee: Bl&#228;ser, Markus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Toward a complexity theory for randomized search heuristics : black box models : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1194-3
%F EDOC: 618740
%U http://scidok.sulb.uni-saarland.de/volltexte/2011/4534/
%F OTHER: Local-ID: C1256428004B93B8-F36A76D7E98548BFC12579A000398864-WinzenDiss2011
%R 10.22028/D291-26238
%U urn:nbn:de:bsz:291-scidok-45345
%F OTHER: hdl:20.500.11880/26294
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2011
%P 171p.
%V phd
%9 phd
%U http://scidok.sulb.uni-saarland.de/volltexte/2011/4534/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version


                            2010
                        
	


        1623
    
                Article
            
D1


        D. Ajwani and T. Friedrich
    

        “Average-case Analysis of Incremental Topological Ordering,” Discrete Applied Mathematics, vol. 158, no. 4, 2010.
    
moreBibTeX
@article{AF10,
TITLE = {Average-case Analysis of Incremental Topological Ordering},
AUTHOR = {Ajwani, Deepak and Friedrich, Tobias},
LANGUAGE = {eng},
ISSN = {0166-218X},
URL = {http://dx.doi.org/10.1007/978-3-642-12450-1_1},
DOI = {10.1016/j.dam.2009.07.006},
LOCALID = {Local-ID: C1256428004B93B8-9CEC82A28A3AF944C12576A70053D761-AF10},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2010},
DATE = {2010},
JOURNAL = {Discrete Applied Mathematics},
VOLUME = {158},
NUMBER = {4},
PAGES = {240--250},
}

Endnote
%0 Journal Article
%A Ajwani, Deepak
%A Friedrich, Tobias
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Average-case Analysis of Incremental Topological Ordering : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1616-9
%F EDOC: 536723
%R 10.1016/j.dam.2009.07.006
%U http://dx.doi.org/10.1007/978-3-642-12450-1_1
%F OTHER: Local-ID: C1256428004B93B8-9CEC82A28A3AF944C12576A70053D761-AF10
%7 2010
%D 2010
%* Review method: peer-reviewed
%J Discrete Applied Mathematics
%V 158
%N 4
%& 240
%P 240 - 250
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1624
    
                Conference paper
            
BIOD1


        M. Albrecht, A. Kerren, K. Klein, O. Kohlbacher, P. Mutzel, W. Paul, F. Schreiber, and M. Wybrow
    

        “On Open Problems in Biological Network Visualization,” in Graph Drawing (GD 2009), Chicago, IL, USA, 2010.
    
moreBibTeX
@inproceedings{Albrecht2009c,
TITLE = {On Open Problems in Biological Network Visualization},
AUTHOR = {Albrecht, Mario and Kerren, Andreas and Klein, Karsten and Kohlbacher, Oliver and Mutzel, Petra and Paul, Wolfgang and Schreiber, Falk and Wybrow, Michael},
LANGUAGE = {eng},
ISBN = {978-3-642-11804-3},
URL = {http://dx.doi.org/10.1007/978-3-642-11805-0_25},
DOI = {10.1007/978-3-642-11805-0_25},
LOCALID = {Local-ID: C125673F004B2D7B-1C036034D445BB89C12576A8004D2D52-Albrecht2009c},
PUBLISHER = {Springer},
YEAR = {2009},
DATE = {2010},
BOOKTITLE = {Graph Drawing (GD 2009)},
EDITOR = {Eppstein, David and Gansner, Emden R.},
PAGES = {256--267},
SERIES = {Lectures Notes in Computer Science},
VOLUME = {5849},
ADDRESS = {Chicago, IL, USA},
}

Endnote
%0 Conference Proceedings
%A Albrecht, Mario
%A Kerren, Andreas
%A Klein, Karsten
%A Kohlbacher, Oliver
%A Mutzel, Petra
%A Paul, Wolfgang
%A Schreiber, Falk
%A Wybrow, Michael
%+ Computational Biology and Applied Algorithmics, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T On Open Problems in Biological Network Visualization : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1596-4
%F EDOC: 536618
%R 10.1007/978-3-642-11805-0_25
%U http://dx.doi.org/10.1007/978-3-642-11805-0_25
%F OTHER: Local-ID: C125673F004B2D7B-1C036034D445BB89C12576A8004D2D52-Albrecht2009c
%D 2010
%B 17th International Symposium on Graph Drawing
%Z date of event: 2009-09-22 - 2009-09-25
%C Chicago, IL, USA
%B Graph Drawing
%E Eppstein, David; Gansner, Emden R.
%P 256 - 267
%I Springer
%@ 978-3-642-11804-3
%B Lectures Notes in Computer Science
%N 5849




	DOI
	PuRe
	BibTeX

	


        1625
    
                Report
            
D1


        E. Althaus, S. Altmeyer, and R. Naujoks
    

        “A New Combinatorial Approach to Parametric Path Analysis,” SFB/TR 14 AVACS, ATR58, 2010.
    
moreAbstract
Hard real-time systems require tasks to finish in time. To guarantee the 
timeliness of such a system, static timing analyses derive upper bounds on the 
\emph{worst-case execution time} of  tasks. There are two types of timing 
analyses: numeric and parametric ones. A numeric analysis derives a numeric 
timing bound and, to this end, assumes all information such as loop bounds to 
be given a priori. 
If these bounds are unknown during analysis time, a parametric analysis can 
compute a timing formula parametric in these variables.
A performance bottleneck of timing analyses, numeric and especially parametric, 
can be the so-called path analysis, which determines the path in the analyzed 
task with the longest execution time bound.
In this paper, we present a new approach to the path analysis. 
This approach exploits the rather regular structure of software for hard 
real-time and safety-critical systems.
As we show in the evaluation of this paper, we strongly improve upon former 
techniques in terms of precision and runtime in the parametric case. Even in 
the numeric case, our approach matches up to state-of-the-art techniques and 
may be an alternative to commercial tools employed for path analysis.
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moreAbstract
Many safety-critical embedded systems are subject to certification 
requirements; some systems may be required to meet multiple sets of 
certification requirements, from different certification authorities. 
Certification requirements in such ``mixed-criticality'' systems give rise to 
interesting scheduling
problems, that cannot be satisfactorily addressed using techniques from 
conventional scheduling theory.  In this paper, we study a formal model for 
representing such mixed-criticality workloads. We demonstrate first the 
intractability of determining whether a system specified in this model can be 
scheduled to meet all its certification requirements, even for systems subject 
to two sets of certification requirements. Then we quantify, via the metric of 
processor speedup factor, the effectiveness of two techniques, 
reservation-based scheduling and priority-based scheduling, that are widely 
used in scheduling such mixed-criticality systems, showing that the latter of 
the two is superior to the former. We also show that the speedup factors are 
tight for these two techniques.
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moreAbstract
A new technique was recently introduced by Bonifaci et al. for the analysis of 
real-time systems scheduled on multiprocessor platforms by the global Earliest 
Deadline First (EDF) scheduling algorithm. In this paper, this technique is 
generalized so that it is applicable to the schedulability analysis of 
real-time systems scheduled on multiprocessor platforms by any work-conserving 
algorithm. The resulting analysis technique is applied to obtain a new 
sufficient global Deadline Monotonic (DM) schedulability test. It is shown that 
this new test is quantitatively superior to pre-existing DM schedulability 
analysis tests; in addition, the degree of its deviation from any hypothetical 
optimal scheduler (that may be clairvoyant) is quantitatively bounded. A new 
global EDF schedulability test is also proposed here that builds on the results 
of Bonifaci et al. This new test is shown to be less pessimistic and more 
widely applicable than the earlier result was, while retaining the strong 
theoretical properties of the earlier result.
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moreAbstract
We present a method to compute the exact topology of a real algebraic surface
$S$, implicitly given by a polynomial $f\in\mathbb{Q}[x,y,z]$ of arbitrary
total degree~$N$.
Additionally, our analysis provides geometric information as it
supports the computation of arbitrary precise samples of $S$
including critical points.
We compute a stratification $\Omega_S$ of $S$ into $O(N^5)$ nonsingular cells,
including the complete adjacency information between these cells. 
This is done by a projection approach. 
We construct a special planar arrangement $\mathcal{A}_S$
with fewer cells than a cad in the projection plane. 
Furthermore, our approach applies numerical and combinatorial methods to
minimize costly symbolic computations. The algorithm handles all sorts of
degeneracies without transforming the surface into a generic position.
Based on $\Omega_S$ we also compute a simplicial complex
which is isotopic to~$S$. 
A complete C++-implementation of the stratification algorithm is presented. 
It shows good performance for many well-known examples from algebraic geometry.
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moreAbstract
We consider the problem of highly space-efficient representation of separable 
graphs while supporting queries in constant time in the RAM with logarithmic 
word size. In particular, we show constant-time support for adjacency, degree 
and neighborhood queries. For any monotone class of separable graphs, the 
storage requirement of the representation is optimal to within lower order 
terms. Separable graphs are those that admit a $O(n^c)$-separator theorem where 
$c < 1$. Many graphs that arise in practice are indeed separable. For instance, 
graphs with a bounded genus are separable. In particular, planar graphs (genus 
$0$) are separable and our scheme gives the first succinct representation of 
planar graphs with a storage requirement that matches the information-theory 
minimum to within lower order terms with constant time support for the queries. 
We, furthers, show that we can also modify the scheme to succinctly represent 
the combinatorial planar embedding of planar graphs (and hence encode planar 
maps).
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moreAbstract
We give the first algorithm for testing the feasibility of a system of sporadic 
real-time tasks on a set of identical processors, solving an open problem in 
the area of multiprocessor real-time scheduling~[S.~Baruah and K.~Pruhs, 
Journal of Scheduling, 2009]. We also investigate the related notion of 
schedulability and a notion that we call online feasibility. Finally, we show 
that discrete-time schedules are as powerful as continuous-time schedules, 
which answers another open question in the above mentioned survey.
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moreAbstract
We investigate the preemptive scheduling of periodic tasks with hard deadlines. 
We show that, even in the uniprocessor case, no polynomial time algorithm can 
test the feasibility of a task system within a constant speedup bound, unless 
$\ccp=\ccnp$. This result contrasts with recent results for sporadic task 
systems. For two special cases, synchronous task systems and systems with a 
constant number of different task types, we provide the first polynomial time 
constant-speedup feasibility tests for multiprocessor platforms. Furthermore, 
we show that the problem of testing feasibility is coNP-hard for synchronous 
multiprocessor tasks systems. The complexity of some of these problems has been 
open for a long time.
 
We also propose a profit maximization variant of the feasibility
problem, where every task has a non-negative profit, and the goal is to find a 
subset of tasks that can be scheduled feasibly with maximum profit. We give the 
first constant-speed, constant-approximation algorithm for the case of 
synchronous task systems, together with related hardness results.
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moreAbstract
We investigate the impact of \emph{Stackelberg routing} to reduce the price of 
anarchy in network routing games. In this setting, an $\alpha$ fraction of the 
entire demand is first routed centrally according to a predefined 
\emph{Stackelberg strategy} and the remaining demand is then routed selfishly 
by (nonatomic) players. Although several advances have been made recently in 
proving that Stackelberg routing can in fact significantly reduce the price of 
anarchy for certain network topologies, the central question of whether this 
holds true in general is still open. We answer this question negatively by 
constructing a family of single-commodity instances such that every Stackelberg 
strategy induces a price of anarchy that grows linearly with the size of the 
network. 
Moreover, we prove upper bounds on the price of anarchy of the 
Largest-Latency-First (LLF) strategy that only depend on the size of the 
network. Besides other implications, this rules out the possibility to 
construct constant-size networks to prove an unbounded price of anarchy.
In light of this negative result, we consider bicriteria bounds. We develop an 
efficiently computable Stackelberg strategy that induces a flow whose cost is 
at most the cost of an optimal flow with respect to demands scaled by a factor 
of $1 + \sqrt{1-\alpha}$.  
Finally, we analyze the effectiveness of an easy-to-implement Stackelberg 
strategy, called SCALE. We prove bounds for a general class of latency 
functions that includes polynomial latency functions as a special case. Our 
analysis is based on an approach which is simple, yet powerful enough to obtain 
(almost) tight bounds for SCALE in general networks.
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In learning, a semantic or behavioral
U-shape occurs when a learner first learns, then unlearns, and, finally,
relearns, some target concept (on the way to success).
Within the framework of Inductive Inference,
previous results have shown, for example, that such
U-shapes are unnecessary for
explanatory learning, but are necessary for behaviorally correct and
non-trivial vacillatory learning.  Herein we focus more on syntactic
U-shapes.
 
 This paper introduces two general techniques
 and applies them especially to syntactic U-shapes in learning:
 one technique to show when they are necessary and one to show when they are
 unnecessary.  The technique for the former is very general and applicable
 to a much wider range of learning criteria. It employs so-called
 \emph{self-learning classes of languages} which are shown to
 \emph{characterize} completely one criterion learning more than another.
 
We apply these techniques to show that, for set-driven and partially set-driven
learning, any kind of U-shapes are unnecessary. Furthermore,
we show that U-shapes are \emph{not} unnecessary in a strong way for iterative
learning, contrasting an earlier result by Case and Moelius that semantic
U-shapes \emph{are} unnecessary for iterative learning.
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A U-shape occurs when a learner first learns, then unlearns, and, finally, 
relearns, some target concept. Within the framework of Inductive Inference, 
previous results have shown, for example, that U-shapes are unnecessary for 
explanatory learning, but are necessary for behaviorally correct learning.
 
This paper solves the following
two problems regarding non-U-shaped learning posed in the prior literature. 
 
First, it is shown that there are classes learnable with three memory states 
that are not learnable non-U-shapedly with any finite number of memory states. 
This result is surprising, as for learning with one or two memory states, 
U-shapes are known to be unnecessary.
 
Secondly, it is shown that there is a class learnable memorylessly with a
single feedback query such that this class is not learnable non-U-shapedly
memorylessly with any finite number of feedback queries. This result is
complemented by the result that any class of \emph{infinite} languages
learnable memorylessly with finitely many feedback queries is so learnable
without U-shapes -- in fact, all classes of infinite languages learnable with
\emph{complete} memory are learnable memorylessly with finitely many feedback
queries and without U-shapes. On the other hand, we show that there is a
class of infinite languages learnable memorylessly with a single feedback
query, which is \emph{not} learnable with\emph{out} U-shapes by any particular 
bounded number of feedback queries.
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moreAbstract
We continue the study of the effects of selfish behavior in the
network design problem.
We provide new bounds for the price of stability for network design with
fair cost allocation for undirected graphs. We consider the most general
case, for which the best known upper bound is the Harmonic number
$H_n$, where $n$ is the number of agents,
and the best previously known lower bound is $12/7\approx1.778$.
 
We present a nontrivial lower bound of $42/23\approx1.8261$.
Furthermore,
we show that for two players, the price of stability is exactly $4/3$, while for
three players it is at least $74/48\approx 1.542$ and at most $1.65$. 
These are the first improvements on the bound of $H_n$ for general networks.
In particular, this demonstrates a separation between the price of
stability on undirected graphs  and that on directed graphs,
Previously, such a gap was only known for the cases where all players
have a shared source, and for weighted players.


BibTeX
@inproceedings{CCLPS2009,
TITLE = {On the Price of Stability for Undirected Network Design},
AUTHOR = {Christodoulou, George and Chung, Christine and Ligett, Katrina and Pyrga, Evangelia and van Stee, Rob},
LANGUAGE = {eng},
ISBN = {9-783642-12449-5},
DOI = {10.1007/978-3-642-12450-1_8},
LOCALID = {Local-ID: C1256428004B93B8-15740B661D36E848C12577F40050BB78-CCLPS2009},
PUBLISHER = {Springer},
YEAR = {2009},
DATE = {2010},
ABSTRACT = {We continue the study of the effects of selfish behavior in the network design problem. We provide new bounds for the price of stability for network design with fair cost allocation for undirected graphs. We consider the most general case, for which the best known upper bound is the Harmonic number $H_n$, where $n$ is the number of agents, and the best previously known lower bound is $12/7\approx1.778$. We present a nontrivial lower bound of $42/23\approx1.8261$. Furthermore, we show that for two players, the price of stability is exactly $4/3$, while for three players it is at least $74/48\approx 1.542$ and at most $1.65$. These are the first improvements on the bound of $H_n$ for general networks. In particular, this demonstrates a separation between the price of stability on undirected graphs and that on directed graphs, Previously, such a gap was only known for the cases where all players have a shared source, and for weighted players.},
BOOKTITLE = {Approximation and Online Algorithms (WAOA 2009)},
EDITOR = {Bampis, Evripidis and Jansen, Klaus},
PAGES = {86--97},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {5893},
ADDRESS = {Copenhagen, Denmark},
}

Endnote
%0 Conference Proceedings
%A Christodoulou, George
%A Chung, Christine
%A Ligett, Katrina
%A Pyrga, Evangelia
%A van Stee, Rob
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T On the Price of Stability for Undirected Network Design : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-16A4-B
%F EDOC: 536743
%R 10.1007/978-3-642-12450-1_8
%F OTHER: Local-ID: C1256428004B93B8-15740B661D36E848C12577F40050BB78-CCLPS2009
%D 2010
%B 7th International Workshop on Approximation and Online Algorithm
%Z date of event: 2009-09-10 - 2009-09-11
%C Copenhagen, Denmark
%X We continue the study of the effects of selfish behavior in the
network design problem.
We provide new bounds for the price of stability for network design with
fair cost allocation for undirected graphs. We consider the most general
case, for which the best known upper bound is the Harmonic number
$H_n$, where $n$ is the number of agents,
and the best previously known lower bound is $12/7\approx1.778$.

We present a nontrivial lower bound of $42/23\approx1.8261$.
Furthermore,
we show that for two players, the price of stability is exactly $4/3$, while for
three players it is at least $74/48\approx 1.542$ and at most $1.65$. 
These are the first improvements on the bound of $H_n$ for general networks.
In particular, this demonstrates a separation between the price of
stability on undirected graphs  and that on directed graphs,
Previously, such a gap was only known for the cases where all players
have a shared source, and for weighted players.
%B Approximation and Online Algorithms
%E Bampis, Evripidis; Jansen, Klaus
%P 86 - 97
%I Springer
%@ 9-783642-12449-5
%B Lecture Notes in Computer Science
%N 5893




	DOI
	PuRe
	BibTeX

	


        1663
    
                Article
            
D1


        G. Christodoulou, E. Koutsoupias, and A. Kovács
    

        “Mechanism Design for Fractional Scheduling on Unrelated Machines,” ACM Transactions on Algorithms, vol. 6, no. 2, 2010.
    
moreBibTeX
@article{CKK2009,
TITLE = {Mechanism Design for Fractional Scheduling on Unrelated Machines},
AUTHOR = {Christodoulou, George and Koutsoupias, Elias and Kov{\'a}cs, Annam{\'a}ria},
LANGUAGE = {eng},
ISSN = {1549-6325},
URL = {http://doi.acm.org/10.1145/1721837.1721854},
DOI = {10.1145/1721837.1721854},
LOCALID = {Local-ID: C1256428004B93B8-70E7CA17771957E4C125755C0039CD71-CKK2009},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2010},
DATE = {2010},
JOURNAL = {ACM Transactions on Algorithms},
VOLUME = {6},
NUMBER = {2},
PAGES = {38:1--38:18},
EID = {38},
}

Endnote
%0 Journal Article
%A Christodoulou, George
%A Koutsoupias, Elias
%A Kov&#225;cs, Annam&#225;ria
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Mechanism Design for Fractional Scheduling on Unrelated Machines : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-167C-7
%F EDOC: 536714
%R 10.1145/1721837.1721854
%U http://doi.acm.org/10.1145/1721837.1721854
%F OTHER: Local-ID: C1256428004B93B8-70E7CA17771957E4C125755C0039CD71-CKK2009
%7 2010
%D 2010
%* Review method: peer-reviewed
%J ACM Transactions on Algorithms
%V 6
%N 2
%& 38:1
%P 38:1 - 38:18
%Z sequence number: 38
%I ACM
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1664
    
                Conference paper
            
D1


        G. Christodoulou and A. Kovács
    

        “A Deterministic Truthful PTAS for Scheduling Related Machines,” in 21st Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2010), Austin, Tx., USA, 2010.
    
moreBibTeX
@inproceedings{ChristodoulouKavacs2010,
TITLE = {A Deterministic Truthful {PTAS} for Scheduling Related Machines},
AUTHOR = {Christodoulou, George and Kov{\'a}cs, Annam{\'a}ria},
LANGUAGE = {eng},
ISBN = {978-0-898716-98-6},
URL = {http://portal.acm.org/citation.cfm?id=1873601.1873682},
LOCALID = {Local-ID: C1256428004B93B8-B9B46BAAB3CA9D47C1257818002D3B8B-ChristodoulouKavacs2010},
PUBLISHER = {SIAM},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {21st Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2010)},
EDITOR = {Charikar, Moses},
PAGES = {1005--1016},
ADDRESS = {Austin, Tx., USA},
}

Endnote
%0 Conference Proceedings
%A Christodoulou, George
%A Kov&#225;cs, Annam&#225;ria
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T A Deterministic Truthful PTAS for Scheduling Related Machines : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-15EA-6
%F EDOC: 536770
%U http://portal.acm.org/citation.cfm?id=1873601.1873682
%F OTHER: Local-ID: C1256428004B93B8-B9B46BAAB3CA9D47C1257818002D3B8B-ChristodoulouKavacs2010
%D 2010
%B 21st Annual ACM-SIAM Symposium on Discrete Algorithm
%Z date of event: 2010-01-17 - 2010-01-19
%C Austin, Tx., USA
%B 21st Annual ACM-SIAM Symposium on Discrete Algorithms
%E Charikar, Moses
%P 1005 - 1016
%I SIAM
%@ 978-0-898716-98-6




	PuRe
	BibTeX

	


        1665
    
                Conference paper
            
D1


        G. Christodoulou, K. Elbassioni, and M. Fouz
    

        “Truthful Mechanisms for Exhibitions,” in Internet and Network Economics (WINE 2010), Stanford, CA, USA, 2010.
    
moreBibTeX
@inproceedings{Elbassioni2010i,
TITLE = {Truthful Mechanisms for Exhibitions},
AUTHOR = {Christodoulou, George and Elbassioni, Khaled and Fouz, Mahmoud},
LANGUAGE = {eng},
ISBN = {978-3-642-17571-8},
URL = {http://dx.doi.org/10.1007/978-3-642-17572-5_14},
DOI = {10.1007/978-3-642-17572-5_14},
LOCALID = {Local-ID: C1256428004B93B8-C2AE407E8C0D7885C1257819005640E6-Elbassioni2010i},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Internet and Network Economics (WINE 2010)},
EDITOR = {Saberi, Amin},
PAGES = {170--181},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6484},
ADDRESS = {Stanford, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Christodoulou, George
%A Elbassioni, Khaled
%A Fouz, Mahmoud
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Truthful Mechanisms for Exhibitions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1711-D
%F EDOC: 536789
%R 10.1007/978-3-642-17572-5_14
%U http://dx.doi.org/10.1007/978-3-642-17572-5_14
%F OTHER: Local-ID: C1256428004B93B8-C2AE407E8C0D7885C1257819005640E6-Elbassioni2010i
%D 2010
%B 6th International Workshop on 6th International Workshop
%Z date of event: 2010-12-13 - 2010-12-17
%C Stanford, CA, USA
%B Internet and Network Economics
%E Saberi, Amin
%P 170 - 181
%I Springer
%@ 978-3-642-17571-8
%B Lecture Notes in Computer Science
%N 6484




	DOI
	PuRe
	BibTeX

	


        1666
    
                Conference paper
            
D1


        G. Christodoulou, A. Kovacs, and R. van Stee
    

        “A Truthful Constant Approximation for Maximizing the Minimum Load on Related Machines,” in Internet and Network Economics (WINE 2010), Stanford, USA, 2010.
    
moreAbstract
Designing truthful mechanisms for scheduling on related machines is a very
important problem in single-parameter mechanism design. We consider the 
covering objective, that is we are
interested in maximizing the minimum completion time of a
machine. This problem falls into the class of problems where the
optimal allocation can be truthfully implemented. A major open issue for
this class is whether truthfulness affects the polynomial-time implementation. 
 
We provide the first
constant factor approxi\-mation for deterministic truthful mechanisms. 
In particular we come up with a $2+\eps$ approximation guarantee,
significantly improving on the previous upper bound of 
$\min(m,(2+\eps)s_m/s_1)$.
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moreAbstract
In many communications settings, such as wired and wireless local-area
networks, when multiple users attempt to access a communication channel at the
same time, a conflict results and none of the communications are
successful. Contention resolution is the study of distributed transmission and
retransmission protocols designed to maximize notions of utility such as
channel utilization in the face of blocking communications.
 
An additional issue to be considered in the design of such protocols
is that selfish users may have incentive to deviate from the
prescribed behavior, if another transmission strategy increases their
utility.  The work of Fiat et al.~\cite{Fiat07} addresses this issue by
constructing an asymptotically optimal incentive-compatible
protocol. However, their protocol assumes the cost of any single
transmission is zero, and the protocol completely collapses under non-zero
transmission costs.
 
In this paper, we treat the case of non-zero transmission cost $c$.
We present asymptotically optimal contention resolution protocols that
are robust to selfish users, in two different channel feedback
models. Our main result is in the Collision Multiplicity Feedback
model, where after each time slot, the number of attempted
transmissions is returned as feedback to the users.  In this setting,
we give a protocol that has expected cost $2n+c\log n$ and is in
$o(1)$-equilibrium, where $n$ is the number of users.
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moreAbstract
We regard the classical problem how the (1+1)~Evolutionary Algorithm optimizes 
an arbitrary linear pseudo-Boolean function. We show that any such function is 
optimized in time ${(1+o(1)) 1.39 e n\ln (n)}$, where ${n}$ is the length of 
the bit string. We also prove a lower bound of ${(1-o(1))e n\ln(n)}$, which in 
fact holds for all functions with a unique global optimum.
  This shows that for linear functions, even though the optimization behavior 
might differ, the resulting runtimes are very similar. Our experimental results 
suggest that the true optimization times are even closer than what the 
theoretical guarantees promise.
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might differ, the resulting runtimes are very similar. Our experimental results 
suggest that the true optimization times are even closer than what the 
theoretical guarantees promise.
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moreAbstract
Drift analysis is one of the strongest tools in the analysis
of evolutionary algorithms. Its main weakness is that it is
often very hard to find a good drift function.
In this paper, we make progress in this direction. We
prove a multiplicative version of the classical drift theorem.
This allows easier analyses in those settings, where the optimization progress 
is roughly proportional to the current
objective value.
Our drift theorem immediately gives natural proofs for
the best known run-time bounds for the (1+1) Evolutionary
Algorithm computing minimum spanning trees and shortest
paths, since here we may simply take the objective function
as drift function.
As a more challenging example, we give a relatively simple
proof for the fact that any linear function is optimized in
time $O(n \log n)$. In the multiplicative setting, a simple linear
function can be used as drift function (without taking any
logarithms).
However, we also show that, both in the classical and the
multiplicative setting, drift functions yielding good results
for all linear functions exist only if the mutation probability
is at most $c/n$ for a small constant $c$.
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moreAbstract
The All-Pairs Shortest Path problem is the first non-artificial problem for 
which it was shown that adding crossover can significantly speed up a 
mutation-only evolutionary algorithm. Recently, the analysis of this algorithm 
was refined and it was shown to have an expected optimization time of 
$\Theta(n^{3.25}(\log n)^{0.25})$.
 
In this work, we study two variants of the algorithm. These are based on two 
central concepts in recombination, \emph{repair mechanisms} and \emph{parent 
selection}. We show that repairing infeasible offspring leads to an improved 
expected optimization time of $\mathord{O}(n^{3.2}(\log n)^{0.2})$. 
Furthermore, we prove that choosing parents that guarantee feasible offspring 
results in an optimization time of $\mathord{O}(n^{3}\log n)$.
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moreAbstract
Extending previous analyses on function classes like linear functions, we 
analyze how the simple (1+1) evolutionary algorithm optimizes pseudo-Boolean 
functions that are strictly monotone.
  Contrary to what one would expect, not all of these functions are easy to 
optimize. The choice of the constant $c$ in the mutation probability $p(n) = 
c/n$ can make a decisive difference.
 
  We show that if $c < 1$, then the \EA finds the optimum of every such 
function in $\Theta(n \log n)$ iterations. For $c=1$, we can still prove an 
upper bound of $O(n^{3/2})$.
  However, for $c > 33$, we present a strictly monotone function such that the 
\EA with overwhelming
   probability does not find the optimum within $2^{\Omega(n)}$
   iterations. This is the first time that we observe that a constant factor 
change of the mutation probability changes the run-time by more than constant 
factors.
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moreAbstract
We continue the study of the online unit clustering problem,
introduced by Chan and Zarrabi-Zadeh (\emph{Workshop on Approximation and 
Online Algorithms 2006}, LNCS 4368, p.121--131. Springer, 2006).
We design a deterministic algorithm with a competitive ratio of $7/4$ for the
one-dimensional case. This is the first deterministic algorithm
that beats the bound of 2. It also has a better competitive ratio
than the previous randomized algorithms. Moreover, we provide the
first non-trivial deterministic lower bound, improve the
randomized lower bound, and prove the first lower bounds for
higher dimensions.
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moreAbstract
We consider a scheduling problem where each job is controlled by a
selfish agent, who is only interested in minimizing its own cost,
which is defined as the total load on the machine that its job is
assigned to. We consider the objective of maximizing the minimum load
(cover) over the machines.
Unlike the regular makespan minimization problem, which was extensively
studied in a game theoretic context, this problem has not been
considered in this setting before.
 
We study the price of anarchy (\poa) and the price of stability (\pos).
Since these measures are unbounded already for two uniformly
related machines, we focus on identical machines. We show that
the $\pos$ is 1, and we derive tight bounds on the $\poa$ for
$m\leq6$ and nearly tight bounds for general $m$. In particular,
we show that the $\poa$ is at least 1.691 for larger $m$ and at
most 1.7. Hence, surprisingly, the $\poa$ is less than the $\poa$
for the makespan problem, which is 2. To achieve the upper bound
of 1.7, we make an unusual use of weighting functions. Finally,
in contrast we show that the mixed $\poa$ grows exponentially with
$m$ for this problem, although it is only $\Theta(\log m/\log
\log m)$ for the makespan.
 
In addition we consider a similar setting with a different
objective which is minimizing the maximum ratio between the loads
of any pair of machines in the schedule. We show that under this
objective for general $m$ the $\pos$ is 1, and the $\poa$ is 2.
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moreAbstract
We give the first fully compressed representation of a set of $m$ points on an 
$n \times n$ grid, taking $H+o(H)$ bits of space, where $H=\lg {n^2 \choose m}$ 
is the entropy of the set. This representation supports range counting, range 
reporting, and point selection queries, with a performance that is comparable 
to that of uncompressed structures and that improves upon the only previous 
compressed structure. Operating within entropy-bounded space opens a new line 
of research on an otherwise well-studied area, and is becoming extremely 
important for handling large datasets.
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moreAbstract
Cuckoo hashing is an efficient technique for creating large hash tables with
high space utilization and guaranteed constant access times. There, each item
can be placed in a location given by any one out of k different hash functions.
In this paper we investigate further the random walk heuristic for inserting in
an online fashion new items into the hash table. Provided that k > 2 and that
the number of items in the table is below (but arbitrarily close) to the
theoretically achievable load threshold, we show a polylogarithmic bound for
the maximum insertion time that holds with high probability.
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moreAbstract
For any $S\subset [n]$, we compute the probability that the subgraph of
$\mathcal{G}_{n,d}$ induced by $S$ is a given graph $H$ on the vertex set $S$.
The result holds for any $d=o(n^{1/3})$ and is further extended to
$\mathcal{G}_{{\bf d}}$, the probability space of random graphs with a given
degree sequence $\bf d$.
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moreAbstract
Let $h>w>0$ be two fixed integers. Let $\orH$ be a random hypergraph whose
hyperedges are all of cardinality $h$. To {\em $w$-orient} a hyperedge, we
assign exactly $w$ of its vertices positive signs with respect to the
hyperedge, and the rest negative. A $(w,k)$-orientation of $\orH$ consists of a
$w$-orientation of all hyperedges of $\orH$, such that each vertex receives at
most $k$ positive signs from its incident hyperedges. When $k$ is large enough,
we determine the threshold of the existence of a $(w,k)$-orientation of a
random hypergraph. The $(w,k)$-orientation of hypergraphs is strongly related
to a general version of the off-line load balancing problem. The graph case,
when $h=2$ and $w=1$, was solved recently by Cain, Sanders and Wormald and
independently by Fernholz and Ramachandran, which settled a conjecture of Karp
and Saks.
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to a general version of the off-line load balancing problem. The graph case,
when $h=2$ and $w=1$, was solved recently by Cain, Sanders and Wormald and
independently by Fernholz and Ramachandran, which settled a conjecture of Karp
and Saks.
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moreAbstract
We propose algorithms for efficiently maintaining a constant-approximate 
minimum connected dominating set (MCDS) of a geometric graph under node 
insertions and deletions.
Assuming that two nodes are adjacent in the graph iff they are within a fixed 
geometric distance, we show that an $O(1)$-approximate MCDS of a graph in 
$\R^d$ with $n$ nodes can be maintained with polylogarithmic (in $n$) work per 
node insertion/deletion as compared with $\Omega(n)$ work to maintain the 
optimal MCDS, even in the weaker kinetic setting. In our approach, we ensure 
that a topology change caused by inserting or deleting a node only affects the 
solution in a small neighborhood
of that node, and show that a small set of range queries and bichromatic 
closest pair queries is then sufficient to efficiently repair the CDS.
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moreAbstract
We consider the problem of computing a maximum cardinality {\em popular} 
matching in a bipartite
graph $G = (\A\cup\B, E)$ where each vertex $u \in \A\cup\B$ ranks its 
neighbors in a
strict order of preference. This is the same as an instance of the {\em 
stable marriage}
problem with incomplete lists. 
A matching $M^*$ is said to be popular if there is no matching $M$ such
that more vertices are better off in $M$ than in $M^*$.
 
\smallskip
 
Popular matchings have been extensively studied in the case of one-sided 
preference lists, i.e.,
only vertices of $\A$ have preferences over their neighbors while 
vertices in $\B$ have no
preferences; polynomial time algorithms
have been shown here to determine if a given instance admits a popular 
matching
or not and if so, to compute one with maximum cardinality. It has very 
recently
been shown that for two-sided preference lists, the problem of 
determining if a given instance
admits a popular matching or not is NP-complete. However this hardness 
result
assumes that preference lists have {\em ties}.
When preference lists are {\em strict}, it is easy to
show that popular matchings always exist since stable matchings always 
exist and they are popular.
But the
complexity of computing a maximum cardinality popular matching was 
unknown. In this paper
we show an $O(mn)$ algorithm for this problem, where $n = |\A| + |\B|$ and
$m = |E|$.
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moreAbstract
The class of regular languages is not identifiable from positive data in Gold's 
language learning model.
Many attempts have been made to define interesting classes that \emph{are} 
learnable in this model, preferably with the associated learner having certain 
advantageous properties. Heinz '09 presents a set of language classes called 
\emph{String Extension (Learning) Classes}, and shows it to have several 
desirable properties.
 
In the present paper, we extend the notion of String Extension Classes by 
basing it on \emph{lattices} and formally establish further useful properties 
resulting from this extension. Using lattices enables us to cover a larger 
range of language classes including the \emph{pattern languages}, as well as to 
give various ways of \emph{characterizing} String Extension Classes and its 
learners. We believe this paper to show that String Extension Classes are 
learnable in a \emph{very natural way}, and thus worthy of further study.
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moreAbstract
Ant Colony Optimization (ACO) is a powerful metaheuristic for solving 
combinatorial optimization problems. With this paper we contribute to the 
theoretical understanding of this kind of algorithm by investigating the 
classical minimum cut problem. 
An ACO algorithm similar to the one that was proved successful for the minimum 
spanning tree problem is studied. 
Using rigorous runtime analyses we show how the ACO algorithm behaves similarly 
to Karger and Stein's algorithm for the minimum cut problem as long as the use 
of pheromone values is limited. Hence optimal solutions are obtained in 
expected polynomial time. On the other hand, we show that high use of 
pheromones has a negative effect, and the ACO algorithm may get trapped in 
local optima resulting in an exponential runtime to obtain an optimal solution.
This result indicates that ACO algorithms may be inappropriate for finding 
minimum cuts.


BibTeX
@inproceedings{Koe-Leh-Neu-Oli:c:10:AcoMinCut,
TITLE = {Ant Colony Optimization and the Minimum Cut Problem},
AUTHOR = {K{\"o}tzing, Timo and Lehre, Per Kristian and Neumann, Frank and Oliveto, Pietro S.},
LANGUAGE = {eng},
ISBN = {978-1-4503-0072-5},
DOI = {10.1145/1830483.1830741},
LOCALID = {Local-ID: C1256428004B93B8-C042CD9C35F8A1EEC12577FA003B1657-Koe-Leh-Neu-Oli:c:10:AcoMinCut},
PUBLISHER = {ACM},
YEAR = {2010},
DATE = {2010},
ABSTRACT = {Ant Colony Optimization (ACO) is a powerful metaheuristic for solving combinatorial optimization problems. With this paper we contribute to the theoretical understanding of this kind of algorithm by investigating the classical minimum cut problem. An ACO algorithm similar to the one that was proved successful for the minimum spanning tree problem is studied. Using rigorous runtime analyses we show how the ACO algorithm behaves similarly to Karger and Stein's algorithm for the minimum cut problem as long as the use of pheromone values is limited. Hence optimal solutions are obtained in expected polynomial time. On the other hand, we show that high use of pheromones has a negative effect, and the ACO algorithm may get trapped in local optima resulting in an exponential runtime to obtain an optimal solution. This result indicates that ACO algorithms may be inappropriate for finding minimum cuts.},
BOOKTITLE = {Proceedings of 12th Annual Conference on Genetic and Evolutionary Computation (GECCO 2010)},
EDITOR = {Pelikan, Martin and Branke, J{\"u}rgen},
PAGES = {1393--1400},
ADDRESS = {Portland, USA},
}

Endnote
%0 Conference Proceedings
%A K&#246;tzing, Timo
%A Lehre, Per Kristian
%A Neumann, Frank
%A Oliveto, Pietro S.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Ant Colony Optimization and the Minimum Cut Problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-15FB-F
%F EDOC: 536747
%R 10.1145/1830483.1830741
%F OTHER: Local-ID: C1256428004B93B8-C042CD9C35F8A1EEC12577FA003B1657-Koe-Leh-Neu-Oli:c:10:AcoMinCut
%D 2010
%B 12th Annual Conference on Genetic and Evolutionary Computation
%Z date of event: 2010-07-07 - 2010-07-11
%C Portland, USA
%X Ant Colony Optimization (ACO) is a powerful metaheuristic for solving 
combinatorial optimization problems. With this paper we contribute to the 
theoretical understanding of this kind of algorithm by investigating the 
classical minimum cut problem. 
An ACO algorithm similar to the one that was proved successful for the minimum 
spanning tree problem is studied. 
Using rigorous runtime analyses we show how the ACO algorithm behaves similarly 
to Karger and Stein's algorithm for the minimum cut problem as long as the use 
of pheromone values is limited. Hence optimal solutions are obtained in 
expected polynomial time. On the other hand, we show that high use of 
pheromones has a negative effect, and the ACO algorithm may get trapped in 
local optima resulting in an exponential runtime to obtain an optimal solution.
This result indicates that ACO algorithms may be inappropriate for finding 
minimum cuts.
%B Proceedings of 12th Annual Conference on Genetic and Evolutionary Computation
%E Pelikan, Martin; Branke, J&#252;rgen
%P 1393 - 1400
%I ACM
%@ 978-1-4503-0072-5




	DOI
	PuRe
	BibTeX

	


        1735
    
                Conference paper
            
D1


        T. Kötzing, F. Neumann, H. Röglin, and C. Witt
    

        “Theoretical Properties of Two ACO Approaches for the Traveling Salesman Problem,” in Swarm Intelligence (ANTS 2010), Brussels, Belgium, 2010.
    
moreAbstract
Ant colony optimization (ACO) has been widely used for different combinatorial 
optimization problems. In this paper, we investigate ACO algorithms with 
respect to their runtime behavior for the traveling salesperson problem (TSP). 
We present a new construction graph and show that it has a stronger local 
property than one commonly used for constructing solutions of the TSP.  Our 
rigorous runtime analyses for two ACO algorithms, based on these two 
construction procedures, show that they achieve a good approximation in 
expected polynomial time on random instances. 
Furthermore, we point out in which situations our algorithms get trapped in 
local optima and show where the use of the right amount of heuristic 
information is provably beneficial.


BibTeX
@inproceedings{Koe-Neu-Roe-Wit:c:10:ACOTSP,
TITLE = {Theoretical Properties of Two {ACO} Approaches for the Traveling Salesman Problem},
AUTHOR = {K{\"o}tzing, Timo and Neumann, Frank and R{\"o}glin, Heiko and Witt, Carsten},
LANGUAGE = {eng},
ISBN = {978-3-642-15460-7},
URL = {http://dx.doi.org/10.1007/978-3-642-15461-4_28},
DOI = {10.1007/978-3-642-15461-4_28},
LOCALID = {Local-ID: C1256428004B93B8-0A9161A58B6F3EF9C12577FA003BF2A4-Koe-Neu-Roe-Wit:c:10:ACOTSP},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
ABSTRACT = {Ant colony optimization (ACO) has been widely used for different combinatorial optimization problems. In this paper, we investigate ACO algorithms with respect to their runtime behavior for the traveling salesperson problem (TSP). We present a new construction graph and show that it has a stronger local property than one commonly used for constructing solutions of the TSP. Our rigorous runtime analyses for two ACO algorithms, based on these two construction procedures, show that they achieve a good approximation in expected polynomial time on random instances. Furthermore, we point out in which situations our algorithms get trapped in local optima and show where the use of the right amount of heuristic information is provably beneficial.},
BOOKTITLE = {Swarm Intelligence (ANTS 2010)},
EDITOR = {Dorigo, Marco and Birattari, Mauro and Di Caro, Gianni A. and Doursat, Ren{\'e} and Engelbrecht, Andries P. and Floreano, Dario and Gambardella, Luca Maria and Gro{\ss}, Roderich and Sahin, Erol and Sayama, Hiroki and St{\"u}tzle, Thomas},
PAGES = {324--335},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6234},
ADDRESS = {Brussels, Belgium},
}

Endnote
%0 Conference Proceedings
%A K&#246;tzing, Timo
%A Neumann, Frank
%A R&#246;glin, Heiko
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Theoretical Properties of Two ACO Approaches for the Traveling Salesman Problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1709-0
%F EDOC: 536698
%R 10.1007/978-3-642-15461-4_28
%U http://dx.doi.org/10.1007/978-3-642-15461-4_28
%F OTHER: Local-ID: C1256428004B93B8-0A9161A58B6F3EF9C12577FA003BF2A4-Koe-Neu-Roe-Wit:c:10:ACOTSP
%D 2010
%B 7th International Conference on Swarm Intelligence
%Z date of event: 2010-09-08 - 2010-09-10
%C Brussels, Belgium
%X Ant colony optimization (ACO) has been widely used for different combinatorial 
optimization problems. In this paper, we investigate ACO algorithms with 
respect to their runtime behavior for the traveling salesperson problem (TSP). 
We present a new construction graph and show that it has a stronger local 
property than one commonly used for constructing solutions of the TSP.  Our 
rigorous runtime analyses for two ACO algorithms, based on these two 
construction procedures, show that they achieve a good approximation in 
expected polynomial time on random instances. 
Furthermore, we point out in which situations our algorithms get trapped in 
local optima and show where the use of the right amount of heuristic 
information is provably beneficial.
%B Swarm Intelligence
%E Dorigo, Marco; Birattari, Mauro; Di Caro, Gianni A.; Doursat, Ren&#233;; Engelbrecht, Andries P.; Floreano, Dario; Gambardella, Luca Maria; Gro&#223;, Roderich; Sahin, Erol; Sayama, Hiroki; St&#252;tzle, Thomas
%P 324 - 335
%I Springer
%@ 978-3-642-15460-7
%B Lecture Notes in Computer Science
%N 6234




	DOI
	PuRe
	BibTeX

	


        1736
    
                Conference paper
            
D1


        S. Kratsch, P. K. Lehre, F. Neumann, and P. S. Oliveto
    

        “Fixed Parameter Evolutionary Algorithms and Maximum Leaf Spanning Trees: A Matter of Mutation,” in Parallel Problem Solving from Nature (PPSN 2010), Kraków, Poland, 2010.
    
moreBibTeX
@inproceedings{KratschLNO2010,
TITLE = {Fixed Parameter Evolutionary Algorithms and Maximum Leaf Spanning Trees: A Matter of Mutation},
AUTHOR = {Kratsch, Stefan and Lehre, Per Kristian and Neumann, Frank and Oliveto, Pietro Simone},
LANGUAGE = {eng},
ISBN = {978-3-642-15843-8},
URL = {http://dx.doi.org/10.1007/978-3-642-15844-5_21},
DOI = {10.1007/978-3-642-15844-5_21},
LOCALID = {Local-ID: C1256428004B93B8-DB47583C9CB9B59CC12578260035A084-KratschLNO2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Parallel Problem Solving from Nature (PPSN 2010)},
EDITOR = {Schaefer, Robert and Cotta, Carlos and Kolodziej, Joanna and Rudolph, G{\"u}nter},
PAGES = {204--213},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6238},
ADDRESS = {Krak{\'o}w, Poland},
}

Endnote
%0 Conference Proceedings
%A Kratsch, Stefan
%A Lehre, Per Kristian
%A Neumann, Frank
%A Oliveto, Pietro Simone
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Fixed Parameter Evolutionary Algorithms and Maximum Leaf Spanning Trees: A Matter of Mutation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1659-6
%F EDOC: 536807
%R 10.1007/978-3-642-15844-5_21
%U http://dx.doi.org/10.1007/978-3-642-15844-5_21
%F OTHER: Local-ID: C1256428004B93B8-DB47583C9CB9B59CC12578260035A084-KratschLNO2010
%D 2010
%B 11th International Conference on Parallel Problem Solving from Nature
%Z date of event: 2010-09-11 - 2010-09-15
%C Krak&#243;w, Poland
%B Parallel Problem Solving from Nature
%E Schaefer, Robert; Cotta, Carlos; Kolodziej, Joanna; Rudolph, G&#252;nter
%P 204 - 213
%I Springer
%@ 978-3-642-15843-8
%B Lecture Notes in Computer Science
%N 6238




	DOI
	PuRe
	BibTeX

	


        1737
    
                Conference paper
            
D1


        S. Kratsch and P. Schweitzer
    

        “Isomorphism for Graphs of Bounded Feedback Vertex Set Number,” in Algorithm Theory - SWAT 2010, Bergen, Norway, 2010.
    
moreBibTeX
@inproceedings{KratschS2010,
TITLE = {Isomorphism for Graphs of Bounded Feedback Vertex Set Number},
AUTHOR = {Kratsch, Stefan and Schweitzer, Pascal},
LANGUAGE = {eng},
ISBN = {978-3-642-13730-3},
URL = {http://dx.doi.org/10.1007/978-3-642-13731-0_9},
DOI = {10.1007/978-3-642-13731-0_9},
LOCALID = {Local-ID: C1256428004B93B8-E088F7857847D85CC125782600352D01-KratschS2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Algorithm Theory -- SWAT 2010},
EDITOR = {Kaplan, Haim},
PAGES = {81--92},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6139},
ADDRESS = {Bergen, Norway},
}

Endnote
%0 Conference Proceedings
%A Kratsch, Stefan
%A Schweitzer, Pascal
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Isomorphism for Graphs of Bounded Feedback Vertex Set Number : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-166B-D
%F EDOC: 536806
%R 10.1007/978-3-642-13731-0_9
%U http://dx.doi.org/10.1007/978-3-642-13731-0_9
%F OTHER: Local-ID: C1256428004B93B8-E088F7857847D85CC125782600352D01-KratschS2010
%D 2010
%B 12th Scandinavian Symposium and Workshops on Algorithm Theory
%Z date of event: 2010-06-21 - 2010-06-23
%C Bergen, Norway
%B Algorithm Theory - SWAT 2010
%E Kaplan, Haim
%P 81 - 92
%I Springer
%@ 978-3-642-13730-3
%B Lecture Notes in Computer Science
%N 6139




	DOI
	PuRe
	BibTeX

	


        1738
    
                Conference paper
            
D1


        S. Kratsch and M. Wahlström
    

        “Preprocessing of Min Ones Problems: A Dichotomy,” in Automata, Languages and Programming (ICALP 2010), Bordeaux, France, 2010.
    
moreBibTeX
@inproceedings{KW2010b,
TITLE = {Preprocessing of Min Ones Problems: A Dichotomy},
AUTHOR = {Kratsch, Stefan and Wahlstr{\"o}m, Magnus},
LANGUAGE = {eng},
ISSN = {0302-9743},
URL = {http://dx.doi.org/10.1007/978-3-642-14165-2_55},
DOI = {10.1007/978-3-642-14165-2_55},
LOCALID = {Local-ID: C1256428004B93B8-920AF7B5945110B1C125781800386591-KW2010b},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Automata, Languages and Programming (ICALP 2010)},
EDITOR = {Abramsky, Samson and Gavoille, Cyril and Kirchner, Claude and Meyer auf der Heide, Friedhelm and Spirakis, Paul G.},
PAGES = {653--665},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6198},
ADDRESS = {Bordeaux, France},
}

Endnote
%0 Conference Proceedings
%A Kratsch, Stefan
%A Wahlstr&#246;m, Magnus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Preprocessing of Min Ones Problems: A Dichotomy : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-16BD-4
%F EDOC: 536775
%R 10.1007/978-3-642-14165-2_55
%U http://dx.doi.org/10.1007/978-3-642-14165-2_55
%F OTHER: Local-ID: C1256428004B93B8-920AF7B5945110B1C125781800386591-KW2010b
%D 2010
%B 37th International Colloquium on Automata, Languages and Programming
%Z date of event: 2010-07-06 - 2010-07-10
%C Bordeaux, France
%B Automata, Languages and Programming
%E Abramsky, Samson; Gavoille, Cyril; Kirchner, Claude; Meyer auf der Heide, Friedhelm; Spirakis, Paul G.
%P 653 - 665
%I Springer
%B Lecture Notes in Computer Science
%N 6198
%@ false




	DOI
	PuRe
	BibTeX

	


        1739
    
                Conference paper
            
D1


        S. Kratsch, D. Marx, and M. Wahlström
    

        “Parameterized Complexity and Kernelizability of Max Ones and Exact Ones Problems,” in Mathematical Foundations of Computer Science 2010 (MFCS 2010), Brno, Czech Republic, 2010.
    
moreBibTeX
@inproceedings{KMW2010,
TITLE = {Parameterized Complexity and Kernelizability of Max Ones and Exact Ones Problems},
AUTHOR = {Kratsch, Stefan and Marx, D{\'a}niel and Wahlstr{\"o}m, Magnus},
LANGUAGE = {eng},
ISBN = {978-3-642-15154-5},
URL = {http://dx.doi.org/10.1007/978-3-642-15155-2_43},
DOI = {10.1007/978-3-642-15155-2_43},
LOCALID = {Local-ID: C1256428004B93B8-844882560F95E66DC125781800392DEF-KMW2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Mathematical Foundations of Computer Science 2010 (MFCS 2010)},
EDITOR = {Hlinen{\'y}, Petr and Kucera, Anton{\'i}n},
PAGES = {489--500},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6281},
ADDRESS = {Brno, Czech Republic},
}

Endnote
%0 Conference Proceedings
%A Kratsch, Stefan
%A Marx, D&#225;niel
%A Wahlstr&#246;m, Magnus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Parameterized Complexity and Kernelizability of Max Ones and Exact Ones Problems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-16B4-5
%F EDOC: 536777
%R 10.1007/978-3-642-15155-2_43
%U http://dx.doi.org/10.1007/978-3-642-15155-2_43
%F OTHER: Local-ID: C1256428004B93B8-844882560F95E66DC125781800392DEF-KMW2010
%D 2010
%B 35th International Symposium on Mathematical Foundations of Computer Science
%Z date of event: 2010-08-23 - 2010-08-27
%C Brno, Czech Republic
%B Mathematical Foundations of Computer Science 2010
%E Hlinen&#253;, Petr; Kucera, Anton&#237;n
%P 489 - 500
%I Springer
%@ 978-3-642-15154-5
%B Lecture Notes in Computer Science
%N 6281




	DOI
	PuRe
	BibTeX

	


        1740
    
                Thesis
            
D1IMPR-CS


        S. Kratsch
    

        “Kernelization of generic problems : upper and lower bounds,” Universität des Saarlandes, Saarbrücken, 2010.
    
moreBibTeX
@phdthesis{KratschPhD2010,
TITLE = {Kernelization of generic problems : upper and lower bounds},
AUTHOR = {Kratsch, Stefan},
LANGUAGE = {eng},
URL = {urn:nbn:de:bsz:291-scidok-35302},
DOI = {10.22028/D291-26018},
LOCALID = {Local-ID: C1256428004B93B8-E103020C69961AC3C125783A005312D9-KratschPhD2010},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2010},
DATE = {2010},
}

Endnote
%0 Thesis
%A Kratsch, Stefan
%Y Mehlhorn, Kurt
%A referee: Bodlaender, Hans L.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Kernelization of generic problems : upper and lower bounds : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1448-9
%F EDOC: 536706
%F OTHER: Local-ID: C1256428004B93B8-E103020C69961AC3C125783A005312D9-KratschPhD2010
%R 10.22028/D291-26018
%U urn:nbn:de:bsz:291-scidok-35302
%F OTHER: hdl:20.500.11880/26074
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2010
%V phd
%9 phd
%U http://scidok.sulb.uni-saarland.de/volltexte/2011/3530/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        1741
    
                Conference paper
            
D1


        F. Kuhn, K. Panagiotou, J. Spencer, and A. Steger
    

        “Synchrony and Asynchrony in Neural Networks,” in Proceedings of the Twenty-First Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2010), Austin, USA, 2010.
    
moreBibTeX
@inproceedings{KPSS2010,
TITLE = {Synchrony and Asynchrony in Neural Networks},
AUTHOR = {Kuhn, Fabian and Panagiotou, Konstantinos and Spencer, Joel and Steger, Angelika},
LANGUAGE = {eng},
ISBN = {978-0-898716-98-6},
URL = {http://www.siam.org/proceedings/soda/2010/SODA10_077_kuhnf.pdf},
LOCALID = {Local-ID: C1256428004B93B8-C5902D6956018858C12578210007D951-KPSS2010},
PUBLISHER = {SIAM},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Proceedings of the Twenty-First Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2010)},
EDITOR = {Charikar, Moses},
PAGES = {949--964},
ADDRESS = {Austin, USA},
}

Endnote
%0 Conference Proceedings
%A Kuhn, Fabian
%A Panagiotou, Konstantinos
%A Spencer, Joel
%A Steger, Angelika
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Synchrony and Asynchrony in Neural Networks : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-16F8-D
%F EDOC: 536700
%U http://www.siam.org/proceedings/soda/2010/SODA10_077_kuhnf.pdf
%F OTHER: Local-ID: C1256428004B93B8-C5902D6956018858C12578210007D951-KPSS2010
%D 2010
%B Twenty-First Annual ACM-SIAM Symposium on Discrete Algorithms
%Z date of event: 2010-01-17 - 2010-01-19
%C Austin, USA
%B Proceedings of the Twenty-First Annual ACM-SIAM Symposium on Discrete Algorithms
%E Charikar, Moses
%P 949 - 964
%I SIAM
%@ 978-0-898716-98-6




	PuRe
	BibTeX

	


        1742
    
                Thesis
            
D1


        M. Künnemann
    

        “Stochastic Scheduling with Exponential Processing Times: Characterizing Optimal Policies,” Universität des Saarlandes, Saarbrücken, 2010.
    
moreBibTeX
@mastersthesis{Kuennemann2010,
TITLE = {Stochastic Scheduling with Exponential Processing Times: Characterizing Optimal Policies},
AUTHOR = {K{\"u}nnemann, Marvin},
LANGUAGE = {eng},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2010},
DATE = {2010},
TYPE = {Bachelor's thesis},
}

Endnote
%0 Thesis
%A K&#252;nnemann, Marvin
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Stochastic Scheduling with Exponential Processing Times: Characterizing Optimal Policies : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-143C-5
%F EDOC: 539654
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2010
%P 39 p.
%V bachelor
%9 bachelor




	PuRe
	BibTeX

	


        1743
    
                Thesis
            
D1


        T. Liaqat
    

        “Covering selfish machines with unit-sized jobs,” Universität des Saarlandes, Saarbrücken, 2010.
    
moreBibTeX
@mastersthesis{Liaqat2010,
TITLE = {Covering selfish machines with unit-sized jobs},
AUTHOR = {Liaqat, Touseef},
LANGUAGE = {eng},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2010},
DATE = {2010},
}

Endnote
%0 Thesis
%A Liaqat, Touseef
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Covering selfish machines with unit-sized jobs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-17A1-7
%F EDOC: 539661
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2010
%P 24 p.
%V master
%9 master




	PuRe
	BibTeX

	


        1744
    
                Article
            
D1


        R. M. McConnell, K. Mehlhorn, S. Näher, and P. Schweitzer
    

        “Certifying Algorithms,” Computer Science Review, vol. 5, no. 2, 2010.
    
moreBibTeX
@article{McConnell2010,
TITLE = {Certifying Algorithms},
AUTHOR = {McConnell, Ross M. and Mehlhorn, Kurt and N{\"a}her, Stefan and Schweitzer, Pascal},
LANGUAGE = {eng},
ISSN = {1574-0137},
URL = {http://dx.doi.org/10.1016/j.cosrev.2010.09.009},
DOI = {10.1016/j.cosrev.2010.09.009},
LOCALID = {Local-ID: C1256428004B93B8-3814D1CC91136BA8C1257846003BA54F-McConnell2010},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2010},
DATE = {2010},
JOURNAL = {Computer Science Review},
VOLUME = {5},
NUMBER = {2},
PAGES = {119--161},
}

Endnote
%0 Journal Article
%A McConnell, Ross M.
%A Mehlhorn, Kurt
%A N&#228;her, Stefan
%A Schweitzer, Pascal
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Certifying Algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1624-9
%F EDOC: 536711
%R 10.1016/j.cosrev.2010.09.009
%U http://dx.doi.org/10.1016/j.cosrev.2010.09.009
%F OTHER: Local-ID: C1256428004B93B8-3814D1CC91136BA8C1257846003BA54F-McConnell2010
%7 2010
%D 2010
%J Computer Science Review
%V 5
%N 2
%& 119
%P 119 - 161
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1745
    
                Book chapter / section
            
D1


        N. Megow
    

        “Keller oder Dach zuerst,” in Besser als Mathe, Wiesbaden: Vieweg Teubner, 2010.
    
moreBibTeX
@incollection{MegowMatheonBuch2009,
TITLE = {{Keller oder Dach zuerst}},
AUTHOR = {Megow, Nicole},
LANGUAGE = {deu},
ISBN = {978-3-8348-0733-5},
LOCALID = {Local-ID: C1256428004B93B8-1518CDE8325D7049C12576A700586235-MegowMatheonBuch2009},
PUBLISHER = {Vieweg Teubner},
ADDRESS = {Wiesbaden},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Besser als Mathe},
EDITOR = {Biermann, Katja and G{\"o}tschel, Martin and Lutz-Westphal, Brigitte},
PAGES = {111--116},
}

Endnote
%0 Book Section
%A Megow, Nicole
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Keller oder Dach zuerst : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-1869-1
%F EDOC: 518268
%F OTHER: Local-ID: C1256428004B93B8-1518CDE8325D7049C12576A700586235-MegowMatheonBuch2009
%D 2010
%B Besser als Mathe
%E Biermann, Katja; G&#246;tschel, Martin; Lutz-Westphal, Brigitte
%P 111 - 116
%I Vieweg Teubner
%C Wiesbaden
%@ 978-3-8348-0733-5




	PuRe
	BibTeX

	


        1746
    
                Conference paper
            
D1


        K. Mehlhorn and P. Schweitzer
    

        “Progress on Certifying Algorithms,” in Frontiers in Algorithmics (FAW 2010), Wuhan, China, 2010.
    
moreBibTeX
@inproceedings{MehlhornSchweitzer2010,
TITLE = {Progress on Certifying Algorithms},
AUTHOR = {Mehlhorn, Kurt and Schweitzer, Pascal},
LANGUAGE = {eng},
ISBN = {978-3-642-14552-0},
URL = {http://dx.doi.org/10.1007/978-3-642-14553-7_1},
DOI = {10.1007/978-3-642-14553-7_1},
LOCALID = {Local-ID: C1256428004B93B8-6ADD7B6CDB83F33EC125781800375471-MehlhornSchweitzer2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Frontiers in Algorithmics (FAW 2010)},
EDITOR = {Lee, Der-Tsai and Chen, Danny Z. and Ying, Shi},
PAGES = {1--5},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6213},
ADDRESS = {Wuhan, China},
}

Endnote
%0 Conference Proceedings
%A Mehlhorn, Kurt
%A Schweitzer, Pascal
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Progress on Certifying Algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-16C0-9
%F EDOC: 536774
%R 10.1007/978-3-642-14553-7_1
%U http://dx.doi.org/10.1007/978-3-642-14553-7_1
%F OTHER: Local-ID: C1256428004B93B8-6ADD7B6CDB83F33EC125781800375471-MehlhornSchweitzer2010
%D 2010
%B 4th International Workshop on Frontiers in Algorithmics
%Z date of event: 2010-08-11 - 2010-08-13
%C Wuhan, China
%B Frontiers in Algorithmics
%E Lee, Der-Tsai; Chen, Danny Z.; Ying, Shi
%P 1 - 5
%I Springer
%@ 978-3-642-14552-0
%B Lecture Notes in Computer Science
%N 6213




	DOI
	PuRe
	BibTeX

	


        1747
    
                Article
            
D1


        K. Mehlhorn and S. Ray
    

        “Faster Algorithms for Computing Hong’s Bound on Absolute Positiveness,” Journal of Symbolic Computation, vol. 45, no. 6, 2010.
    
moreBibTeX
@article{MehlhornRay2010,
TITLE = {Faster Algorithms for Computing Hong{\textquoteright}s Bound on Absolute Positiveness},
AUTHOR = {Mehlhorn, Kurt and Ray, Saurabh},
LANGUAGE = {eng},
ISSN = {0747-7171},
URL = {http://dx.doi.org/10.1016/j.jsc.2010.02.002},
DOI = {10.1016/j.jsc.2010.02.002},
LOCALID = {Local-ID: C1256428004B93B8-F2A3B1100AA47E69C125781800385310-MehlhornRay2010},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2010},
DATE = {2010},
JOURNAL = {Journal of Symbolic Computation},
VOLUME = {45},
NUMBER = {6},
PAGES = {677--683},
}

Endnote
%0 Journal Article
%A Mehlhorn, Kurt
%A Ray, Saurabh
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Faster Algorithms for Computing Hong&#8217;s Bound on Absolute Positiveness : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1653-1
%F EDOC: 536776
%R 10.1016/j.jsc.2010.02.002
%U http://dx.doi.org/10.1016/j.jsc.2010.02.002
%F OTHER: Local-ID: C1256428004B93B8-F2A3B1100AA47E69C125781800385310-MehlhornRay2010
%7 2010
%D 2010
%* Review method: peer-reviewed
%J Journal of Symbolic Computation
%V 45
%N 6
%& 677
%P 677 - 683
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1748
    
                Conference paper
            
D1


        K. Mehlhorn
    

        “Reliable and Efficient Geometric Computing,” in Mathematical Software (ICMS 2010), Kobe, Japan, 2010.
    
moreBibTeX
@inproceedings{Mehlhorn2010,
TITLE = {Reliable and Efficient Geometric Computing},
AUTHOR = {Mehlhorn, Kurt},
LANGUAGE = {eng},
ISBN = {978-3-642-15581-9},
URL = {http://dx.doi.org/10.1007/978-3-642-15582-6_3},
DOI = {10.1007/978-3-642-15582-6_3},
LOCALID = {Local-ID: C1256428004B93B8-ECD1954FEE1EB130C125781700444D74-Mehlhorn2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Mathematical Software (ICMS 2010)},
EDITOR = {Fukuda, Komei and Van der Hoeven, Joris and Joswig, Michael and Takayama, Nobuki},
PAGES = {10--11},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6327},
ADDRESS = {Kobe, Japan},
}

Endnote
%0 Conference Proceedings
%A Mehlhorn, Kurt
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Reliable and Efficient Geometric Computing : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-16CC-2
%F EDOC: 536767
%R 10.1007/978-3-642-15582-6_3
%U http://dx.doi.org/10.1007/978-3-642-15582-6_3
%F OTHER: Local-ID: C1256428004B93B8-ECD1954FEE1EB130C125781700444D74-Mehlhorn2010
%D 2010
%B Third International Congress on Mathematical Software
%Z date of event: 2010-09-13 - 2010-09-17
%C Kobe, Japan
%B Mathematical Software
%E Fukuda, Komei; Van der Hoeven, Joris; Joswig, Michael; Takayama, Nobuki
%P 10 - 11
%I Springer
%@ 978-3-642-15581-9
%B Lecture Notes in Computer Science
%N 6327




	DOI
	PuRe
	BibTeX

	


        1749
    
                Article
            
D1


        J. Mestre
    

        “Adaptive Local Ratio,” SIAM Journal on Computing, vol. 39, no. 7, 2010.
    
moreBibTeX
@article{Mestre2010,
TITLE = {Adaptive Local Ratio},
AUTHOR = {Mestre, Julian},
LANGUAGE = {eng},
ISSN = {0097-5397},
URL = {http://dx.doi.org/10.1137/080731712},
DOI = {10.1137/080731712},
LOCALID = {Local-ID: C1256428004B93B8-6BF759B18B0611B3C1257834003BC079-Mestre2010},
PUBLISHER = {SIAM},
ADDRESS = {Philadelphia, PA},
YEAR = {2010},
DATE = {2010},
JOURNAL = {SIAM Journal on Computing},
VOLUME = {39},
NUMBER = {7},
PAGES = {3038--3057},
}

Endnote
%0 Journal Article
%A Mestre, Julian
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Adaptive Local Ratio : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-15E8-A
%F EDOC: 536821
%R 10.1137/080731712
%U http://dx.doi.org/10.1137/080731712
%F OTHER: Local-ID: C1256428004B93B8-6BF759B18B0611B3C1257834003BC079-Mestre2010
%D 2010
%* Review method: peer-reviewed
%J SIAM Journal on Computing
%V 39
%N 7
%& 3038
%P 3038 - 3057
%I SIAM
%C Philadelphia, PA
%@ false




	DOI
	PuRe
	BibTeX

	


        1750
    
                Book chapter / section
            
D1


        M. Mörig, S. Scholz, T. Tscheuschner, and E. Berberich
    

        “Implementation Aspects,” in Algorithm Engineering, Berlin: Springer, 2010.
    
moreBibTeX
@incollection{mstb-giae-impl-2010,
TITLE = {Implementation Aspects},
AUTHOR = {M{\"o}rig, Marc and Scholz, Sven and Tscheuschner, Tobias and Berberich, Eric},
LANGUAGE = {eng},
ISBN = {978-3-642-14865-1},
URL = {http://dx.doi.org/10.1007/978-3-642-14866-8_6},
DOI = {10.1007/978-3-642-14866-8_6},
LOCALID = {Local-ID: C1256428004B93B8-FA5486F3C7C746D0C12577FB002BA765-mstb-giae-impl-2010},
PUBLISHER = {Springer},
ADDRESS = {Berlin},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Algorithm Engineering},
EDITOR = {M{\"u}ller-Hannemann, Matthias and Schirra, Stefan},
PAGES = {237--289},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {5971},
}

Endnote
%0 Book Section
%A M&#246;rig, Marc
%A Scholz, Sven
%A Tscheuschner, Tobias
%A Berberich, Eric
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Implementation Aspects : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1662-0
%F EDOC: 536695
%R 10.1007/978-3-642-14866-8_6
%U http://dx.doi.org/10.1007/978-3-642-14866-8_6
%F OTHER: Local-ID: C1256428004B93B8-FA5486F3C7C746D0C12577FB002BA765-mstb-giae-impl-2010
%D 2010
%B Algorithm Engineering
%E M&#252;ller-Hannemann, Matthias; Schirra, Stefan
%P 237 - 289
%I Springer
%C Berlin
%@ 978-3-642-14865-1
%S Lecture Notes in Computer Science
%N 5971




	DOI
	PuRe
	BibTeX

	


        1751
    
                Article
            
D1


        N. H. Mustafa and S. Ray
    

        “Improved Results on Geometric Hitting Set Problems,” Discrete & Computational Geometry, vol. 44, no. 4, 2010.
    
moreBibTeX
@article{MustafaRay2010,
TITLE = {Improved Results on Geometric Hitting Set Problems},
AUTHOR = {Mustafa, Nabil H. and Ray, Saurabh},
LANGUAGE = {eng},
ISSN = {0179-5376},
URL = {http://dx.doi.org/10.1007/s00454-010-9285-9},
DOI = {10.1007/s00454-010-9285-9},
LOCALID = {Local-ID: C1256428004B93B8-D10A961FF1A5BDFAC1257834003C5D0F-MustafaRay2010},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2010},
DATE = {2010},
JOURNAL = {Discrete \& Computational Geometry},
VOLUME = {44},
NUMBER = {4},
PAGES = {883--895},
}

Endnote
%0 Journal Article
%A Mustafa, Nabil H.
%A Ray, Saurabh
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Improved Results on Geometric Hitting Set Problems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1669-2
%F EDOC: 536697
%R 10.1007/s00454-010-9285-9
%U http://dx.doi.org/10.1007/s00454-010-9285-9
%F OTHER: Local-ID: C1256428004B93B8-D10A961FF1A5BDFAC1257834003C5D0F-MustafaRay2010
%7 2010
%D 2010
%* Review method: peer-reviewed
%J Discrete & Computational Geometry
%V 44
%N 4
%& 883
%P 883 - 895
%I Springer
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1752
    
                Book
            
D1


        F. Neumann and C. Witt
    

        Bioinspired Computation in Combinatorial Optimization : Algorithms and Their Computational Complexity. New York, NY: Springer, 2010.
    
moreBibTeX
@book{BookNeumannWitt,
TITLE = {Bioinspired Computation in Combinatorial Optimization : Algorithms and Their Computational Complexity},
AUTHOR = {Neumann, Frank and Witt, Carsten},
LANGUAGE = {eng},
ISBN = {978-3-642-16543-6},
URL = {http://dx.doi.org/10.1007/978-3-642-16544-6},
LOCALID = {Local-ID: C1256428004B93B8-DA62E96A98540346C125781B002527A5-BookNeumannWitt},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2010},
DATE = {2010},
PAGES = {216 p.},
}

Endnote
%0 Book
%A Neumann, Frank
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Bioinspired Computation in Combinatorial Optimization : Algorithms and Their Computational Complexity : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-161B-0
%F EDOC: 536791
%@ 978-3-642-16543-6
%U http://dx.doi.org/10.1007/978-3-642-16544-6
%F OTHER: Local-ID: C1256428004B93B8-DA62E96A98540346C125781B002527A5-BookNeumannWitt
%I Springer
%C New York, NY
%D 2010
%P 216 p.




	PuRe
	BibTeX

	


        1753
    
                Article
            
D1


        F. Neumann and C. Witt
    

        “Ant Colony Optimization and the Minimum Spanning Tree Problem,” Theoretical Computer Science, vol. 411, no. 25, 2010.
    
moreBibTeX
@article{NeumannWitt2010,
TITLE = {Ant Colony Optimization and the Minimum Spanning Tree Problem},
AUTHOR = {Neumann, Frank and Witt, Carsten},
LANGUAGE = {eng},
ISSN = {0304-3975},
URL = {http://dx.doi.org/10.1016/j.tcs.2010.02.012},
DOI = {10.1016/j.tcs.2010.02.012},
LOCALID = {Local-ID: C1256428004B93B8-7CD6D5A1752473CEC1257834003F3757-NeumannWitt2010},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2010},
DATE = {2010},
JOURNAL = {Theoretical Computer Science},
VOLUME = {411},
NUMBER = {25},
PAGES = {2406--2413},
}

Endnote
%0 Journal Article
%A Neumann, Frank
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Ant Colony Optimization and the Minimum Spanning Tree Problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-15FD-B
%F EDOC: 536702
%R 10.1016/j.tcs.2010.02.012
%U http://dx.doi.org/10.1016/j.tcs.2010.02.012
%F OTHER: Local-ID: C1256428004B93B8-7CD6D5A1752473CEC1257834003F3757-NeumannWitt2010
%D 2010
%* Review method: peer-reviewed
%J Theoretical Computer Science
%V 411
%N 25
%& 2406
%P 2406 - 2413
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1754
    
                Conference paper
            
D1


        I. Nor, D. Hermelin, S. Charlat, J. Engelstadter, M. Reuter, O. Duron, and M.-F. Sagot
    

        “Mod/Resc Parsimony Inference,” in Combinatorial Pattern Matching (CPM 2010), New York, USA, 2010.
    
moreBibTeX
@inproceedings{HermelinCulex2010,
TITLE = {Mod/Resc Parsimony Inference},
AUTHOR = {Nor, Igor and Hermelin, Danny and Charlat, Sylvain and Engelstadter, Jan and Reuter, Max and Duron, Olivier and Sagot, Marie-France},
LANGUAGE = {eng},
ISBN = {978-3-642-13508-8},
URL = {http://dx.doi.org/10.1007/978-3-642-13509-5_19},
DOI = {10.1007/978-3-642-13509-5_19},
LOCALID = {Local-ID: C1256428004B93B8-8D82B31C89428782C125783A00601457-HermelinCulex2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Combinatorial Pattern Matching (CPM 2010)},
EDITOR = {Amir, Amihood and Parida, Laxmi},
PAGES = {202--213},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {6129},
ADDRESS = {New York, USA},
}

Endnote
%0 Conference Proceedings
%A Nor, Igor
%A Hermelin, Danny
%A Charlat, Sylvain
%A Engelstadter, Jan
%A Reuter, Max
%A Duron, Olivier
%A Sagot, Marie-France
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
External Organizations
External Organizations
%T Mod/Resc Parsimony Inference : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1683-6
%F EDOC: 536710
%R 10.1007/978-3-642-13509-5_19
%U http://dx.doi.org/10.1007/978-3-642-13509-5_19
%F OTHER: Local-ID: C1256428004B93B8-8D82B31C89428782C125783A00601457-HermelinCulex2010
%D 2010
%B 21st Annual Symposium on Combinatorial Pattern Matching
%Z date of event: 2010-06-21 - 2010-06-23
%C New York, USA
%B Combinatorial Pattern Matching
%E Amir, Amihood; Parida, Laxmi
%P 202 - 213
%I Springer
%@ 978-3-642-13508-8
%B Lecture Notes in Computer Science
%N 6129




	DOI
	PuRe
	BibTeX

	


        1755
    
                Article
            
D1


        K. Panagiotou and A. Steger
    

        “Maximal Biconnected Subgraphs of Random Planar Graphs,” ACM Transactions on Algorithms, vol. 6, no. 2, 2010.
    
moreBibTeX
@article{PanagiotouStegerJournal2010,
TITLE = {Maximal Biconnected Subgraphs of Random Planar Graphs},
AUTHOR = {Panagiotou, Konstantinos and Steger, Angelika},
LANGUAGE = {eng},
ISBN = {1549-63285},
URL = {http://doi.acm.org/10.1145/1721837.1721847},
DOI = {10.1145/1721837.1721847},
LOCALID = {Local-ID: C1256428004B93B8-06D11D97A3782A39C125782100087115-PanagiotouStegerJournal2010},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2010},
DATE = {2010},
JOURNAL = {ACM Transactions on Algorithms},
VOLUME = {6},
NUMBER = {2},
PAGES = {31,1--31,21},
EID = {31},
}

Endnote
%0 Journal Article
%A Panagiotou, Konstantinos
%A Steger, Angelika
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Maximal Biconnected Subgraphs of Random Planar Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1674-8
%F EDOC: 536794
%R 10.1145/1721837.1721847
%U http://doi.acm.org/10.1145/1721837.1721847
%F OTHER: Local-ID: C1256428004B93B8-06D11D97A3782A39C125782100087115-PanagiotouStegerJournal2010
%D 2010
%* Review method: peer-reviewed
%J ACM Transactions on Algorithms
%V 6
%N 2
%& 31,1
%P 31,1 - 31,21
%Z sequence number: 31
%I ACM
%C New York, NY
%@ 1549-63285




	DOI
	PuRe
	BibTeX

	


        1756
    
                Conference paper
            
D1


        E. Pountourakis and A. Vidali
    

        “A Complete Characterization of Group-strategyproof Mechanisms of Cost-sharing,” in Algorithms - ESA 2010, Liverpool, UK, 2010.
    
moreAbstract
We study the problem of designing group-strategyproof cost-sharing mechanisms. 
The players report their bids for getting serviced and the mechanism decides a 
set of players that are going to be serviced and how much each one of them is 
going to pay. We determine three conditions: Fence Monotonicity, Stability of 
the allocation and Validity of the tie-breaking rule that are necessary and 
sufficient for group-strategyproofness, regardless of the cost function. 
Consequently, Fence Monotonicity characterizes group-strategyproof cost-sharing 
schemes closing an important open problem. Finally, we use our results to prove 
that there exist families of cost functions, where any group-strategyproof 
mechanism has arbitrarily poor budget balance.
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moreAbstract
In this thesis we are studying three different problems that belong to the intersection of Game Theory and Computer Science. The first concerns the design of efficient protocols for a Contention Resolution
problem regarding selfish users who all need to transmit information over a common single–access
channel. We will provide efficient solutions for different variants of the problem, depending on the
feedback that the users can receive from the channel. The second problem concerns the Price of Stability
of a fair cost sharing Network Design problem for undirected graphs. We consider the general case for
which the best known upper bound is the Harmonic number Hn, where n is the number of players, and
the best known lower bound is 12=7 ~ 1:778. We improve the value of the previously best lower bound
to 42=23 ~ 1:8261. Furthermore, we study two and three players instances. Our upper bounds indicate
a separation between the Price of Stability on undirected graphs and that on directed graphs, where
Hn is tight. Previously, such a gap was only known for the cases where all players shared a terminal,
and for weighted players. Finally, the last problem applies Game Theory as an evaluation tool for a
computer system: we will employ the concept of Stochastic Stability from Evolutionary Game Theory
as a measure for the efficiency of different queue policies that can be employed at an Internet router.
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moreAbstract
We show that any face hitting set of size n of a connected planar graph with a 
minimum degree of at least 3 is contained in a connected subgraph of size 5n−6. 
Furthermore we show that this bound is tight by providing a lower bound in the 
form of a family of graphs. This improves the previously known upper and lower 
bound of 11n−18 and 3n respectively by Grigoriev and Sitters. Our proof is 
valid for simple graphs with loops and generalizes to graphs embedded in 
surfaces of arbitrary genus.
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moreAbstract
Graphs are increasingly used to model a variety of loosely structured data such 
as biological or social networks and entity-relationships. Given this profusion 
of large-scale graph data, efficiently discovering interesting substructures 
buried
within is essential. These substructures are typically used in determining 
subsequent actions, such as conducting visual analytics by humans or designing 
expensive biomedical experiments. In such settings, it is often desirable to 
constrain the size of the discovered results in order to directly control the 
associated costs. In this report, we address the problem of finding 
cardinality-constrained connected
subtrees from large node-weighted graphs that maximize the sum of weights of 
selected nodes. We provide an efficient constant-factor approximation algorithm 
for this strongly NP-hard problem. Our techniques can be applied in a wide 
variety
of application settings, for example in differential analysis of graphs, a 
problem that frequently arises in bioinformatics but also has applications on 
the web.
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moreAbstract
Graphs are increasingly used to model a variety of loosely structured data such 
as biological or social networks and entity-relationships. Given this profusion 
of large-scale graph data, efficiently discovering interesting substructures 
buried within is essential. These substructures are typically used in 
determining subsequent actions, such as conducting visual  analytics by humans 
or designing expensive biomedical experiments. In such settings, it is often 
desirable to constrain
the size of the discovered results in order to directly control the associated 
costs.
In this paper, we address the problem of finding cardinality-constrained 
connected subtrees in large node-weighted graphs that maximize the sum of 
weights of selected nodes. We provide an efficient constant-factor 
approximation algorithm for this strongly NP-hard problem. Our techniques can 
be applied in a wide variety of application settings, for example in 
differential analysis of graphs, a problem that frequently arises in 
bioinformatics but also has applications on the web.
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moreAbstract
MOTIVATION: Structural alignments of proteins are important for identification 
of structural similarities, homology detection and functional annotation. The 
structural alignment problem is well studied and computationally difficult. 
Many different scoring schemes for structural similarity as well as many 
algorithms for finding high-scoring alignments have been proposed. Algorithms 
using contact map overlap (CMO) as scoring function are currently the only 
practical algorithms able to compute provably optimal alignments. RESULTS: We 
propose a new mathematical model for the alignment of inter-residue distance 
matrices, building upon previous work on maximum CMO. Our model includes all 
elements needed to emulate various scoring schemes for the alignment of protein 
distance matrices. The algorithm that we use to compute alignments is practical 
only for sparse distance matrices. Therefore, we propose a more effective 
scoring function, which uses a distance threshold and only positive structural 
scores. We show that even under these restrictions our approach is in terms of 
alignment accuracy competitive with state-of-the-art structural alignment 
algorithms, whereas it additionally either proves the optimality of an 
alignment or returns bounds on the optimal score. Our novel method is freely 
available and constitutes an important promising step towards truly provably 
optimal structural alignments of proteins. AVAILABILITY: An executable of our 
program PAUL is available at planet-lisa.net.
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moreAbstract
This paper addresses the following fundamental problem: Suppose that in a group 
of $n$ people,
where each person knows all other group members, a single person holds a piece 
of information that must be disseminated to everybody within the group. 
How should the people propagate the information so that after short time 
everyone is informed?
 
The classical approach, known as the {\em push model}, requires that in each 
round, 
every informed person selects some other person in the group at random, whom it 
then informs. 
In a different model, known as the \emph{quasirandom push model}, each person 
maintains a cyclic list, i.e., permutation, 
of all members in the group (for instance, a contact list of persons). 
Once a person is informed, it chooses a random member in its own list, 
and from that point onwards, it informs a new person per round, in the order 
dictated by the list.
 
In this paper we show that with probability $1-o(1)$ the quasirandom protocol 
informs everybody in 
$(1 \pm o(1))\log_2 n+\ln n$ rounds; furthermore we also show that this bound 
is tight. This result, together with previous work on the randomized push 
model, demonstrates that irrespectively of the choice of lists, quasirandom 
broadcasting is as fast as broadcasting in the randomized push model, up to 
lower order terms. At the same 
time it reduces the number of random bits from $O(\log^2 n)$ to only 
$\lceil\log_2 n\rceil$ per person.
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moreAbstract
All of the theoretical speed scaling research to date has assumed that the
power function, which expresses the power consumption $P$ as a function
of the processor speed $s$, 
is of the form $P=s^\alpha$, where $\alpha > 1$ is some constant.
Motivated in part by technological advances, 
we initiate a study of speed scaling with arbitrary 
power functions. 
We consider the problem of minimizing the total flow plus energy.
Our main result is a $(3+\epsilon)$-competitive algorithm for this problem, 
that holds
for essentially any power function. 
We also give a $(2+\epsilon)$-competitive algorithm for the objective of
fractional weighted flow plus energy.
Even for power functions of the form $s^\alpha$, it was not previously
known how to obtain competitiveness independent of $\alpha$ for 
these problems. 
We also introduce a model of allowable speeds that generalizes
all known models in the literature.
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moreAbstract
We consider the classic online scheduling problem of minimizing the total 
weighted flow time on a single machine
with preemptions. Here, each job $j$ has an arbitrary arrival time $r_j$, 
weight $w_j$ and size $p_j$, and given a schedule its
flow time is defined as the duration of time since its arrival until it 
completes its service requirement.
The first non-trivial algorithms with poly-logarithmic competitive ratio for 
this problem were obtained relatively recently,
and it was widely believed that the problem admits a constant factor 
competitive algorithm. In this paper, we show an $\omega(1)$ lower bound on the 
competitive ratio of any deterministic online algorithm. 
Our result is based on a gap amplification technique for online algorithms.
Starting with a trivial lower bound of 1, we give a procedure to improve the 
lower bound sequentially, while ensuring at each step that the size of the 
instance increases relatively modestly.
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moreAbstract
We present a generic framework on a set of surfaces S in R^3 that provides 
their geometric and topological analysis in order to support various algorithms 
and applications in computational geometry. Our implementation follows the 
generic programming paradigm, that is, to support a certain family of surfaces, 
we require a small set of types and some basic operations on them, all 
collected in a model of the newly presented SurfaceTraits_3 concept. The 
framework obtains geometric and topological information on a non-empty set of 
surfaces in two steps. First, important 0- and 1-dimensional features are 
projected onto the xy-plane, obtaining an arrangement A"S with certain 
properties. Second, for each of its components, a sample point is lifted back 
to R^3 while detecting intersections with the given surfaces. For the 
projection we rely on Cgal's Arrangement_2 package as basic tool. Anyhow, the 
complexity of the output is high, and thus, we particularly regard the 
framework as key ingredient for querying information on and constructing 
geometric objects from a small set of surfaces. Examples are meshing of single 
surfaces, the computation of space-curves defined by two surfaces, to compute 
lower envelopes of surfaces, or as a basic step to compute an efficient 
representation of a three-dimensional arrangement. We show that the well-known 
family of (semi-)algebraic surfaces fulfills the framework's requirements. As 
robust implementations on these surfaces are lacking these days, we consider 
the framework to be an important step to fill this gap. In particular, we 
instantiate the framework by a fully-fledged model for special algebraic 
surfaces, namely quadrics. This instantiation already supports main tasks 
demanded from rotational robot motion planning, for example, as expected to 
compute a Piano Mover's instance.
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moreAbstract
In STOC 2006, Hayrapetyan, Tardos and Wexler introduced the problem
of studying collusion in network routing games.  In this
work, we show that collusion adds significant
complexity to the structure of equilibria in nonatomic routing games,
answering an open question posed by
Cominetti, Correa, and Stier-Moses (ICALP 2006):
 
Without collusion, it follows from well-known convexity arguments
that equilibria exist and are unique (up to induced delays, and under
weak assumptions on delay functions).  The question
is, does this uniqueness continue to hold in the presence of collusion?
 
We answer no: we show that if collusion is allowed in nonatomic routing games,
there may be multiple equilibria.
We demonstrate the multiplicity via two specific examples.
In addition, we show our examples are topologically minimal
by giving a complete characterization of the class of
network topologies for which unique equilibria exist.  Our
proofs and examples are based on a novel characterization of
these topologies in terms of sets of circulations.
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moreAbstract
Ranked result lists with query-dependent snippets have become state of the art
  in text search. They are typically implemented by searching, at query time,
  for occurrences of the query words in the top-ranked documents. This
  \emph{document-based} approach has three inherent problems: (i) when a
  document is indexed by terms which it does not contain literally (e.g.,
  related words or spelling variants), localization of the corresponding
  snippets becomes problematic; (ii) each query operator (e.g., phrase or
  proximity search) has to be implemented twice, on the index side in order to
  compute the correct result set, and on the snippet generation side to generate
  the appropriate snippets; and (iii) in a worst case, the whole document needs
  to be scanned for occurrences of the query words, which is problematic for
  very long documents. 
 
  We present a new \emph{index-based} method that localizes snippets by
  information solely computed from the index, and that overcomes all three
  problems. Unlike previous index-based methods, we show how to achieve this at
  essentially no extra cost in query processing time, by a technique we call
  \emph{query rotation}. We also show how our index-based method allows the
  caching of individual segments instead of complete documents, which enables a
  significantly larger cache hit ratio as compared to the document-based
  approach. We have fully integrated our implementation with the CompleteSearch
  engine.
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  information solely computed from the index, and that overcomes all three
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  essentially no extra cost in query processing time, by a technique we call
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moreAbstract
We consider the following spelling variants clustering problem: Given a list
  of distinct words, called lexicon, compute (possibly overlapping) clusters of
  words which are spelling variants of each other.  This problem naturally 
arises
  in the context of error-tolerant full-text search of the following kind: For
  a given query, return not only documents matching the query words exactly but
  also those matching their spelling variants. This is the inverse of the
  well-known "Did you mean: ... ?" web search engine feature, where the error
  tolerance is on the side of the query, and not on the side of the documents. 
 
  We combine various ideas from the large body of literature on approximate
  string searching and spelling correction techniques to a new algorithm for the
  spelling variants clustering problem that is both accurate and very efficient
  in time and space. Our largest lexicon, containing roughly 10 million words,
  can be processed in about 16 minutes on a standard PC using 10 MB of
  additional space. This beats the previously best scheme by a factor of two in
  running time and by a factor of more than ten in space usage. We have
  integrated our algorithms into the CompleteSearch engine in a way that
  achieves error-tolerant search without significant blowup in neither index 
size
  nor query processing time.
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moreAbstract
We study online nonclairvoyant speed scaling to minimize
total flow time plus energy. We first consider the traditional
model where the power function is $P(s)=s^\alpha$.
We give a nonclairvoyant algorithm that is shown to be $O( \alpha^3 
)$-competitive.
We then show an
$\Omega( \alpha^{1/3-\epsilon} )$ lower bound on the competitive
ratio of any nonclairvoyant algorithm.
We also show that there
are power functions for which no nonclairvoyant algorithm can be 
$O(1)$-competitive.
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moreAbstract
Given a metric $M = (V,d)$, a graph $G = (V,E)$ is a $t$-spanner for $M$
  if every pair of nodes in $V$ has a ``short'' path (i.e., of length at
  most $t$ times their actual distance) between them in the spanner.
  Furthermore, this spanner has a \emph{hop diameter} bounded by $D$ if
  every pair of nodes has such a short path that also uses at most $D$ edges. 
We consider the problem
  of constructing sparse $(1+\eps)$-spanners with small hop diameter for
  metrics of low doubling dimension.
 
  In this paper, we show that given any metric with constant doubling
  dimension $k$, and any $0 < \eps < 1$, one can find $(1 +
  \eps)$-spanner for the metric with nearly linear number of edges (i.e.,
  only $O(n \log^* n + n\eps^{-O(k)})$ edges) and \emph{constant} hop
  diameter; we can also obtain a $(1 + \eps)$-spanner with linear number of 
edges
  (i.e., only $n\eps^{-O(k)}$ edges) that achieves a hop diameter that
  grows like the functional inverse of Ackermann's function.
  Moreover, we prove that such tradeoffs between the number of edges and
  the hop diameter are asymptotically optimal.
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moreAbstract
Randomized rumor spreading is a classical protocol to disseminate information 
across a network. At SODA 2008, a quasirandom version of this protocol was 
proposed and competitive bounds for its run-time were proven. This prompts the 
question: to what extent does the quasirandom protocol inherit the second 
principal advantage of randomized rumor spreading, namely robustness against 
transmission failures? 
 
In this paper, we present a result precise up to $(1 \pm o(1))$ factors. We 
limit ourselves to the network in which every two vertices are connected by a 
direct link.  Run-times accurate to their leading constants are unknown for all 
other non-trivial networks. 
 
  We show that if each transmission reaches its destination with a probability 
of $p \in (0,1]$, after 
$(1+\e)\left(\frac{1}{\log_2(1+p)}\log_2n+\frac{1}{p}\ln n\right)$ rounds the 
quasirandom protocol has informed all $n$ nodes in the network with probability 
at least $1-n^{-p\e/40}$. Note that this is faster than the intuitively natural 
$1/p$ factor increase over the run-time of approximately $\log_2 n  + \ln n $ 
for the non-corrupted case. 
 
  We also provide a corresponding lower bound for the classical model. This 
demonstrates that the quasirandom model is at least as robust as the fully 
random model despite the greatly reduced degree of independent randomness.
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of $p \in (0,1]$, after 
$(1+\e)\left(\frac{1}{\log_2(1+p)}\log_2n+\frac{1}{p}\ln n\right)$ rounds the 
quasirandom protocol has informed all $n$ nodes in the network with probability 
at least $1-n^{-p\e/40}$. Note that this is faster than the intuitively natural 
$1/p$ factor increase over the run-time of approximately $\log_2 n  + \ln n $ 
for the non-corrupted case. 
  
  We also provide a corresponding lower bound for the classical model. This 
demonstrates that the quasirandom model is at least as robust as the fully 
random model despite the greatly reduced degree of independent randomness.
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moreAbstract
Known algorithms for reconstructing a 2-manifold from a point sample in R3 are 
naturally based
on decisions/predicates that take the geometry of the point sample into 
account. Facing the always
present problem of round-off errors that easily compromise the exactness of 
those predicate
decisions, an exact and robust implementation of these algorithms is far from 
being trivial and
typically requires employment of advanced datatypes for exact arithmetic, as 
provided by libraries
like CORE, LEDA, or GMP. In this article, we present a new reconstruction 
algorithm, one whose
main novelties is to throw away geometry information early on in the 
reconstruction process and to
mainly operate combinatorially on a graph structure. More precisely, our 
algorithm only requires
distances between the sample points and not the actual embedding in R3. As 
such, it is less susceptible
to robustness problems due to round-off errors and also benefits from not 
requiring expensive
exact arithmetic by faster running times. A more theoretical view on our 
algorithm including correctness
proofs under suitable sampling conditions can be found in a companion article.
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moreAbstract
In the \emph{tollbooth problem}, we are given a tree $\bT=(V,E)$ with $n$ 
edges, and a set of $m$ customers, each of whom is interested in purchasing a 
path on the tree. Each customer has a fixed budget, and the objective is to 
price the edges of $\bT$ such that the total revenue made by selling the paths 
to the customers that can afford them is maximized. An important special case 
of this problem, known as the \emph{highway problem}, is when $\bT$ is 
restricted to be a line.
For the tollbooth problem, we present a randomized $O(\log n)$-approximation, 
improving on the current best $O(\log m)$-approximation, since $n\leq 3m$ can 
be assumed. We also study a special case of the tollbooth problem, when all the 
paths that customers are interested in purchasing go towards a fixed root of 
$\bT$. In this case, we present an algorithm that returns a 
$(1-\epsilon)$-approximation, for any $\epsilon > 0$, and runs in 
quasi-polynomial time. On the other hand, we rule out the existence of an FPTAS 
by showing that even for the line case, the problem is strongly NP-hard.
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moreAbstract
We give a variation of the pairing heaps for which the time bounds for all the 
operations match the lower bound proved by Fredman for a family of similar 
self-adjusting heaps.
Namely, our heap structure requires $O(1)$ for insert and find-min, 
$O(\log{n})$ for delete-min, and $O(\log\log{n})$ for decrease-key and meld 
(all the bounds are in the amortized sense except for find-min).
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moreAbstract
We present the algorithm to multiply univariate polynomials with integer 
coefficients efficiently using the Number Theoretic transform (NTT) on Graphics 
Processing Units (GPU). The same approach can be used to multiply large 
integers encoded as polynomials. Our algorithm exploits fused multiply-add 
capabilities of the graphics hardware. NTT multiplications are executed in 
parallel for a set of distinct primes followed by reconstruction using the 
Chinese Remainder theorem (CRT) on the GPU. Our benchmarking experiences show 
the NTT multiplication performance up to 77 GMul/s. We compared our approach 
with CPU-based implementations of polynomial and large integer multiplication 
provided by NTL and GMP libraries.
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moreAbstract
A generalized paging problem is considered. Each request is
    expressed as a set of $u$ pages. In order to satisfy the
    request, at least one of these pages must be in the cache.
    Therefore, on a page fault, the algorithm must load into the cache
    at least one page out of the $u$ pages given in the request.
    The problem arises in systems in which requests can be serviced by
    various utilities (e.g., a request for a data that lies in various
    web-pages) and a single utility can service many requests (e.g., a
    web-page containing various data). The server has the freedom to
    select the utility that will service the next request and hopefully
    additional requests in the future.
 
    The case $u=1$ is simply the classical paging problem, which is
    known to be polynomially solvable. We show that for any $u>1$ the
    offline problem is NP-hard and hard to approximate if the cache
    size $k$ is part of the input, but solvable in polynomial time for
    constant values of $k$. We consider mainly online algorithms, and
    design competitive algorithms for arbitrary values of $k,u$. We
    study in more detail the cases where $u$ and $k$ are small.
    %We further study two modifications of the problem.
    We also give an algorithm which uses resource
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moreAbstract
Broadcasting algorithms are of fundamental importance for distributed systems 
engineering. In this paper we revisit the classical and well-studied 
\emph{push} protocol for message broadcasting. Assuming that initially only one 
node has some piece of information, at each stage every one of the informed 
nodes chooses randomly and independently one of its neighbors and passes the 
message to it. 
 
The performance of the push protocol on a fully connected network, where each 
node is joined by a link to every other node, is very well understood. In 
particular, Frieze and Grimmett proved that with probability $1-o(1)$ the push 
protocol completes the broadcasting of the message within $(1\pm \eps) (\log_2 
n + \ln n)$ stages, where $n$ is the number of nodes of the network. However, 
there are no tight bounds for the broadcast time on networks that are 
significantly sparser than the complete graph.
 
In this work we consider random networks on $n$ nodes, where every edge is 
present with probability $p$, independently of every other edge. We show that 
if $p\geq {\alpha (n) \ln n \over n}$, where $\alpha(n)$ is any function that 
tends to infinity as $n$ grows, then the push protocol broadcasts the message 
within $(1\pm \eps) (\log_2 n + \ln n)$ stages with probability $1-o(1)$. In 
other words, in almost every network of density $d$ such that $d \ge \alpha(n) 
\ln n$, the push protocol broadcasts a message as fast as in a fully connected 
network. This is quite surprising in the sense that the time needed remains 
essentially \emph{unaffected} by the fact that most of the links are missing.
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moreAbstract
Evolutionary algorithms (EAs) are a highly successful tool commonly used
in practice to solve algorithmic problems. This remarkable practical value,
however, is not backed up by a deep theoretical understanding. Such an
understanding would facilitate the application of EAs to further problems.
Runtime analyses of EAs are one way to expand the theoretical knowledge
in this field. This thesis presents runtime analyses for three prominent 
problems in
combinatorial optimization. Additionally, it provides probability theoretical 
tools that will simplify future runtime analyses of EAs. The first problem 
considered is the Single Source Shortest Path problem. The task is to find in a 
weighted graph for a given source vertex shortest paths to all other vertices. 
Developing a new analysis method we can give tight bounds on the runtime of a 
previously designed and analyzed EA for this problem. The second problem is the 
All-Pairs Shortest Path problem. Given a weighted graph, one has to find a 
shortest path for every pair of vertices in the graph. For this problem we show 
that adding a crossover operator to a natural EA using only mutation provably 
decreases the runtime. This is the first time that the usefulness of a 
crossover operator was shown for a combinatorial problem. The third problem 
considered is the Sorting problem. For this problem, we design a new 
representation based on trees. We show that the EA naturally arising from this 
representation has a better runtime than previously analyzed EAs.
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moreAbstract
Orthogonal packing problems are natural multidimensional generalizations of the 
classical bin packing problem and knapsack problem and occur in many different 
settings. The input consists of a set $I=\{r_1, \ldots, r_n\}$ of 
$d$-dimensional rectangular items $r_i = (a_{i,1}, \ldots, a_{i,d})$ and a 
space $Q$. The task is to pack the items in an orthogonal and non-overlapping 
manner without using rotations into the given space. In the strip packing 
setting the space $Q$ is given by a strip of bounded basis and unlimited 
height. The objective is to pack all items into a strip of minimal height. In 
the knapsack packing setting the given space $Q$ is a single, usually unit 
sized bin and the items have associated profits $p_i$. The goal is to maximize 
the profit of a selection of items that can be packed into the bin. 
 
We mainly focus on orthogonal knapsack packing restricted to hypercubes and our 
main results are a $(5/4+\epsilon)$-approximation algorithm for two-dimensional 
hypercube knapsack packing, also known as square packing, and a $(1 + 
1/2^d+\epsilon)$-approximation algorithm for $d$-dimensional hypercube knapsack 
packing. In addition we consider $d$-dimensional hypercube strip packing in the 
case of a bounded ratio between the shortest and longest side of the basis of 
the strip. We derive an asymptotic polynomial time approximation scheme (APTAS) 
for this problem.
Finally, we present an algorithm that packs hypercubes with a total profit of 
at least $(1-\epsilon)\mathrm{OPT}$ into a large bin (the size of the bin 
depends on $\epsilon$). This problem is known as hypercube knapsack packing 
with large resources. 
A preliminary version was published in [H., \emph{Approximating the orthogonal 
knapsack problem for hypercubes}, ICALP 2006] but especially for the latter two 
approximation schemes no details were given due to page limitations.
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moreAbstract
We consider the two-dimensional bin packing and strip packing problem, where a 
list of rectangles has to be packed into a minimal number of rectangular bins 
or a strip of minimal height, respectively. All packings have to be 
non-overlapping and orthogonal, i.e., axis-parallel. Our algorithm for strip 
packing has an absolute approximation ratio of $1.9396$ and is the first 
algorithm to break the approximation ratio of 2 which was established more than 
a decade ago. Moreover, we present an algorithm for two-dimensional bin packing 
with an absolute worst-case ratio of 2, which is optimal provided $\mathcal{P} 
\not= \mathcal{NP}$.
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moreAbstract
In this paper, we provide a detailed comparison between a fully randomized 
protocol for rumour spreading on a complete graph 
and a quasirandom protocol introduced by Doerr, Friedrich and Sauerwald (2008).
In the former, initially there is one vertex which 
holds a piece of information and during each round every one of the informed 
vertices chooses one of its neighbours uniformly at random 
and independently and informs it. In the quasirandom version of this method 
(cf. Doerr et al.) each vertex has a cyclic list of 
its neighbours. Once a vertex has been informed, it chooses uniformly at random 
only one neighbour. In the following round, it informs this neighbour and at 
each subsequent round it picks the next neighbour from its list and informs it. 
We give a precise analysis of the evolution of the quasirandom protocol on the 
complete graph with $n$ vertices 
and show that it evolves essentially in the same way as the randomized 
protocol. 
In particular, if $S(n)$ denotes the number of rounds that are needed until all 
vertices are informed, we show that for any 
slowly growing function $\omega (n)$
$$\log_2 n + \ln n - 4\ln \ln n \leq S(n) \leq \log_2 n + \ln n + \omega (n),$$
with probability $1-o(1)$.
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moreAbstract
In this paper we consider the class of boolean formulas in Conjunctive Normal 
Form~(CNF) where for each variable all but at most~$d$ occurrences are either 
positive or negative. This class is a generalization of the class of~CNF 
formulas with at most~$d$ occurrences (positive and negative) of each variable 
which was studied in~[Wahlstr{\"o}m,~2005].
 
Applying complement search~[Purdom,~1984], we show that for every~$d$ there 
exists a constant~$\gamma_d<2-\frac{1}{2d+1}$ such that satisfiability of a~CNF 
formula on~$n$ variables can be checked in runtime~$\Oh(\gamma_d^n)$ if all but 
at most~$d$ occurrences of each variable are either positive or negative. We 
thoroughly analyze the proposed branching strategy and determine the asymptotic 
growth constant~$\gamma_d$ more precisely. Finally, we show that the 
trivial~$\Oh(2^n)$ barrier of satisfiability checking can be broken even for a 
more general class of formulas, namely formulas where the positive or negative 
literals of every variable have what we will call a~\emph{$d$--covering}.
 
To the best of our knowledge, for the considered classes of formulas there are 
no previous non-trivial upper bounds on the complexity of satisfiability 
checking.
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moreAbstract
This work presents novel geometric algorithms dealing with algebraic curves and 
surfaces of arbitrary degree. These algorithms are exact and complete � they 
return the mathematically true result for all input instances. Efficiency is 
achieved by cutting back expensive symbolic computation and favoring 
combinatorial and adaptive numerical methods instead, without spoiling 
exactness in the overall result.
We present an algorithm for computing planar arrangements induced by real 
algebraic curves.We show its efficiency both in theory by a complexity 
analysis, as well as in practice by experimental comparison with related 
methods. For the latter, our solution has been implemented in the context of 
the Cgal library. The results show that it constitutes the best current exact 
implementation available for arrangements as well as for the related
problem of computing the topology of one algebraic curve. The algorithm is also 
applied to related problems, such as arrangements of rotated curves, and 
arrangments embedded on a parameterized surface.
In R3, we propose a new method to compute an isotopic triangulation of an 
algebraic surface. This triangulation is based on a stratification of the 
surface, which reveals topological and geometric information. Our 
implementation is the first for this problem that makes consequent use of 
numerical methods, and still yields the exact topology of the surface.
The thesis is written in English.
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moreAbstract
We present an algorithm to compute the subresultant sequence 
of two polynomials that completely avoids division in the ground domain, 
generalizing an algorithm \revised{given by} Abdeljaoued et al.\ 
(see Abdeljaoed et al.: Minors of Bezout Matrices\ldots, Int.\ J.\ of Comp.\ 
Math.\ 81, 2004). 
We evaluate determinants of slightly manipulated Bezout matrices 
using the algorithm of Berkowitz. 
Although the algorithm gives worse complexity bounds than
pseudo-division approaches,
our experiments show that our approach is superior 
for input polynomials with moderate degrees 
if the ground domain contains indeterminates.
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moreAbstract
This work addresses the problem of computing a certified ε-approximation of all 
real roots of a square-free integer polynomial. We proof an upper bound for its 
bit complexity, by analyzing an algorithm that first computes isolating 
intervals for the roots, and subsequently refines them using Abbott’s Quadratic 
Interval Refinement method. We exploit the eventual quadratic convergence of 
the method. The threshold for an interval width with guaranteed quadratic 
convergence speed is bounded by relating it to well-known algebraic quantities.
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moreAbstract
Constraint Satisfaction Problems (CSPs) are defined over a set of variables 
whose state must satisfy a number of constraints. We study a class of 
algorithms called Message Passing Algorithms, which aim at finding the 
probability distribution of the variables
over the space of satisfying assignments. These algorithms involve passing 
local messages (according to some message update rules) over the edges of a 
factor graph constructed corresponding to the CSP. We focus on the Belief 
Propagation (BP) algorithm, which
finds exact solution marginals for tree-like factor graphs. However, 
convergence and exactness cannot be guaranteed for a general factor graph. We 
propose a method for improving BP to account for cycles in the factor graph. We 
also study another message passing algorithm known as Survey Propagation (SP), 
which is empirically quite effective in solving random K-SAT instances, even 
when the density is close to the satisfiability threshold. We contribute to the 
theoretical understanding of SP by deriving the SP
equations from the BP message update rules.
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moreAbstract
Given a graph G and an integer k, the Pi Edge Completion/Editing/Deletion 
problem asks whether it is possible to add, edit, or delete at most k edges in 
G such that one obtains a graph that fulfills the property Pi. Edge 
modification problems have received considerable interest from a parameterized 
point of view. When parameterized by k, many of these problems turned out to be 
fixed-parameter tractable and some are known to admit polynomial 
kernelizations, i.e., efficient preprocessing with a size guarantee that is 
polynomial in k. This paper answers an open problem posed by Cai (IWPEC 2006), 
namely, whether the Pi Edge Deletion problem, parameterized by the number of 
deletions, admits a polynomial kernelization when Pi can be characterized by a 
finite set of forbidden induced subgraphs. We answer this question negatively 
based on recent work by Bodlaender et al. (ICALP 2008) which provided a 
framework for proving polynomial lower bounds for kernelizability. We present a 
graph H on seven vertices such that H-free Edge Deletion and H-free Edge 
Editing do not admit polynomial kernelizations, unless the polynomial hierarchy 
collapses. The application of the framework is not immediate and requires a 
lower bound for a Min Ones SAT problem that may be of independent interest.
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moreAbstract
The relation of constant-factor approximability to fixed-parameter tractability 
and kernelization is a long-standing open question. We prove that two large 
classes of constant-factor approximable problems, namely~$\textsc{MIN 
F}^+\Pi_1$ and~$\textsc{MAX NP}$, including the well-known 
subclass~$\textsc{MAX SNP}$, admit polynomial kernelizations for their natural 
decision versions. This extends results of Cai and Chen (JCSS 1997), stating 
that the standard parameterizations of problems in~$\textsc{MAX SNP}$ 
and~$\textsc{MIN F}^+\Pi_1$ are fixed-parameter tractable, and complements 
recent research on problems that do not admit polynomial kernelizations 
(Bodlaender et al.\ ICALP 2008).
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moreAbstract
We describe a Descartes algorithm for root
isolation of polynomials with real coefficients. It is assumed that
the coefficients of the polynomial can be approximated with arbitrary 
precision; exact
computation in the field of coefficients is not required. We refer to such
coefficients as bitstream coefficients. The algorithm is
deterministic and has almost the same asymptotic complexity as the 
randomized bitstream-Descartes algorithm of~\citet{BitstreamDescartes}. Besides
being deterministic, the algorithm is also somewhat simpler
to analyze.
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moreAbstract
he computational complexity of ant colony optimization (ACO) is a new and 
rapidly growing research area. The finite-time dynamics of ACO algorithms is 
assessed with mathematical rigor using bounds on the (expected) time until an 
ACO algorithm finds a global optimum. We review previous results in this area 
and introduce the reader into common analysis methods. These techniques are 
then applied to obtain bounds for different ACO algorithms on classes of 
pseudo-Boolean problems. The resulting runtime bounds are further used to 
clarify important design issues from a theoretical perspective. We deal with 
the question whether the current best-so-far solution should be replaced by new 
solutions with the same quality. Afterwards, we discuss the hybridization of 
ACO with local search and present examples where introducing local search leads 
to a tremendous speed-up and to a dramatic loss in performance, respectively.


BibTeX
@incollection{NSWACOchapter09,
TITLE = {Computational Complexity of Ant Colony Optimization and Its Hybridization with Local Search},
AUTHOR = {Neumann, Frank and Sudholt, Dirk and Witt, Carsten},
LANGUAGE = {eng},
ISSN = {1860-949X},
DOI = {10.1007/978-3-642-04225-6_6},
LOCALID = {Local-ID: C1256428004B93B8-BDD8936C63A9B37BC12576C8002CA422-NSWACOchapter09},
PUBLISHER = {Springer},
ADDRESS = {Berlin},
YEAR = {2009},
DATE = {2009},
ABSTRACT = {he computational complexity of ant colony optimization (ACO) is a new and rapidly growing research area. The finite-time dynamics of ACO algorithms is assessed with mathematical rigor using bounds on the (expected) time until an ACO algorithm finds a global optimum. We review previous results in this area and introduce the reader into common analysis methods. These techniques are then applied to obtain bounds for different ACO algorithms on classes of pseudo-Boolean problems. The resulting runtime bounds are further used to clarify important design issues from a theoretical perspective. We deal with the question whether the current best-so-far solution should be replaced by new solutions with the same quality. Afterwards, we discuss the hybridization of ACO with local search and present examples where introducing local search leads to a tremendous speed-up and to a dramatic loss in performance, respectively.},
BOOKTITLE = {Innovations in Swarm Intelligence},
EDITOR = {Lim, Chee Peng and Jain, Lakhmi C. and Dehuri, Satchidananda},
PAGES = {91--120},
SERIES = {Studies in Computational Intelligence},
VOLUME = {248},
}

Endnote
%0 Book Section
%A Neumann, Frank
%A Sudholt, Dirk
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Computational Complexity of Ant Colony Optimization and Its Hybridization with Local Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-181F-9
%F EDOC: 518254
%F OTHER: Local-ID: C1256428004B93B8-BDD8936C63A9B37BC12576C8002CA422-NSWACOchapter09
%R 10.1007/978-3-642-04225-6_6
%D 2009
%X he computational complexity of ant colony optimization (ACO) is a new and 
rapidly growing research area. The finite-time dynamics of ACO algorithms is 
assessed with mathematical rigor using bounds on the (expected) time until an 
ACO algorithm finds a global optimum. We review previous results in this area 
and introduce the reader into common analysis methods. These techniques are 
then applied to obtain bounds for different ACO algorithms on classes of 
pseudo-Boolean problems. The resulting runtime bounds are further used to 
clarify important design issues from a theoretical perspective. We deal with 
the question whether the current best-so-far solution should be replaced by new 
solutions with the same quality. Afterwards, we discuss the hybridization of 
ACO with local search and present examples where introducing local search leads 
to a tremendous speed-up and to a dramatic loss in performance, respectively.
%B Innovations in Swarm Intelligence
%E Lim, Chee Peng; Jain, Lakhmi C.; Dehuri, Satchidananda
%P 91 - 120
%I Springer
%C Berlin
%S Studies in Computational Intelligence
%N 248
%@ false




	DOI
	PuRe
	BibTeX

	


        1859
    
                Article
            
D1


        F. Neumann, D. Sudholt, and C. Witt
    

        “Analysis of Different MMAS ACO Algorithms on Unimodal Functions and Plateaus,” Swarm Intelligence, vol. 3, no. 1, 2009.
    
moreBibTeX
@article{NeuSudWitSwarm2009,
TITLE = {Analysis of Different {MMAS ACO} Algorithms on Unimodal Functions and Plateaus},
AUTHOR = {Neumann, Frank and Sudholt, Dirk and Witt, Carsten},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-CB7F1EB425E21BD7C1257555002E385E-NeuSudWitSwarm2009},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2009},
DATE = {2009},
JOURNAL = {Swarm Intelligence},
VOLUME = {3},
NUMBER = {1},
PAGES = {35--68},
}

Endnote
%0 Journal Article
%A Neumann, Frank
%A Sudholt, Dirk
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Analysis of Different MMAS ACO Algorithms on Unimodal Functions and Plateaus : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1801-9
%F EDOC: 518340
%F OTHER: Local-ID: C1256428004B93B8-CB7F1EB425E21BD7C1257555002E385E-NeuSudWitSwarm2009
%D 2009
%* Review method: peer-reviewed
%J Swarm Intelligence
%V 3
%N 1
%& 35
%P 35 - 68
%I Springer
%C New York, NY




	PuRe
	BibTeX

	


        1860
    
                Conference paper
            
D1


        F. Neumann, P. S. Oliveto, and C. Witt
    

        “Theoretical Analysis of Fitness-Proportional Selection: Landscapes and Efficiency,” in Proceedings of the 11th Annual Conference on Genetic and Evolutionary Computation (GECCO 2009), Montreal, Canada, 2009.
    
moreBibTeX
@inproceedings{NeuOliWitGECCO2009,
TITLE = {Theoretical Analysis of Fitness-Proportional Selection: Landscapes and Efficiency},
AUTHOR = {Neumann, Frank and Oliveto, Pietro Simone and Witt, Carsten},
LANGUAGE = {eng},
DOI = {10.1145/1569901.1570016},
LOCALID = {Local-ID: C1256428004B93B8-72B34AAAF815C9BEC125757B002AAC76-NeuOliWitGECCO2009},
PUBLISHER = {ACM},
YEAR = {2009},
DATE = {2009},
BOOKTITLE = {Proceedings of the 11th Annual Conference on Genetic and Evolutionary Computation (GECCO 2009)},
EDITOR = {Raidl, G{\"u}nther and Rothlauf, Franz},
PAGES = {835--842},
ADDRESS = {Montreal, Canada},
}

Endnote
%0 Conference Proceedings
%A Neumann, Frank
%A Oliveto, Pietro Simone
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Theoretical Analysis of Fitness-Proportional Selection: Landscapes and Efficiency : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-18DE-A
%F EDOC: 518306
%F OTHER: Local-ID: C1256428004B93B8-72B34AAAF815C9BEC125757B002AAC76-NeuOliWitGECCO2009
%R 10.1145/1569901.1570016
%D 2009
%B 11th Annual Conference on Genetic and Evolutionary Computation
%Z date of event: 2009-03-16 - 2009-03-16
%C Montreal, Canada
%B Proceedings of the 11th Annual Conference on Genetic and Evolutionary Computation
%E Raidl, G&#252;nther; Rothlauf, Franz
%P 835 - 842
%I ACM




	DOI
	PuRe
	BibTeX

	


        1861
    
                Conference paper
            
D1


        P. S. Oliveto, P. K. Lehre, and F. Neumann
    

        “Theoretical Analysis of Rank-Based Mutation - Combining Exploration and Exploitation,” in IEEE Congress on Evolutionary Computation 2009 (CEC 2009), Trondheim, Norway, 2009.
    
moreBibTeX
@inproceedings{LehNeuOliCEC2009,
TITLE = {Theoretical Analysis of Rank-Based Mutation -- Combining Exploration and Exploitation},
AUTHOR = {Oliveto, Pietro Simone and Lehre, Per Kristian and Neumann, Frank},
LANGUAGE = {eng},
DOI = {10.1109/CEC.2009.4983114},
LOCALID = {Local-ID: C1256428004B93B8-B2220AB2E1022B34C125756E00448F0F-LehNeuOliCEC2009},
PUBLISHER = {IEEE},
YEAR = {2009},
DATE = {2009},
BOOKTITLE = {IEEE Congress on Evolutionary Computation 2009 (CEC 2009)},
PAGES = {1455--1462},
ADDRESS = {Trondheim, Norway},
}

Endnote
%0 Conference Proceedings
%A Oliveto, Pietro Simone
%A Lehre, Per Kristian
%A Neumann, Frank
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Theoretical Analysis of Rank-Based Mutation - Combining Exploration and Exploitation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-18E0-2
%F EDOC: 518310
%F OTHER: Local-ID: C1256428004B93B8-B2220AB2E1022B34C125756E00448F0F-LehNeuOliCEC2009
%R 10.1109/CEC.2009.4983114
%D 2009
%B IEEE Congress on Evolutionary Computation 2009 
%Z date of event: 2009-03-03 - 2009-03-03
%C Trondheim, Norway
%B IEEE Congress on Evolutionary Computation 2009
%P 1455 - 1462
%I IEEE




	DOI
	PuRe
	BibTeX

	


        1862
    
                Article
            
D1


        K. Panagiotou
    

        “Vertices of Degree k in Random Unlabeled Trees,” Electronic Notes in Discrete Mathematics (Proc. EuroComb 2009), vol. 41, no. 1, 2009.
    
moreBibTeX
@article{PanagiotouSinhaProc2009,
TITLE = {Vertices of Degree k in Random Unlabeled Trees},
AUTHOR = {Panagiotou, Konstantinos},
LANGUAGE = {eng},
DOI = {10.1016/j.endm.2009.07.007},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2009},
DATE = {2009},
JOURNAL = {Electronic Notes in Discrete Mathematics (Proc. EuroComb)},
VOLUME = {41},
NUMBER = {1},
PAGES = {41--45},
BOOKTITLE = {European Conference on Combinatorics, Graph Theory and Applications (EuroComb 2009)},
}

Endnote
%0 Journal Article
%A Panagiotou, Konstantinos
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Vertices of Degree k in Random Unlabeled Trees : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0019-DD4A-8
%R 10.1016/j.endm.2009.07.007
%7 2009
%D 2009
%J Electronic Notes in Discrete Mathematics
%V 41
%N 1
%& 41
%P 41 - 45
%I Elsevier
%C Amsterdam
%B European Conference on Combinatorics, Graph Theory and Applications
%O EuroComb 2009




	DOI
	PuRe
	BibTeX

	


        1863
    
                Conference paper
            
D1


        K. Panagiotou and A. Steger
    

        “Maximal Biconnected Subgraphs of Random Planar Graphs,” in Proceedings of the 20th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2009), San Francisco, CA, USA, 2009.
    
moreAbstract
Let $\mathcal{C}$ be a class of labeled connected graphs, and let $C_n$ be a 
graph drawn uniformly at random from graphs in $\mathcal{C}$ that contain 
exactly $n$ vertices. Denote by~$b(\ell;\, C_n)$ the number of blocks (i.e.\ 
maximal biconnected subgraphs) of~$C_n$ that contain exactly~$\ell$ vertices, 
and let~$lb(C_n)$ be the number of vertices in a largest block of~$C_n$. We 
show that under certain general assumptions on~$\mathcal{C}$, $C_n$ belongs 
with high probability to one of the following categories:
\begin{itemize}
 \item[(1)] $lb(C_n) \sim cn$, for some explicitly given $c = c(\mathcal{C})$, 
and the second largest block is of order $n^{\alpha}$, where $1 > \alpha = 
\alpha(\mathcal{C})$, or
 \item[(2)] $lb(C_n) = \mathcal{O}(\log n)$, i.e., all blocks contain at most 
logarithmically many vertices.
\end{itemize}
Moreover, in both cases we show that the quantity $b(\ell;\, C_n)$ is 
concentrated for all $\ell$, and we determine its expected value. As a 
corollary we obtain that the class of planar graphs belongs to category (1). In 
contrast to that, outerplanar and series-parallel graphs belong to 
category~(2).
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moreAbstract
Congestion control at bottleneck routers on the internet is a long standing 
problem. Many policies have been proposed for effective ways to drop packets 
from the queues of these routers so that network endpoints will be inclined to 
share router capacity fairly and minimize the overflow of packets trying to 
enter the queues. We study just how effective some of these queuing policies 
are when each network endpoint is a self-interested player with no information 
about the other players’ actions or preferences. By employing the adaptive 
learning model of evolutionary game theory, we study policies such as Droptail, 
RED, and the greedy-flow-punishing policy proposed by Gao et al. [10] to find 
the stochastically stable states: the states of the system that will be reached 
in the long run.
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moreAbstract
This thesis deals with strong and weak �-nets in geometry and related problems. 
In the first half of the thesis we look at strong �-nets and the closely 
related problem of finding minimum hitting sets. We give a new technique for 
proving the existence of small �-nets for several geometric range spaces. Our 
technique also gives efficient algorithms to compute small �-nets. By a well 
known reduction due to Bronimann and Goodrich [10], our results imply constant 
factor approximation algorithms for the corresponding minimum hitting set 
problems. We show how the approximation factor given by this standard technique 
can be improved by giving the first polynomial time approximation scheme for 
some of the minimum hitting set problems. The algorithm is a very simple and is 
based on local search. In the second half of the thesis, we turn to weak �-
nets, a very important generalization of the idea of strong �-nets for convex 
ranges. We first consider the simplest example of a weak �-net, namely the 
centerpoint. We give a new and arguably simpler proof of the well known 
centerpoint theorem (and also Helly�s theorem) in any dimension and use the 
same idea to prove an optimal generalization of the centerpoint to two points 
in the plane. Our technique also gives several improved results for small weak 
�-nets in the plane. We finally look at the general weak �-net problem is 
d-dimensions. A long standing conjecture states that weak �-nets of size O(�
�1polylog��1) exist for convex sets in any dimension. It turns out that if the 
conjecture is true then it should be possible to construct a weak �-net from a 
small number of input points. We show that this is indeed true and it is 
possible to construct a weak �-net from O(��1polylog��1) input points. We also 
show an interesting connection between weak and strong �-nets which shows how
 random sampling can be used to construct weak �-nets.
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moreAbstract
We address the problem of {\em root isolation} for polynomial systems:
for an affine, zero-dimensional polynomial system of $N$ equations
in $N$ variables, we describe an algorithm to encapsulate all complex solutions
into disjoint regions, each containing precisely one solution
(called \emph{isolating regions}).
Our approach also computes the multiplicity of each solution.
The main novelty is a new approach to certify that a set of computed regions 
is indeed isolating. It is based on an adaptive root separation bound 
obtained from combining information about the approximate location of roots 
and resultant calculus. 
Here we use simple subdivision method to determine the number of roots within 
certain regions. The resultant calculus only takes place over prime fields
to avoid the disadvantageous coefficient growth in symbolic methods,
without sacrificing the exactness of the output.
The presented approach is complete for uni- and bivariate systems,
and in general applies in higher dimensions as well, possibly after
a coordinate change.
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moreAbstract
We reveal a connection between the incompressibility method and the Lov\'{a}sz 
local lemma in the context of Ramsey theory.
We obtain bounds by repeatedly encoding objects of interest and thereby 
compressing strings. The method is demonstrated on the example of van der 
Waerden numbers.
In particular we reprove that  $w(k;c) \geq  \frac{c^{k-3}}{k} \cdot 
\frac{k-1}{k}$.
 The method is applicable to obtain lower bounds of Ramsey numbers, large 
transitive subtournaments and other Ramsey
phenomena as well.
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moreAbstract
We study the geometrical shape of the partitions of the input space created by 
the allocation rule of a truthful mechanism for multi-unit auctions with 
multidimensional types and additive quasilinear utilities. We introduce a new 
method for describing the the allocation graph and the geometry of truthful 
mechanisms for an arbitrary number of items(/tasks). Applying this method we 
characterize all possible mechanisms for the case of three items.
 
Previous work shows that Monotonicity is a necessary and sufficient condition 
for truthfulness in convex domains. If there is only one item, monotonicity is 
the most practical description of truthfulness we could hope for, however for 
the case of more than two items and additive valuations (like in the scheduling 
domain) we would need a global and more intuitive description, hopefully also 
practical for proving lower bounds. We replace Monotonicity by a geometrical 
and global characterization of truthfulness.
 
Our results apply directly to the scheduling unrelated machines problem. Until 
now such a characterization was only known for the case of two tasks. It was 
one of the tools used for proving a lower bound of $1+\sqrt{2}$ for the case of 
3 players. This makes our work potentially useful for obtaining improved lower 
bounds for this very important problem.
 
Finally we show lower bounds of $1+\sqrt{n}$ and $n$ respectively for two 
special classes of scheduling mechanisms, defined in terms of their geometry, 
demonstrating how geometrical considerations can lead to lower bound proofs.
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moreAbstract
Initially used in digital audio players, digital cameras, mobile
phones, and USB memory sticks, flash memory may become the dominant
form of end-user storage in mobile computing, either completely
replacing the magnetic hard disks or being an additional secondary
storage. We study the design of algorithms and data structures that
can exploit the flash memory devices better. For this, we characterize
the performance of NAND flash based storage devices, including many
solid state disks. We show that these devices have better random read
performance than hard disks, but much worse random write performance.
We also analyze the effect of misalignments, aging and past I/O
patterns etc. on the performance obtained on these devices. We show
that despite the similarities between flash memory and RAM (fast
random reads) and between flash disk and hard disk (both are block
based devices), the algorithms designed in the RAM model or the
external memory model do not realize the full potential of the flash
memory devices. We later give some broad guidelines for designing
algorithms which can exploit the comparative advantages of both a
flash memory device and a hard disk, when used together.
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moreAbstract
We present a demo of ESTER, a search engine that combines the ease of use,
  speed and scalability of full-text search with the powerful semantic
  capabilities of ontologies.
  %
  ESTER supports full-text queries, ontological queries and combinations of
  these, yet its interface is as easy as can be: A standard search field with
  semantic information provided interactively as one types.
  %
  ESTER works by reducing all queries to two basic operations: prefix search and
  join, which can be implemented very efficiently in terms of both processing
  time and index space.
  %
  We demonstrate the capabilities of ESTER on a combination of the English
  Wikipedia with the Yago ontology, with response times below 100 milliseconds
  for most queries, and an index size of about 4 GB. The system can be run both
  stand-alone and as a Web application.
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moreAbstract
We present a method to compute the exact topology of a real algebraic surface
$S$, implicitly given by a polynomial $f \in \mathbb{Q}[x,y,z]$ of arbitrary
degree $N$. 
Additionally, our analysis provides geometric information as it
supports the computation of arbitrary precise samples of $S$
including critical points.
We use a projection approach,
similar to Collins' cylindrical algebraic decomposition (cad).
In comparison we reduce the number of output cells to $O(N^5)$ by constructing
a special planar arrangement instead of a full cad in the projection plane.
Furthermore, our approach applies numerical and combinatorial methods to
minimize costly symbolic computations. The algorithm handles all sorts of
degeneracies without transforming the surface into a generic position.
We provide a complete implementation of the algorithm, written in C++. It shows
good performance for many well known examples from algebraic geometry.
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moreAbstract
An algorithm is presented to compute the exact arrangement induced by
arbitrary algebraic surfaces on a parametrized ring Dupin cyclide,
including the special case of the torus.
The intersection of an algebraic surface of degree $n$ with a reference
cyclide is represented as a real algebraic curve of bi-degree $(2n,2n)$
in the cyclide's two-dimensional parameter space.
We use Eigenwillig and Kerber~\cite{ek-exact} to compute a planar arrangement
of such curves
and extend their approach to obtain more asymptotic information about curves
approaching the boundary of the cyclide's parameter space. 
With that, we can base our implementation on a general software
framework by Berberich~et.~al.~\cite{bfhmw-samtdaosafs-07} to construct
the arrangement on the cyclide. Our contribution provides the demanded
techniques to model the special topology of the reference surface of genus one.
Our experiments show no combinatorial overhead of the framework,
i.e., the overall performance is strongly coupled to the efficiency of the
implementation for arrangements of algebraic plane curves.
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moreAbstract
An algorithm and implementation is presented to compute the exact arrangement
induced by arbitrary algebraic surfaces on a parametrized ring Dupin cyclide.
The family of Dupin cyclides contains as a special case the torus.
The intersection of an algebraic surface of degree $n$ with a reference
cyclide is represented as a real algebraic curve of bi-degree $(2n,2n)$
in the two-dimensional parameter space of the cyclide.
We use Eigenwillig and Kerber:
``Exact and Efficient 2D-Arrangements of Arbitrary Algebraic Curves'', 
SODA~2008, to compute a planar arrangement of such curves
and extend their approach to obtain more asymptotic information about curves 
approaching the boundary of the cyclide's parameter space. 
With that, we can base our implementation on the general software framework
by Berberich~et.~al.: ``Sweeping and Maintaining Two-Dimensional 
Arrangements on Surfaces: A First Step'', ESA~2007.
Our contribution provides the demanded techniques to model the special
geometry of surfaces intersecting a cyclide
and the special topology of the reference surface of genus one.
The contained implementation is complete and does not assume generic position. 
Our experiments show that the combinatorial overhead of the framework
does not harm the efficiency of the method. Our experiments show that the
overall performance is strongly coupled to the efficiency of the
implementation for arrangements of algebraic plane curves.
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The family of Dupin cyclides contains as a special case the torus.
The intersection of an algebraic surface of degree $n$ with a reference
cyclide is represented as a real algebraic curve of bi-degree $(2n,2n)$
in the two-dimensional parameter space of the cyclide.
We use Eigenwillig and Kerber:
``Exact and Efficient 2D-Arrangements of Arbitrary Algebraic Curves'', 
SODA~2008, to compute a planar arrangement of such curves
and extend their approach to obtain more asymptotic information about curves 
approaching the boundary of the cyclide's parameter space. 
With that, we can base our implementation on the general software framework
by Berberich~et.~al.: ``Sweeping and Maintaining Two-Dimensional 
Arrangements on Surfaces: A First Step'', ESA~2007.
Our contribution provides the demanded techniques to model the special
geometry of surfaces intersecting a cyclide
and the special topology of the reference surface of genus one.
The contained implementation is complete and does not assume generic position. 
Our experiments show that the combinatorial overhead of the framework
does not harm the efficiency of the method. Our experiments show that the
overall performance is strongly coupled to the efficiency of the
implementation for arrangements of algebraic plane curves.
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moreAbstract
In this report we describe the current progress with respect to prototype 
implementations of algebraic kernels within the ACS project. More specifically, 
we report on: (1) the Cgal package Algebraic_kernel_for_circles_2_2 aimed at 
providing the necessary algebraic functionality required for treating circular 
arcs; (2) an interface between Cgal and SYNAPS for accessing the algebraic 
functionality in the SYNAPS library; (3) the NumeriX library (part of the 
EXACUS project) which is a prototype implementation of a set of algebraic tools 
on univariate polynomials, needed to built an algebraic kernel and (4) a rough 
CGAL-like prototype implementation of a set of algebraic tools on univariate 
polynomials.
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moreAbstract
We present a generic framework on a set of surfaces $\calS$ in $\R^3$ that
provides their geometric and topological analysis in order to
support various algorithms and applications in computational geometry.
Our implementation follows the generic programming paradigm, i.e.,
to support a certain family of surfaces, we require a small set of types and
some basic operations on them, all collected in a model of the newly presented
{\sc SurfaceTraits\_3} concept.
The framework obtains geometric and topological information on a
non-empty set of surfaces in two steps.
First, important $0$- and $1$-dimensional features are projected onto the
$xy$-plane, obtaining an arrangement $\calA_\calS$ with certain properties.
Second, for each of its components, a sample point is lifted back to $\R^3$
while detecting intersections with the given surfaces.
This idea is similar to Collins' cylindrical algebraic decomposition (cad).
In contrast, we reduce the number of liftings using \cgal's Arrangement\_2
package as a basic tool. Properly instantiated, the framework provides main
functionality required to support the computation of a
Piano Mover's instance. On the other hand, the complexity of the output is
high, and thus, we particularly regard the framework as key ingredient
for querying information on and constructing geometric objects from a small set
of surfaces. Examples are meshing of single surfaces, the computation of
space-curves defined by two surfaces, to compute lower envelopes of surfaces,
or as a basic step to compute an efficient representation of a
three-dimensional arrangement.
 
We also inspirit the framework in two steps. First, we show that the well-known
family of algebraic surfaces fulfils the framework's requirements.
As robust implementations on these surfaces are lacking these days, we consider
the framework to be an important step to fill this gap.
Second, we instantiate the framework by a fully-fledged model
for special algebraic surfaces, namely quadrics. This instantiation
already supports main tasks demanded from rotational robot motion
planning~\cite{Latom1993}. How to provide a model for algebraic surfaces
of arbitrary degree, is partly discussed in~\cite{bks-exact-08}.
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provides their geometric and topological analysis in order to
support various algorithms and applications in computational geometry.
Our implementation follows the generic programming paradigm, i.e.,
to support a certain family of surfaces, we require a small set of types and
some basic operations on them, all collected in a model of the newly presented
{\sc SurfaceTraits\_3} concept.
The framework obtains geometric and topological information on a
non-empty set of surfaces in two steps.
First, important $0$- and $1$-dimensional features are projected onto the
$xy$-plane, obtaining an arrangement $\calA_\calS$ with certain properties.
Second, for each of its components, a sample point is lifted back to $\R^3$
while detecting intersections with the given surfaces.
This idea is similar to Collins' cylindrical algebraic decomposition (cad).
In contrast, we reduce the number of liftings using \cgal's Arrangement\_2
package as a basic tool. Properly instantiated, the framework provides main
functionality required to support the computation of a
Piano Mover's instance. On the other hand, the complexity of the output is
high, and thus, we particularly regard the framework as key ingredient
for querying information on and constructing geometric objects from a small set
of surfaces. Examples are meshing of single surfaces, the computation of
space-curves defined by two surfaces, to compute lower envelopes of surfaces,
or as a basic step to compute an efficient representation of a
three-dimensional arrangement.

We also inspirit the framework in two steps. First, we show that the well-known
family of algebraic surfaces fulfils the framework's requirements.
As robust implementations on these surfaces are lacking these days, we consider
the framework to be an important step to fill this gap.
Second, we instantiate the framework by a fully-fledged model
for special algebraic surfaces, namely quadrics. This instantiation
already supports main tasks demanded from rotational robot motion
planning~\cite{Latom1993}. How to provide a model for algebraic surfaces
of arbitrary degree, is partly discussed in~\cite{bks-exact-08}.
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moreAbstract
We present a method to compute the exact topology of a real algebraic surface
$S$, implicitly given by a polynomial $f \in \mathbb{Q}[x,y,z]$ of arbitrary
degree $N$. 
Additionally, our analysis provides geometric information as it
supports the computation of arbitrary precise samples of $S$
including critical points.
We use a projection approach,
similar to Collins' cylindrical algebraic decomposition (cad).
In comparison we reduce the number of output cells to $O(N^5)$ by constructing
a special planar arrangement instead of a full cad in the projection plane.
Furthermore, our approach applies numerical and combinatorial methods to
minimize costly symbolic computations. The algorithm handles all sorts of
degeneracies without transforming the surface into a generic position.
We provide a complete \Cpp-implementation of the algorithm that shows
good performance for many well-known examples from algebraic geometry.
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moreAbstract
Given a graph $G=(V,E)$ and a weight function on the edges $w:E\mapsto\RR$,
we consider the polyhedron $P(G,w)$ of negative-weight flows on $G$, and get a
complete characterization of the vertices and extreme directions of $P(G,w)$.
As a corollary, we show that, unless $P=NP$, there is no output polynomial-time
algorithm to generate all the vertices of a 0/1-polyhedron. This strengthens
the NP-hardness result of Khachiyan et al. (2006) for non 0/1-polyhedra, and
comes in contrast with the polynomiality of vertex enumeration for
0/1-polytopes \cite{BL98} [Bussieck and L\"ubbecke (1998)].
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moreAbstract
Suppose that $m$ drivers each choose a preferred parking space in a linear car 
park with $n$ spaces. Each driver goes to the chosen space and parks there if 
it is free, and otherwise takes the first available space with a larger number 
(if any). If all drivers park successfully, the sequence of choices is called a 
parking function. In general, if $k$ drivers fail to park, we have a 
\emph{defective parking function} of \emph{defect} $k$. Let $\cp(n,m,k)$ be the 
number of such functions.
 
In this paper, we establish a recurrence relation for the numbers $\cp(n,m,k)$, 
and express this as an equation for a three-variable generating function. We 
solve this equation using the kernel method, and extract the coefficients 
explicitly: it turns out that the cumulative totals are partial sums in Abel's
binomial identity. Finally, we compute the asymptotics of $\cp(n,m,k)$. In 
particular, for the case $m=n$, if choices are made  independently at random, 
the limiting distribution of the defect (the number of drivers who fail to 
park), scaled by the square root of $n$, is the Rayleigh distribution. On the 
other hand, in the case $m=\omega(n)$, the probability that all spaces are 
occupied tends asymptotically to one.
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it is free, and otherwise takes the first available space with a larger number 
(if any). If all drivers park successfully, the sequence of choices is called a 
parking function. In general, if $k$ drivers fail to park, we have a 
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moreAbstract
Completely automated electronic securities exchanges 
and algorithms for trading in these exchanges have become 
very important for modern finance. In \cite{kkmo04}, 
Kakade \etal introduced the limit order market model, 
which is a prevalent paradigm in electronic markets. 
In this paper, we consider both online and offline algorithms 
for selling securities in limit order markets in order to 
maximize the total revenue realized from the sale. We first 
prove that the standard reservation price algorithm has an 
optimal competitive ratio for this problem. Since this is 
not constant, we turn to offline optimization in order to 
compute improved solutions. We show that the offline 
optimization problem is \textbf{NP}-hard, even for very restricted 
instances, by reducing from \knapsack. We complement the 
hardness result by presenting an approximation scheme 
that runs in polynomial time for a wide class of instances.
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moreAbstract
We study non-overlapping axis-parallel packings of 3D boxes with profits into a 
dedicated bigger box where rotation is either forbidden or permitted; we wish 
to maximize the total profit. Since this optimization problem is NP-hard, we 
focus on approximation algorithms. We obtain fast and simple algorithms for the 
non-rotational scenario with approximation ratios $9+\epsilon$ and $8+\epsilon$ 
as well as an algorithm with approximation ratio $7+\epsilon$ that uses more 
sophisticated techniques; these are the smallest approximation ratios known for 
this problem. Furthermore, we show how the used techniques can be adapted to 
the case where rotation by $90^{\circ}$ either around the $z$-axis or around 
all axes is permitted, where we obtain algorithms with approximation ratios 
$6+\epsilon$ and $5+\epsilon$, respectively. Finally our methods yield a 3D 
generalization of a packability criterion and a strip packing algorithm with 
absolute approximation ratio $\textfrac{29}{4}$, improving the previously best 
known result of $\textfrac{45}{4}$.
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moreAbstract
Known algorithms for reconstructing a 2-manifold from
a point sample in R3 are naturally based on deci-
sions/predicates that take the geometry of the point sample
into account. Facing the always present problem of round-off
errors that easily compromise the exactness of those predi-
cate decisions, an exact and robust implementation of these
algorithms is far from being trivial and typically requires
the employment of advanced datatypes for exact arithmetic
as provided by libraries like CORE, LEDA or GMP. In this
paper we present a new reconstruction algorithm, one of
whose main novelties is to throw away geometry informa-
tion early on in the reconstruction process and to mainly
operate combinatorially on a graph structure. As such it
is less susceptible to robustness problems due to round-off
errors and also benefits from not requiring expensive exact
arithmetic by faster running times. A more theoretical view
on our algorithm including correctness proofs under suitable
sampling conditions can be found in a companion paper [3].
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moreAbstract
Algorithms for reconstructing a 2-manifold from a point sample in R^3 based on 
Voronoi-ﬁltering like CRUST or CoCone still
require -- after identifying a set of candidate triangles -- a so-called 
manifold extraction step which identiﬁes a subset of the candidate triangles to 
form the ﬁnal reconstruction surface. Non-locality of the latter step is caused 
by so-called slivers -- conﬁgurations of four almost cocircular points having 
an empty circumsphere with center close to the manifold surface.
 
We prove that under a certain mild condition -- local uniformity -- which 
typically holds in practice but can also be enforced theoretically, one can 
compute a reconstruction using an algorithm whose decisions about the 
adjacencies of a point only depend on nearby points.
 
While the theoretical proof requires an extremely high sampling density, our 
prototype implementation, described in a companion paper, performs well on 
typical sample sets. Due to its local mode of computation, it might be 
particularly suited for parallel computing or external memory scenarios.
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moreAbstract
We show how to compute the planar arrangement induced by segments of arbitrary 
algebraic curves with the Bentley-Ottmann sweep-line algorithm.  The necessary 
geometric primitives reduce to cylindrical algebraic decompositions of the 
plane for one or two curves. We compute them by a new and efficient method that 
combines adaptive-precision root finding (the Bitstream Descartes method of 
Eigenwillig et~al.,\ 2005) with a small number of symbolic computations, and 
that delivers the exact result in all cases. Thus we obtain an algorithm which 
produces the mathematically true arrangement, undistorted by rounding error, 
for any set of input segments. Our algorithm is implemented in the EXACUS 
library AlciX. We report on experiments; they indicate the efficiency of our 
approach.
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moreAbstract
We introduce two data-structural transformations to construct double-ended 
priority queues from priority queues. To apply our transformations the priority 
queues exploited must support the
extraction of an unspecified element, in addition to the standard 
priority-queue operations. With the first transformation we obtain a 
double-ended priority queue which guarantees the worst-case cost of $O(1)$ for 
\Findmin{}, \Findmax{}, \Insert{}, \Extract{}; and the worst-case cost of 
$O(\lg n)$ with at most $\lg n + O(1)$ element comparisons for \Delete{}.  With 
the second transformation we get a meldable double-ended priority queue which 
guarantees the worst-case cost of $O(1)$ for \Findmin{}, \Findmax{}, \Insert{}, 
\Extract{}; the worst-case cost of $O(\lg n)$ with at most $\lg n + O(\lg \lg 
n)$ element comparisons for \Delete{}; and the worst-case cost of 
$O(\min\set{\lg m, \lg n})$ for \Meld{}.  Here, $m$ and $n$ denote the number 
of elements stored in the data structures prior to the operation in question.
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moreAbstract
We give a priority queue that achieves the same amortized bounds as Fibonacci
heaps. Namely, find-min requires O(1) worst-case time, insert, meld and
decrease-key require O(1) amortized time, and delete-min requires $O(\log n)$
amortized time. Our structure is simple and promises an efficient practical
behavior when compared to other known Fibonacci-like heaps. The main idea
behind our construction is to propagate rank updates instead of performing
cascaded cuts following a decrease-key operation, allowing for a relaxed
structure.
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moreAbstract
We introduce a framework for reducing the number of element
comparisons performed in priority-queue operations.  In particular, we
give a priority queue which guarantees the worst-case cost of $O(1)$
per minimum finding and insertion, and the worst-case cost of $O(\log
n)$ with at most $\log n + O(1)$ element comparisons per minimum
deletion and deletion, improving the bound of $2\log n + O(1)$ known for 
binomial queues.  Here, $n$ denotes the number of elements stored in the 
data structure prior to the operation in question, and $\log n$ equals 
$\log_2(\max\set{2, n})$.  As an immediate application of the priority queue 
developed, we obtain a sorting algorithm that is optimally adaptive with 
respect to the inversion measure of disorder, and that sorts a sequence 
having $n$ elements and $I$ inversions with at most $n \log (I/n) + O(n)$
element comparisons.
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per minimum finding and insertion, and the worst-case cost of $O(\log
n)$ with at most $\log n + O(1)$ element comparisons per minimum
deletion and deletion, improving the bound of $2\log n + O(1)$ known for 
binomial queues.  Here, $n$ denotes the number of elements stored in the 
data structure prior to the operation in question, and $\log n$ equals 
$\log_2(\max\set{2, n})$.  As an immediate application of the priority queue 
developed, we obtain a sorting algorithm that is optimally adaptive with 
respect to the inversion measure of disorder, and that sorts a sequence 
having $n$ elements and $I$ inversions with at most $n \log (I/n) + O(n)$
element comparisons.
%J ACM Transactions on Algorithms
%V 5
%N 1
%& 1
%P 1 - 19
%Z sequence number: 14
%I ACM
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1933
    
                Conference paper
            
D1


        P. Emeliyanenko and M. Kerber
    

        “Visualizing and Exploring Planar Algebraic Arrangements - a Web Application,” in Proceedings of the Twenty-Fourth Annual Symposium on Computational Geometry (SCG’08), College Park Maryland, USA, 2008.
    
moreAbstract
A web application is presented to compute, plot, and interactively explore
planar arrangements induced by algebraic plane curves of arbitrary degree.
It produces accurate curve plots and reflects the exact topology for 
any arrangement, including degenerated cases.
Various user interface features allow the interactive exploration 
of the arrangement structure.
This makes the tool useful for demonstrative and educational purposes,
especially as it runs without initial installation process.
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moreAbstract
We consider the problem of maximizing the minimum load for
machines that are controlled by selfish agents, who are only
interested in maximizing their own profit. Unlike the classical
load balancing problem, this problem
has not been considered for selfish agents until now.
 
For a constant number of machines, $m$, we show a
monotone polynomial time approximation scheme (PTAS) with running
time that is linear in the number of jobs. It uses a new
technique for reducing the number of jobs while remaining close
to the optimal solution. We also present an FPTAS for the classical
machine covering problem, i.e., where no selfish agents are involved
(the previous best result for this case was a PTAS)
and use this to give a monotone FPTAS.
 
Additionally, we give a monotone approximation algorithm with
approximation ratio $\min(m,(2+\varepsilon)s_1/s_m)$ where $\varepsilon>0$ can
be chosen arbitrarily small and $s_i$ is the (real) speed of
machine $i$. Finally we give improved results for two machines.
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and use this to give a monotone FPTAS.
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moreAbstract
Recent interest in Nash equilibria led to a study of the {\it
price of anarchy} (PoA) and the  {\it strong price of anarchy}
(SPoA) for scheduling problems. The two
measures express the worst case ratio between the cost of an
equilibrium (a pure Nash equilibrium, and a strong equilibrium,
respectively) to the cost of a social optimum.
 
We consider scheduling on uniformly related machines. 
Here the atomic players are the jobs, and the delay of a job is the
completion time of the machine running it, also called the load
of this machine. The social goal is to minimize the maximum delay
of any job, while the selfish goal of each job is to minimize its
own delay, that is, the delay of the machine running it.
 
While previous studies either consider identical speed machines or an
arbitrary number of speeds, focusing on the number of machines as
a parameter, we consider the situation in which the number of
different speeds is small. We reveal a linear dependence between
the number of speeds and the poa. For a set of machines of at
most $p$ speeds, the PoA turns out to be exactly $p+1$. The
growth of the PoA for large numbers of related machines is
therefore a direct result of the large number of potential speeds.
We further consider a well known structure of processors, where
all machines are of the same speed except for one possibly faster
machine. We investigate the PoA as a function of both the speed
of the fastest machine and the number of slow machines, and give
tight bounds for nearly all cases.
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We consider scheduling on uniformly related machines. 
Here the atomic players are the jobs, and the delay of a job is the
completion time of the machine running it, also called the load
of this machine. The social goal is to minimize the maximum delay
of any job, while the selfish goal of each job is to minimize its
own delay, that is, the delay of the machine running it.

While previous studies either consider identical speed machines or an
arbitrary number of speeds, focusing on the number of machines as
a parameter, we consider the situation in which the number of
different speeds is small. We reveal a linear dependence between
the number of speeds and the poa. For a set of machines of at
most $p$ speeds, the PoA turns out to be exactly $p+1$. The
growth of the PoA for large numbers of related machines is
therefore a direct result of the large number of potential speeds.
We further consider a well known structure of processors, where
all machines are of the same speed except for one possibly faster
machine. We investigate the PoA as a function of both the speed
of the fastest machine and the number of slow machines, and give
tight bounds for nearly all cases.
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moreAbstract
We study the two-dimensional version of the bin packing problem
with conflicts. We are given a set of (two-dimensional) squares
$V=\{ 1,2, \ldots ,n\}$ with sides $s_1,s_2 \ldots ,s_n \in
[0,1]$ and a conflict graph $G=(V,E)$. We seek to find a
partition of the items into independent sets of $G$, where each
independent set can be packed into a unit square bin, such that
no two squares packed together in one bin overlap. The goal is to
minimize the number of independent sets in the partition.
 
This problem generalizes the square packing problem (in which we
have $E=\emptyset$) and the graph coloring problem (in which
$s_i=0$ for all $i=1,2, \ldots ,n$). It is well known that
coloring problems on general graphs are hard to approximate.
Following previous work on the one-dimensional problem, we study
the problem on specific graph classes, namely, bipartite graphs
and perfect graphs.
 
We design a $2+\eps$-approximation for bipartite graphs, which is
almost best possible (unless ${\mathit P=NP}$). For perfect
graphs, we design a 3.2744-approximation.
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no two squares packed together in one bin overlap. The goal is to
minimize the number of independent sets in the partition.

This problem generalizes the square packing problem (in which we
have $E=\emptyset$) and the graph coloring problem (in which
$s_i=0$ for all $i=1,2, \ldots ,n$). It is well known that
coloring problems on general graphs are hard to approximate.
Following previous work on the one-dimensional problem, we study
the problem on specific graph classes, namely, bipartite graphs
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moreAbstract
We continue the study of bin packing with splittable items and
cardinality constraints. In this problem, a set of items must be
packed into as few bins as possible. Items may be split, but each bin may
contain at most $k$ (parts of) items, where $k$ is some
fixed constant. 
Complicating the problem further is the fact that 
items may be larger than 1, which is the size of a bin.
We close this problem
by providing a polynomial-time approximation scheme for it. We first
present a scheme for the case $k=2$ and then for the general case
of constant $k$.
 
Additionally, we present \emph{dual} approximation schemes for $k=2$
and constant $k$.
Thus we show that for any $\varepsilon>0$, it is possible to pack the items into
the optimal number of bins in polynomial time, 
if the algorithm may use bins of size $1+\varepsilon$.
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fixed constant. 
Complicating the problem further is the fact that 
items may be larger than 1, which is the size of a bin.
We close this problem
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exact location of clusters can be modified dynamically. We study
several variants and generalizations of the online unit clustering
problem, which are inspired by variants of packing and scheduling
problems in the literature.
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Online Algorithms 2006}, LNCS 4368, p.121--131. Springer, 2006).
We design a deterministic
algorithm with a competitive ratio of $7/4$ for the
one-dimensional case. This is the first deterministic algorithm
that beats the bound of 2. It also has a better competitive ratio
than the previous randomized algorithms. Moreover, we provide the
first non-trivial deterministic lower bound, improve the
randomized lower bound, and prove the first lower bounds for
higher dimensions.


BibTeX
@inproceedings{vanStee2008k,
TITLE = {On the Online Unit Clustering Problem},
AUTHOR = {Epstein, Leah and van Stee, Rob},
LANGUAGE = {eng},
ISSN = {0302-9743},
URL = {http://www.springerlink.com/content/221m1721nv567730/fulltext.pdf},
DOI = {10.1007/978-3-540-77918-6_16},
LOCALID = {Local-ID: C125756E0038A185-102A0877BB549663C125753C004602A1-vanStee2008k},
PUBLISHER = {Springer},
YEAR = {2007},
DATE = {2008},
ABSTRACT = {We continue the study of the online unit clustering problem, introduced by Chan and Zarrabi-Zadeh (\emph{Workshop on Approximation and Online Algorithms 2006}, LNCS 4368, p.121--131. Springer, 2006). We design a deterministic algorithm with a competitive ratio of $7/4$ for the one-dimensional case. This is the first deterministic algorithm that beats the bound of 2. It also has a better competitive ratio than the previous randomized algorithms. Moreover, we provide the first non-trivial deterministic lower bound, improve the randomized lower bound, and prove the first lower bounds for higher dimensions.},
BOOKTITLE = {Approximation and Online Algorithms (WAOA 2007)},
EDITOR = {Kaklamanis, Christos and Skutella, Martin},
PAGES = {193--206},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {4927},
ADDRESS = {Eilat, Israel},
}

Endnote
%0 Conference Proceedings
%A Epstein, Leah
%A van Stee, Rob
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T On the Online Unit Clustering Problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1C85-5
%F EDOC: 428066
%R 10.1007/978-3-540-77918-6_16
%U http://www.springerlink.com/content/221m1721nv567730/fulltext.pdf
%F OTHER: Local-ID: C125756E0038A185-102A0877BB549663C125753C004602A1-vanStee2008k
%D 2008
%B 5th International Workshop on Approximation and Online Algorithms
%Z date of event: 2007-10-11 - 2007-10-12
%C Eilat, Israel
%X We continue the study of the online unit clustering problem,
introduced by Chan and Zarrabi-Zadeh (\emph{Workshop on Approximation and
Online Algorithms 2006}, LNCS 4368, p.121--131. Springer, 2006).
We design a deterministic
algorithm with a competitive ratio of $7/4$ for the
one-dimensional case. This is the first deterministic algorithm
that beats the bound of 2. It also has a better competitive ratio
than the previous randomized algorithms. Moreover, we provide the
first non-trivial deterministic lower bound, improve the
randomized lower bound, and prove the first lower bounds for
higher dimensions.
%B Approximation and Online Algorithms
%E Kaklamanis, Christos; Skutella, Martin
%P 193 - 206
%I Springer
%B Lecture Notes in Computer Science
%N 4927
%@ false




	DOI
	PuRe
	BibTeX

	


        1942
    
                Article
            
D1


        N. Fountoulakis
    

        “3-Uniform Hypergraphs of Bounded Degree have Linear Ramsey Numbers,” Journal of Combinatorial Theory, Series B, vol. 98, 2008.
    
moreBibTeX
@article{Fountoulakis2008a,
TITLE = {3-Uniform Hypergraphs of Bounded Degree have Linear Ramsey Numbers},
AUTHOR = {Fountoulakis, Nikolaos},
LANGUAGE = {eng},
DOI = {0.1016/j.jctb.2007.08.008},
LOCALID = {Local-ID: C125756E0038A185-89A2E0CA85BF75E1C125755C0034A3E5-Fountoulakis2008a},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2008},
DATE = {2008},
JOURNAL = {Journal of Combinatorial Theory, Series B},
VOLUME = {98},
PAGES = {484--505},
}

Endnote
%0 Journal Article
%A Fountoulakis, Nikolaos
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T 3-Uniform Hypergraphs of Bounded Degree have Linear Ramsey Numbers : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1ABA-C
%F EDOC: 428072
%R 0.1016/j.jctb.2007.08.008
%F OTHER: Local-ID: C125756E0038A185-89A2E0CA85BF75E1C125755C0034A3E5-Fountoulakis2008a
%7 2008
%D 2008
%* Review method: peer-reviewed
%J Journal of Combinatorial Theory, Series B
%V 98
%& 484
%P 484 - 505
%I Elsevier
%C Amsterdam




	DOI
	PuRe
	BibTeX

	


        1943
    
                Article
            
D1


        N. Fountoulakis
    

        “The Order of the Largest Complete Minor in a Random Graph,” Random Structures and Algorithms, vol. 33, 2008.
    
moreBibTeX
@article{Fountoulakis2008b,
TITLE = {The Order of the Largest Complete Minor in a Random Graph},
AUTHOR = {Fountoulakis, Nikolaos},
LANGUAGE = {eng},
ISSN = {1042-9832},
URL = {http://www3.interscience.wiley.com/journal/119030423/abstract},
LOCALID = {Local-ID: C125756E0038A185-C726BC5BE0FC02D2C125755C0034DA7B-Fountoulakis2008b},
PUBLISHER = {Wiley},
ADDRESS = {Chichester},
YEAR = {2008},
DATE = {2008},
JOURNAL = {Random Structures and Algorithms},
VOLUME = {33},
PAGES = {127--141},
}

Endnote
%0 Journal Article
%A Fountoulakis, Nikolaos
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T The Order of the Largest Complete Minor in a Random Graph : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1D2C-5
%F EDOC: 428074
%U http://www3.interscience.wiley.com/journal/119030423/abstract
%F OTHER: Local-ID: C125756E0038A185-C726BC5BE0FC02D2C125755C0034DA7B-Fountoulakis2008b
%7 2008
%D 2008
%* Review method: peer-reviewed
%J Random Structures and Algorithms
%V 33
%& 127
%P 127 - 141
%I Wiley
%C Chichester
%@ false




	PuRe
	BibTeX

	


        1944
    
                Article
            
D1


        N. Fountoulakis
    

        “The Evolution of the Mixing Rate of a Simple Random Walk on the Giant Component of a Random Graph,” Random Structures and Algorithms, vol. 33, 2008.
    
moreBibTeX
@article{Fountoulakis2008,
TITLE = {The Evolution of the Mixing Rate of a Simple Random Walk on the Giant Component of a Random Graph},
AUTHOR = {Fountoulakis, Nikolaos},
LANGUAGE = {eng},
ISSN = {1042-9832},
URL = {http://www3.interscience.wiley.com/journal/119138997/abstract?CRETRY=1&SRETRY=0},
LOCALID = {Local-ID: C125756E0038A185-179764A96B2E6D17C125755C00345175-Fountoulakis2008},
PUBLISHER = {Wiley},
ADDRESS = {Chichester},
YEAR = {2008},
DATE = {2008},
JOURNAL = {Random Structures and Algorithms},
VOLUME = {33},
PAGES = {68--86},
}

Endnote
%0 Journal Article
%A Fountoulakis, Nikolaos
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T The Evolution of the Mixing Rate of a Simple Random Walk on the Giant Component of a Random Graph : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1D24-6
%F EDOC: 428073
%U http://www3.interscience.wiley.com/journal/119138997/abstract?CRETRY=1&SRETRY=0
%F OTHER: Local-ID: C125756E0038A185-179764A96B2E6D17C125755C00345175-Fountoulakis2008
%D 2008
%* Review method: peer-reviewed
%J Random Structures and Algorithms
%V 33
%& 68
%P 68 - 86
%I Wiley
%C Chichester
%@ false




	PuRe
	BibTeX

	


        1945
    
                Conference paper
            
D1


        T. Friedrich, P. Oliveto, D. Sudholt, and C. Witt
    

        “Theoretical Analysis of Diversity Mechanisms for Global Exploration,” in Genetic and Evolutionary Computation Conference 2008 (GECCO 2008), Atlanta, GA, USA, 2008.
    
moreBibTeX
@inproceedings{FOSW08,
TITLE = {Theoretical Analysis of Diversity Mechanisms for Global Exploration},
AUTHOR = {Friedrich, Tobias and Oliveto, Pietro and Sudholt, Dirk and Witt, Carsten},
LANGUAGE = {eng},
ISBN = {978-1-60558-130-9},
URL = {http://doi.acm.org/10.1145/1389095.1389276},
DOI = {10.1145/1389095.1389276},
LOCALID = {Local-ID: C125756E0038A185-151FD4300DB9845CC1257559004FB0BD-FOSW08},
PUBLISHER = {ACM},
YEAR = {2009},
DATE = {2008},
BOOKTITLE = {Genetic and Evolutionary Computation Conference 2008 (GECCO 2008)},
EDITOR = {Keijzer, Maarten and Antoniol., Giuliano and Congdon, Clare Bates and Deb, Kalyanmoy and Doerr, Benjamin and Hansen, Nikolaus and Holmes, John H. and Hornby, Gregory S. and Howard, Daniel and Kennedy, James and Kumar, Sanjeev and Lobo, Fernando G. and Miller, Julian Francis and Moore, Jason and Neumann, Frank and Pelikan, Martin and Pollack, Jordan and Sastry, Kumara and Stanley, Kenneth and Stoica, Adrian and Talbi, El-Ghazali and Wegener, Ingo},
PAGES = {945--952},
ADDRESS = {Atlanta, GA, USA},
}

Endnote
%0 Conference Proceedings
%A Friedrich, Tobias
%A Oliveto, Pietro
%A Sudholt, Dirk
%A Witt, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Theoretical Analysis of Diversity Mechanisms for Global Exploration : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1D2E-1
%F EDOC: 428079
%R 10.1145/1389095.1389276
%U http://doi.acm.org/10.1145/1389095.1389276
%F OTHER: Local-ID: C125756E0038A185-151FD4300DB9845CC1257559004FB0BD-FOSW08
%D 2008
%B 2008 Genetic and Evolutionary Computation Conference
%Z date of event: 2009-02-10 - 2009-02-10
%C Atlanta, GA, USA
%B Genetic and Evolutionary Computation Conference 2008
%E Keijzer, Maarten; Antoniol., Giuliano; Congdon, Clare Bates; Deb, Kalyanmoy; Doerr, Benjamin; Hansen, Nikolaus; Holmes, John H.; Hornby, Gregory S.; Howard, Daniel; Kennedy, James; Kumar, Sanjeev; Lobo, Fernando G.; Miller, Julian Francis; Moore, Jason; Neumann, Frank; Pelikan, Martin; Pollack, Jordan; Sastry, Kumara; Stanley, Kenneth; Stoica, Adrian; Talbi, El-Ghazali; Wegener, Ingo
%P 945 - 952
%I ACM
%@ 978-1-60558-130-9




	DOI
	PuRe
	BibTeX

	


        1946
    
                Conference paper
            
D1


        T. Friedrich, C. Horoba, and F. Neumann
    

        “Runtime Analyses for Using Fairness in Evolutionary Multi-Objective Optimization,” in Parallel Problem Solving from Nature – PPSN X, Dortmund, Germany, 2008.
    
moreBibTeX
@inproceedings{FriHorNeuPPSN2008,
TITLE = {Runtime Analyses for Using Fairness in Evolutionary Multi-Objective Optimization},
AUTHOR = {Friedrich, Tobias and Horoba, Christian and Neumann, Frank},
LANGUAGE = {eng},
ISBN = {978-3-540-87699-1},
URL = {http://dx.doi.org/10.1007/978-3-540-87700-4_67},
DOI = {10.1007/978-3-540-87700-4_67},
LOCALID = {Local-ID: C125756E0038A185-E78DE54D265455D5C1257551004654FF-FriHorNeuPPSN2008},
PUBLISHER = {Springer},
YEAR = {2009},
DATE = {2008},
BOOKTITLE = {Parallel Problem Solving from Nature -- PPSN X},
EDITOR = {Rudolph, G{\"u}nter and Jansen, Thomas and Lucas, Simon M. and Poloni, Carlo and Beume, Nicola},
PAGES = {671--680},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {5199},
ADDRESS = {Dortmund, Germany},
}

Endnote
%0 Conference Proceedings
%A Friedrich, Tobias
%A Horoba, Christian
%A Neumann, Frank
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Runtime Analyses for Using Fairness in Evolutionary Multi-Objective Optimization : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1CDF-E
%F EDOC: 428078
%R 10.1007/978-3-540-87700-4_67
%U http://dx.doi.org/10.1007/978-3-540-87700-4_67
%F OTHER: Local-ID: C125756E0038A185-E78DE54D265455D5C1257551004654FF-FriHorNeuPPSN2008
%D 2008
%B 10th International Conference, Dortmund, Germany, September 13-17, 2008. Proceedings
%Z date of event: 2009-02-02 - 2009-02-02
%C Dortmund, Germany
%B Parallel Problem Solving from Nature &#8211; PPSN X
%E Rudolph, G&#252;nter; Jansen, Thomas; Lucas, Simon M.; Poloni, Carlo; Beume, Nicola
%P 671 - 680
%I Springer
%@ 978-3-540-87699-1
%B Lecture Notes in Computer Science
%N 5199




	DOI
	PuRe
	BibTeX

	


        1947
    
                Conference paper
            
D1


        T. Friedrich and N. Hebbinghaus
    

        “Average Update Times for Fully-Dynamic All-Pairs Shortest Paths.,” in Algorithms and Computation : 19th International Symposium, (ISAAC 2008), Gold Coast, Australia, 2008.
    
moreBibTeX
@inproceedings{FH08,
TITLE = {Average Update Times for Fully-Dynamic All-Pairs Shortest Paths.},
AUTHOR = {Friedrich, Tobias and Hebbinghaus, Nils},
LANGUAGE = {eng},
ISBN = {978-3-540-92181-3},
URL = {http://dx.doi.org/10.1007/978-3-540-92182-0_61},
DOI = {10.1007/978-3-540-92182-0_61},
LOCALID = {Local-ID: C125756E0038A185-D90AB617C945DBF9C1257559004CB614-FH08},
PUBLISHER = {Springer},
YEAR = {2009},
DATE = {2008},
BOOKTITLE = {Algorithms and Computation : 19th International Symposium, (ISAAC 2008)},
EDITOR = {Hong, Seok-Hee and Nagamochi, Hiroshi and Fukunaga, Takuro},
PAGES = {693--704},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {5369},
ADDRESS = {Gold Coast, Australia},
}

Endnote
%0 Conference Proceedings
%A Friedrich, Tobias
%A Hebbinghaus, Nils
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Average Update Times for Fully-Dynamic All-Pairs Shortest Paths. : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1B1F-F
%F EDOC: 428077
%R 10.1007/978-3-540-92182-0_61
%U http://dx.doi.org/10.1007/978-3-540-92182-0_61
%F OTHER: Local-ID: C125756E0038A185-D90AB617C945DBF9C1257559004CB614-FH08
%D 2008
%B 19th International Symposium on Algorithms and Computation
%Z date of event: 2009-02-10 - 2009-02-10
%C Gold Coast, Australia
%B Algorithms and Computation : 19th International Symposium, 
%E Hong, Seok-Hee; Nagamochi, Hiroshi; Fukunaga, Takuro
%P 693 - 704
%I Springer
%@ 978-3-540-92181-3
%B Lecture Notes in Computer Science
%N 5369




	DOI
	PuRe
	BibTeX

	


        1948
    
                Article
            
D1


        G. Froyland, T. Koch, N. Megow, E. Duane, and H. Wren
    

        “Optimizing the Landside Operation of a Container Terminal,” OR Spectrum, vol. 30, no. 1, 2008.
    
moreBibTeX
@article{FroylandKMDW08,
TITLE = {Optimizing the Landside Operation of a Container Terminal},
AUTHOR = {Froyland, Gary and Koch, Thorsten and Megow, Nicole and Duane, Emily and Wren, Howard},
LANGUAGE = {eng},
ISSN = {0171-6468},
DOI = {10.1007/s00291-007-0082-7},
LOCALID = {Local-ID: C125756E0038A185-043D5C54C3FFB6EEC125747A00662314-FroylandKMDW08},
PUBLISHER = {Springer},
ADDRESS = {Berlin},
YEAR = {2008},
DATE = {2008},
JOURNAL = {OR Spectrum},
VOLUME = {30},
NUMBER = {1},
PAGES = {53--75},
}

Endnote
%0 Journal Article
%A Froyland, Gary
%A Koch, Thorsten
%A Megow, Nicole
%A Duane, Emily
%A Wren, Howard
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Optimizing the Landside Operation of a Container Terminal : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1C8F-2
%F EDOC: 428081
%F OTHER: Local-ID: C125756E0038A185-043D5C54C3FFB6EEC125747A00662314-FroylandKMDW08
%R 10.1007/s00291-007-0082-7
%D 2008
%* Review method: peer-reviewed
%J OR Spectrum
%V 30
%N 1
%& 53
%P 53 - 75
%I Springer
%C Berlin
%@ false




	DOI
	PuRe
	BibTeX

	


        1949
    
                Conference paper
            
D1


        S. Funke, S. Laue, R. Naujoks, and Z. Lotker
    

        “Power Assignment Problems in Wireless Communication: Covering Points by Disks, Reaching few Receivers Quickly, and Energy-Efficient Travelling Salesman Tours,” in Distributed Computing in Sensor Systems (DCOSS 2008), Santorini Island, Greece, 2008.
    
moreBibTeX
@inproceedings{FLNL2008,
TITLE = {Power Assignment Problems in Wireless Communication: Covering Points by Disks, Reaching few Receivers Quickly, and Energy-Efficient Travelling Salesman Tours},
AUTHOR = {Funke, Stefan and Laue, S{\"o}ren and Naujoks, Rouven and Lotker, Zvi},
LANGUAGE = {eng},
ISBN = {3-540-73089-3},
URL = {http://dx.doi.org/10.1007/978-3-540-69170-9_19},
DOI = {10.1007/978-3-540-69170-9_19},
LOCALID = {Local-ID: C125756E0038A185-EA178C8E24528EBEC125755B00405210-FLNL2008},
PUBLISHER = {Springer},
YEAR = {2008},
DATE = {2008},
BOOKTITLE = {Distributed Computing in Sensor Systems (DCOSS 2008)},
EDITOR = {Nikoletseas, Sotiris E. and Chlebus, Bogdan S. and Johnson, David B. and Krishnamachari, Bhaskar},
PAGES = {282--295},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {5067},
ADDRESS = {Santorini Island, Greece},
}

Endnote
%0 Conference Proceedings
%A Funke, Stefan
%A Laue, S&#246;ren
%A Naujoks, Rouven
%A Lotker, Zvi
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Discrete Optimization, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Power Assignment Problems in Wireless Communication: Covering Points by Disks, Reaching few Receivers Quickly, and Energy-Efficient Travelling Salesman Tours : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1CAC-F
%F EDOC: 428084
%R 10.1007/978-3-540-69170-9_19
%U http://dx.doi.org/10.1007/978-3-540-69170-9_19
%F OTHER: Local-ID: C125756E0038A185-EA178C8E24528EBEC125755B00405210-FLNL2008
%D 2008
%B 4th IEEE International Conference on Distributed Computing in Sensor Systems
%Z date of event: 2008-06-11 - 2008-06-14
%C Santorini Island, Greece
%B Distributed Computing in Sensor Systems
%E Nikoletseas, Sotiris E.; Chlebus, Bogdan S.; Johnson, David B.; Krishnamachari, Bhaskar
%P 282 - 295
%I Springer
%@ 3-540-73089-3
%B Lecture Notes in Computer Science
%N 5067




	DOI
	PuRe
	BibTeX

	


        1950
    
                Article
            
D1


        J. Giesen and M. John
    

        “The Flow Complex: A Data Structure for Geometric Modeling,” Computational Geometry - Theory and Applications, vol. 39, no. 3, 2008.
    
moreBibTeX
@article{Giesen2008z,
TITLE = {The Flow Complex: A Data Structure for Geometric Modeling},
AUTHOR = {Giesen, Joachim and John, Matthias},
LANGUAGE = {eng},
ISSN = {0925-7721},
URL = {http://dx.doi.org/10.1016/j.comgeo.2007.01.002},
DOI = {10.1016/j.comgeo.2007.01.002},
LOCALID = {Local-ID: C125756E0038A185-3CC40EF995A3BE6DC12573D900557C77-Giesen2008},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2008},
DATE = {2008},
JOURNAL = {Computational Geometry -- Theory and Applications},
VOLUME = {39},
NUMBER = {3},
PAGES = {178--190},
}

Endnote
%0 Journal Article
%A Giesen, Joachim
%A John, Matthias
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T The Flow Complex: A Data Structure for Geometric Modeling : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1D26-2
%F EDOC: 428091
%R 10.1016/j.comgeo.2007.01.002
%U http://dx.doi.org/10.1016/j.comgeo.2007.01.002
%F OTHER: Local-ID: C125756E0038A185-3CC40EF995A3BE6DC12573D900557C77-Giesen2008
%7 2008
%D 2008
%* Review method: peer-reviewed
%J Computational Geometry - Theory and Applications
%V 39
%N 3
%& 178
%P 178 - 190
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        1951
    
                Article
            
D1D5


        F. Grandoni, J. Könemann, A. Panconesi, and M. Sozio
    

        “A Primal-dual Bicriteria Distributed Algorithm for Capacitated Vertex Cover,” SIAM Journal on Computing, vol. 38, no. 3, 2008.
    
moreBibTeX
@article{Grandoni2008,
TITLE = {A Primal-dual Bicriteria Distributed Algorithm for Capacitated Vertex Cover},
AUTHOR = {Grandoni, Fabrizio and K{\"o}nemann, Jochen and Panconesi, Alessandro and Sozio, Mauro},
LANGUAGE = {eng},
ISSN = {0097-5397},
URL = {http://dx.doi.org/10.1137/06065310X},
DOI = {10.1137/06065310X},
LOCALID = {Local-ID: C125756E0038A185-C3E0B7E6C4D57358C12575780032A0FB-Grandoni2008},
PUBLISHER = {Society for Industrial and Applied Mathematics.},
ADDRESS = {Philadelphia, PA},
YEAR = {2008},
DATE = {2008},
JOURNAL = {SIAM Journal on Computing},
VOLUME = {38},
NUMBER = {3},
PAGES = {825--840},
}

Endnote
%0 Journal Article
%A Grandoni, Fabrizio
%A K&#246;nemann, Jochen
%A Panconesi, Alessandro
%A Sozio, Mauro
%+ Discrete Optimization, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T A Primal-dual Bicriteria Distributed Algorithm for Capacitated Vertex Cover : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1B0E-8
%F EDOC: 428096
%R 10.1137/06065310X
%U http://dx.doi.org/10.1137/06065310X
%F OTHER: Local-ID: C125756E0038A185-C3E0B7E6C4D57358C12575780032A0FB-Grandoni2008
%7 2008
%D 2008
%* Review method: peer-reviewed
%J SIAM Journal on Computing
%V 38
%N 3
%& 825
%P 825 - 840
%I Society for Industrial and Applied Mathematics.
%C Philadelphia, PA
%@ false




	DOI
	PuRe
	BibTeX

	


        1952
    
                Proceedings
            
D1


        D. Halperin and K. Mehlhorn
    

        Eds., Algorithms - ESA 2008 : 16th Annual European Symposium. Springer, 2008.
    
moreBibTeX
@proceedings{Mehlhorn08,
TITLE = {Algorithms -- ESA 2008 : 16th Annual European Symposium},
EDITOR = {Halperin, Dan and Mehlhorn, Kurt},
LANGUAGE = {eng},
ISBN = {978-3-540-87743-1},
DOI = {10.1007/978-3-540-87744-8},
LOCALID = {Local-ID: C125756E0038A185-14FFC212583C3355C1257571003AEB16-Mehlhorn08},
PUBLISHER = {Springer},
YEAR = {2008},
DATE = {2008},
PAGES = {XVII, 844},
ADDRESS = {Karlsruhe, Germany},
}

Endnote
%0 Conference Proceedings
%E Halperin, Dan
%E Mehlhorn, Kurt
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Algorithms - ESA 2008 : 16th Annual European Symposium : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1AD1-5
%F EDOC: 428098
%@ 978-3-540-87743-1
%R 10.1007/978-3-540-87744-8
%F OTHER: Local-ID: C125756E0038A185-14FFC212583C3355C1257571003AEB16-Mehlhorn08
%I Springer
%D 2008
%B 16th Annual European Symposium on Algorithms
%Z date of event: 2008-09-15 - 2008-09-17
%D 2008
%C Karlsruhe, Germany
%P XVII, 844




	DOI
	PuRe
	BibTeX

	


        1953
    
                Conference paper
            
D1


        E. Happ, D. Johannsen, C. Klein, and F. Neumann
    

        “Rigorous Analyses of Fitness-Proportional Selection for Optimizing Linear Functions,” in Genetic and Evolutionary Computation Conference 2008 (GECCO 2008), Atlanta, GA, USA, 2008.
    
moreAbstract
Rigorous runtime analyses of evolutionary algorithms (EAs) mainly investigate 
algorithms that use elitist selection methods. Two algorithms commonly studied 
are Randomized Local Search (RLS) and the (1+1)~EA and it is well known that 
both optimize any linear pseudo-Boolean function on $n$ bits within an expected 
number of $\ensuremath{{O}}(n \log n)$ fitness evaluations. In this paper, we 
analyze variants of these algorithms that use fitness proportional selection.
 
A well-known method in analyzing the local changes in the solutions of RLS is a 
reduction to the gambler's ruin problem. We extend this method in order to 
analyze the global changes imposed by the (1+1)~EA. By applying this new 
technique we show that with high probability using fitness proportional 
selection
leads to an exponential optimization time for any linear pseudo-Boolean 
function with non-zero weights. Even worse, all solutions of the algorithms 
during an exponential number of fitness evaluations differ with high 
probability in linearly many bits from the optimal solution.
 
Our theoretical studies are complemented by experimental investigations which 
confirm the asymptotic results on realistic input sizes.
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moreAbstract
We consider the problem of packing rectangles into bins that are unit squares, 
where the goal is to minimize the number of bins used. All rectangles can be 
rotated by $90$ degrees and have to be packed non-overlapping and orthogonal, 
i.e., axis-parallel. We present an algorithm for this problem with an absolute 
worst-case ratio of 2, which is optimal provided $\mathcal{P} \not= 
\mathcal{NP}$.
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moreAbstract
We undertake a rigorous experimental analysis of the optimization behavior of 
the two most studied single ant ACO systems on several pseudo-boolean 
functions. By tracking the behavior of the underlying random processes rather 
than just regarding the resulting optimization time, we gain additional insight 
into these systems. A main finding is that in those cases where the single ant 
ACO system performs well, it basically simulates the much simpler (1+1) 
evolutionary algorithm.
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moreAbstract
We provide a monotone $O(m^{2/3})$-approximation algorithm for
scheduling related machines with precedence constraints.
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moreAbstract
An important class of problems that occur in different fields of research as 
biology, linguistics or in the design of wireless communication networks deal 
with the problem of finding an interconnection of a given set of objects. In 
the first one, we mainly deal with the so called Steiner minimum tree problem 
in Hamming metric. The computation of such trees has turned out to be a key 
tool for the reconstruction of the ancestral relationships of species. We give 
a new exact algorithm that clearly outperforms the branch and bound based 
method of Hendy and Penny which was considered to be the fastest for the last 
$25$ years. Additionally, we propose an extended model that copes with the case 
in which the ancestral relationships are best described by a non-tree 
structure. In the last part, we deal with several problems occurring in the 
design of wireless ad-hoc networks: While minimizing the total power 
consumption of a wireless communication network one wants to establish a 
messaging structure such that certain communication tasks can be performed. For 
these problems we show how approximate solutions can be found.
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moreAbstract
We consider the problem of speed scaling to conserve energy in a multiprocessor 
setting
where there are precedence constraints between tasks, and where the performance 
measure
is the makespan.
That is, we consider an energy bounded version of the classic problem
$Pm \mid prec \mid C_{max}$.
We extend the standard 3-field notation and denote this problem as
$Sm \mid prec, \, energy \mid C_{\max}$.
We show that, without loss of generality, one need only consider constant power
schedules. We then show how to reduce this problem to the problem
$Qm \mid prec \mid C_{max}$ to obtain a poly-log($m$)-approximation algorithm.
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moreAbstract
In this paper, we provide polynomial bounds on the worst case bit-complexity of
two formulations of the continued fraction algorithm. 
In particular, for a square-free integer polynomial of degree $n$ with
coefficients of bit-length $L$, we show that the bit-complexity
of Akritas' formulation is $\wt{O}(n^8L^3)$, and the bit-complexity
of a formulation by Akritas and Strzebo\'nski is $\wt{O}(n^7L^2)$;
here $\wt{O}$ indicates that we are omitting logarithmic factors.
The analyses use a bound by Hong to compute
the floor of the smallest positive root of a polynomial, which is a crucial
step in the continued fraction algorithm. We also propose a modification
of the latter formulation that achieves a bit-complexity of $\wt{O}(n^5L^2)$.
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here $\wt{O}$ indicates that we are omitting logarithmic factors.
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moreAbstract
Recent IR extensions to XML query languages such as Xpath 1.0 Full-Text or the 
NEXI query language 
of the INEX benchmark series reflect the emerging interest in IR-style ranked 
retrieval 
over semistructured data. 
TopX is a top-$k$ retrieval engine for text and semistructured data. 
It terminates query execution as soon as it can safely determine 
the $k$ top-ranked result elements according to a monotonic score aggregation 
function with respect to a multidimensional query. 
It efficiently supports vague search on both content- and structure-oriented 
query conditions for dy\-namic query relaxation with controllable influence on 
the result ranking. 
The main contributions of this paper unfold into four main points: 
1) fully implemented models and algorithms for ranked XML retrieval with XPath 
Full-Text functionality, 
2) efficient and effective top-$k$ query processing for semistructured data, 
3) support for integrating thesauri and ontologies with statistically 
quantified relationships among concepts, leveraged for word-sense 
disambiguation and \linebreak query expansion, and 
4) a comprehensive description of the TopX system, with performance experiments 
on large-scale corpora like TREC Terabyte and INEX Wikipedia.
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We give an algorithm for counting the number of max-weight
solutions to a 2SAT formula, and improve the bound on its running time to 
$O(1.2377^n)$.  The main source of the improvement is a refinement of the 
method of analysis, where we extend the concept of compound (piecewise linear) 
measures to multivariate measures, also allowing the optimal parameters for the 
measure to be found automatically.  This method extension should be of 
independent interest.
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moreAbstract
The \emph{centrality-lethality rule}, which notes that high-degree nodes in a 
protein interaction network tend to correspond to proteins that are essential, 
suggests that the topological prominence of a protein in a protein interaction 
network may be a good predictor of its biological importance. Even though the 
correlation between degree and essentiality was confirmed by many independent 
studies, the reason for this correlation remains illusive. Several hypotheses 
about putative connections between essentiality of hubs and the topology of 
protein–protein interaction networks have been proposed, but as we demonstrate, 
these explanations are not supported by the properties of protein interaction 
networks. To identify the main topological determinant of essentiality and to 
provide a biological explanation for the connection between the network 
topology and essentiality, we performed a rigorous analysis of six variants of 
the genomewide protein interaction network for Saccharomyces cerevisiae 
obtained using different techniques. We demonstrated that the majority of hubs 
are essential due to their involvement in Essential Complex Biological Modules, 
a group of densely connected proteins with shared biological function that are 
enriched in essential proteins. Moreover, we rejected two previously proposed 
explanations for the centrality-lethality rule, one relating the essentiality 
of hubs to their role in the overall network connectivity and another relying 
on the recently published essential protein interactions model.
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moreAbstract
We present a branch-and-bound (bb) algorithm for the multiple sequence 
alignment
problem (MSA), one of the most important problems in computational 
biology. The
upper bound at each bb node is based on a Lagrangian relaxation of an
integer linear programming formulation for MSA. Dualizing certain
inequalities, the Lagrangian subproblem becomes a pairwise alignment 
problem, which
can be solved efficiently by a dynamic programming approach. Due to a 
reformulation
w.r.t. additionally introduced variables prior to relaxation we improve 
the convergence
rate dramatically while at the same time being able to solve the 
Lagrangian problem efficiently.
Our experiments show that our implementation, although preliminary, 
outperforms all exact
algorithms for the multiple sequence alignment problem.
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moreAbstract
In this paper we consider the Online Steiner Tree problem in weighted directed 
graphs of bounded edge-asymmetry α. The edge-asymmetry of a directed graph is 
defined as the maximum ratio of the cost (weight) of antiparallel edges in the 
graph. The problem has applications in multicast routing over a network with 
non-symmetric links. We improve the previously known upper and lower bounds on 
the competitive ratio of any deterministic algorithm due to Faloutsos et al. In 
particular, we show that a better analysis of a simple greedy algorithm yields 
a competitive ratio of O (min {k, α log k/log log α}), where k denotes the 
number of terminals requested. On the negative side, we show a lower bound of Ω
(min{k1-ε, α log k/log log k}) on the competitive ratio of every deterministic 
algorithm for the problem, for any arbitrarily small constant ε.
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moreAbstract
It has been experimentally observed that LRU and variants thereof are the 
preferred strategies for on-line paging. However, under most proposed 
performance measures for on-line algorithms the performance of LRU is the same 
as that of many other strategies which are inferior in practice. In this paper 
we first show that any performance measure which does not include a partition 
or implied distribution of the input sequences of a given length is unlikely to 
distinguish between any two lazy paging algorithms as their performance is 
identical in a very strong sense. This provides a theoretical justification for 
the use of a more refined measure. Building upon the ideas of concave analysis 
by Albers et al. [AFG05], we prove strict separation between LRU and all other 
paging strategies. That is, we show that LRU is the unique optimum strategy for 
paging under a deterministic model. This provides full theoretical backing to 
the empirical observation that LRU is preferable in practice.
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moreAbstract
We present an efficient realization of the following interactive search engine 
feature: as the user is typing the query, words that are related to the last 
query word and that would lead to good hits are suggested, as well as selected 
such hits. The realization has three parts: (i) building clusters of related 
terms, (ii) adding this information as artificial words to the index such that 
(iii) the described feature reduces to an instance of prefix search and 
completion. An efficient solution for the latter is provided by the 
CompleteSearch engine, with which we have integrated the proposed feature. For 
building the clusters of related terms we propose a variant of latent semantic 
indexing that, unlike standard approaches, is completely transparent to the 
user. By experiments on two large test-collections, we demonstrate that the 
feature is provided at only a slight increase in query processing time and 
index size.
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moreAbstract
We describe CompleteSearch, an interactive search engine that offers the user a 
variety of complex features, which at first glance have little in common, yet 
are all provided via one and the same highly optimized core mechanism. This 
mechanism answers queries for what we call context-sensitive prefix search and 
completion: given a set of documents and a word range, compute all words from 
that range which are contained in one of the given documents, as well as those 
of the given documents which contain a word from the given range.
 Among the supported features are: (i) automatic query completion, for example, 
find all completions of the prefix “seman” that occur in the context of the 
word “ontology”, as well as the best hits for any such completion; (ii) 
semi-structured (XML) retrieval, for example, find all emailmessages with 
“dbworld” in the subject line; (iii) semantic search, for example, find all 
politicians which had a private audience with the pope; (iv) DB-style joins and 
grouping, for example, find the most prolific authors with at least one paper 
in both “SIGMOD” and “SIGIR”; and (v) arbitrary combinations of these.
 The prefix search and completion mechanism of Complete- Search is realized via 
a novel kind of index data structure, which enables subsecond query processing 
times for collections up to a terabyte of data, on a single PC. We report on a 
number of lessons learned in the process of building the system and on our 
experience with a number of publicly used deployments.
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moreAbstract
CompleteSearch is a highly interactive search engine, which, instantly after 
every single keystroke, offers to the user various kinds of feedback, like 
promising query completions or refinements by category.  We combined 
CompleteSearch with our institute's helpdesk system and carried out a small 
user study with some of the staff operating the helpdesk.  Participants were 
asked to process ten typical helpdesk requests, alternatingly using 
CompleteSearch and the off-the-shelf Google Desktop Search.  All participants 
preferred CompleteSearch over Google Desktop, mainly because of its speed, the 
feeling of being in power, and the enhanced search facilities.
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moreAbstract
We present ESTER, a modular and highly efficient system for combined full-text 
and ontology search. ESTER builds on a query engine that supports two basic 
operations: prefix search and join. Both of these can be implemented very 
efficiently with a compact index, yet in combination provide powerful querying 
capabilities.  
 
We show how ESTER can answer basic SPARQL graph-pattern queries on the ontology 
by reducing them to a small number of these two basic operations. ESTER further 
supports a natural blend of such semantic queries with ordinary full-text 
queries. Moreover, the prefix search operation allows for a fully interactive 
and proactive user interface, which after every keystroke suggests to the user 
possible semantic interpretations of his or her query, and speculatively 
executes the most likely of these interpretations.
 
As a proof of concept, we applied ESTER to the English Wikipedia, which 
contains about 3 million documents, combined with the recent YAGO ontology, 
which contains about 2.5 million facts. For a variety of complex queries, ESTER 
achieves worst-case query processing times of a fraction of a second, on a 
single machine, with an index size of about 4 GB.
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moreAbstract
Let G = (V,E) be an undirected weighted graph on |V | = n vertices and |E| = m 
edges. A t-spanner of the graph G, for any t 1, is a subgraph (V,ES), ES E, 
such that the distance between any pair of vertices in the subgraph is at most 
t times the distance between them in the graph G. Computing a t-spanner of 
minimum size (number of edges) has been a widely studied and well-motivated 
problem in computer science. In this paper we present the first linear time 
randomized algorithm that computes a t-spanner of a given weighted graph. 
Moreover, the size of the t-spanner computed essentially matches the worst case 
lower bound implied by a 43-year old girth lower bound conjecture made 
independently by Erds, Bollobás, and Bondy & Simonovits.Our algorithm uses a 
novel clustering approach that avoids any distance computation altogether. This 
feature is somewhat surprising since all the previously existing algorithms 
employ computation of some sort of local or global distance information, which 
involves growing either breadth first search trees up to (t)-levels or full 
shortest path trees on a large fraction of vertices. The truly local approach 
of our algorithm also leads to equally simple and efficient algorithms for 
computing spanners in other important computational environments like 
distributed, parallel, and external memory. © 2006 Wiley Periodicals, Inc. 
Random Struct. Alg., 2007
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moreAbstract
In this work we show how Binary Decision Diagrams can be used as a powerful 
tool for 0/1~Integer Programming and related polyhedral problems.

We develop an output-sensitive algorithm for building a threshold BDD, which 
represents the feasible 0/1~solutions of a linear constraint, and give a 
parallel \emph{and}-operation for threshold BDDs to build the BDD for a 0/1~IP.
In addition we construct a 0/1~IP for finding the optimal variable orderand 
computing the variable ordering spectrum of a threshold BDD.

For the investigation of the polyhedral structure of a 0/1~IP
we show how BDDs can be applied to count or enumerate all 0/1~vertices of the 
corresponding 0/1~polytope,
enumerate its facets, and find an optimal solution or count or enumerate all 
optimal solutions to a linear objective function.
Furthermore we developed the freely available tool \texttt{azove}
which outperforms existing codes for the enumeration of 0/1~points.

Branch~\&~Cut is today's state-of-the-art method to solve 0/1~IPs. We present a 
novel approach to generate valid
inequalities for 0/1~IPs which is based on BDDs.
We implemented our BDD based separation routine in a Branch~\&~Cut framework.
Our computational results show that our approach is well suited
to solve small but hard 0/1~IPs.
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moreAbstract
We present the computation of envelopes of a set of quadratic
surfaces defined in ${\rm I\!\hspace{-0.025em} R}^3$. Our solution is based on 
the new
{\sc Cgal} {\tt Envelope\_3} package that provides a generic and
robust implementation of a divide-and-conquer algorithm. This work
concentrates on the theory of algebraic and combinatorial tasks
that occur for quadratic surfaces and their implementation. The
implementation is exact and efficient.
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moreAbstract
Transformations of geometric objects, like translation and rotation,
are fundamental operations in CAD-systems. Rotations trigger
the need to deal with trigonometric functions, which is hard to
achieve when aiming for exact and robust implementation.
 
We show how we efficiently compute the planar arrangement
of conics rotated by angles that can be constructed
with straightedge and compass. Well-known examples are multiples of
$45{^{\circ}}$, $30{^{\circ}}$, and $15{^{\circ}}$.
The main problem one has to solve is root-isolation of univariate
polynomials $p(x)\in \mathbb{Q}(\sqrt{c_1})\ldots(\sqrt{c_d})[x]$, for which
we use a modified version of the Descartes method.
For $d=1$,
%In the case $p(x)\in \mathbb{Q}(\sqrt{c})[x]$
we additionally present a new method that isolates the real roots
of $p$ by using root isolation for polynomials $q(x)\in\mathbb{Q}[x]$ only.
We show results of our benchmark experiences comparing both
methods.
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moreAbstract
We introduce a general framework for processing a set of curves
defined on a continuous two-dimensional parametric surface, while
sweeping the parameter space. A major goal of our work is to
maximize code reuse in implementing algorithms that employ the
prevalent sweep-line paradigm, and consequently to minimize the
effort needed to extend the implementation of the paradigm to
various surfaces and families of curves embedded on them. We show
how the sweep-line paradigm is used to construct an arrangement of
curves embedded on an orientable parametric surface, and explain how
the arrangement package of {\sc cgal}, which previously handled only
arrangements of bounded planar curves, is extended to handle curves
embedded on a general surface. To the best of our knowledge, this
is the first software implementation of generic algorithms that can
handle arrangements on general parametric surfaces.
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moreAbstract
We present a decomposition strategy for c-nets, i.\,e., rooted 3-connected 
planar maps. The decomposition yields an algebraic equation for the number of 
c-nets with a given number of vertices and a given size of the outer face. The 
decomposition also leads to a deterministic and polynomial time algorithm to 
sample c-nets \emph{uniformly at random}. Using rejection sampling, we can also 
sample isomorphism types of convex polyhedra, i.e., 3-connected planar graphs, 
uniformly at random.
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moreAbstract
We present an efficient algorithm that decides the consistency of partial 
descriptions of ordered trees. The constraint language of these descriptions 
was introduced by Cornell in computational linguistics; the constraints specify 
for pairs of nodes sets of admissible relative positions in an ordered tree. 
Cornell asked for an algorithm to find a tree structure satisfying these 
constraints. This computational problem generalizes the common-supertree 
problem studied in phylogenetic analysis, and also generalizes the network 
consistency problem of the so-called left-linear point algebra. We present the 
first polynomial time algorithm for Cornell's problem, which runs in time O(mn)
, where m is the number of constraints and n the number of variables in the 
constraint.
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moreAbstract
We study the on-line version of the maximum independent set problem, for the 
case of disk graphs which are graphs resulting from intersections of disks on 
the plane. In particular, we investigate whether randomization can be used to 
break known lower bounds for deterministic on-line independent set algorithms 
and present new upper and lower bounds.
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moreAbstract
We present an improved upper bound on the competitiveness of the online 
colouring algorithm First-Fit in disk graphs, which are graphs representing 
overlaps of disks on the plane. We also show that this bound is best possible 
for deterministic online colouring algorithms that do not use the disk 
representation of the input graph. We also present a related new lower bound 
for unit disk graphs
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moreAbstract
In this thesis, the following spelling variants clustering problem is 
considered: Given a list of distinct words, called lexicon, compute (possibly 
overlapping) clusters of words which are spelling variants of each other. We 
are looking for algorithms that are both efficient and accurate. Accuracy is 
measured with respect to human judgment, e.g., a cluster is 100 accurate if it 
contains all true spelling variants of the unique correct word it contains and 
no other words, as judged by a human.
We have sifted the large body of literature on approximate string searching and
spelling correction problem for its applicability to our problem. We have 
combined
various ideas from previous approaches to two new algorithms, with two 
distinctly
different trade-offs between efficiency and accuracy. We have analyzed both 
algorithms
and tested them experimentally on a variety of test collections, which were 
chosen to exhibit the whole spectrum of spelling errors as they occur in 
practice (human-made, OCR-induced, garbage). Our largest lexicon, containing 
roughly 25 million words, can be processed in half an hour on a single machine. 
The accuracies we obtain range from 88 - 95. We show that previous 
approaches, if directly applied to our problem, are either significantly slower 
or significantly less accurate or both.
Our spelling variants clustering problem arises naturally in the context of 
search
engine spelling correction of the following kind: For a given query, return not 
only
documents matching the query words exactly but also those matching their 
spelling
variants. This is inverse to the well-known �did you mean: ...� web search 
engine
feature, where the error tolerance is on the side of the query, and not on the 
side of
the documents. We have integrated our algorithms with the CompleteSearch 
engine, and show that this feature can be achieved without significant blowup 
in either index size or query processing time.
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We have sifted the large body of literature on approximate string searching and
spelling correction problem for its applicability to our problem. We have 
combined
various ideas from previous approaches to two new algorithms, with two 
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different trade-offs between efficiency and accuracy. We have analyzed both 
algorithms
and tested them experimentally on a variety of test collections, which were 
chosen to exhibit the whole spectrum of spelling errors as they occur in 
practice (human-made, OCR-induced, garbage). Our largest lexicon, containing 
roughly 25 million words, can be processed in half an hour on a single machine. 
The accuracies we obtain range from 88 - 95. We show that previous 
approaches, if directly applied to our problem, are either significantly slower 
or significantly less accurate or both.
Our spelling variants clustering problem arises naturally in the context of 
search
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only
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moreAbstract
We present a multiple pass streaming algorithm
for learning the density function of 
a mixture of $k$ uniform distributions
over rectangles (cells) in $\reals^d$, for any $d>0$.  
Our learning model is:  samples drawn according to
the mixture are placed in {\it arbitrary order} in a 
data stream that may only be accessed sequentially by an
algorithm with a very limited random access memory space.    
Our algorithm makes $2\ell+1$ passes, for any $\ell>0$, and
requires memory at most $\tilde O(\epsilon^{-2/\ell}k^2d^4+(2k)^d)$.
This exhibits a 
strong memory-space tradeoff:  a few more passes significantly
lowers its memory requirements, thus trading one of the two most important
resources in streaming computation for the other.     
Chang and Kannan \cite{chang06}
first considered this problem for  $d=1, 2$.
 
Our learning algorithm is 
especially appropriate for situations where massive data sets of
samples are available, but practical computation with such
large inputs requires very restricted models of computation.
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moreAbstract
We study the problem of waking up a collection of $n$ processors connected by a 
multihop ad hoc ratio network with unknown topology, no access to a global 
clock, and no collision detection mechanism available. Each node in the network 
either wakes up spontaneously or gets activated by receiving a wake-up signal 
from another node. All active nodes transmit the wake-up signals according to a 
given protocol $\calW$. The running time of $\calW$ is the number of steps 
counted from the first spontaneous wake-up until all nodes become activated. We 
provide two protocols for this problem. The first one is a deterministic 
protocol with running time $O(n^{5/3}\log n)$. Our protocol is based on a novel 
concept of a shift-tolerant selector to which we refer as a (radio) 
synchronizer. The second protocol is randomized, and its expected running time 
is $O(D \log^2 n)$, where $D$ is the diameter of the network. Subsequently we 
show how to employ our wake-up protocols to solve two other communication 
primitives: leader election and clock synchronization.
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from another node. All active nodes transmit the wake-up signals according to a 
given protocol $\calW$. The running time of $\calW$ is the number of steps 
counted from the first spontaneous wake-up until all nodes become activated. We 
provide two protocols for this problem. The first one is a deterministic 
protocol with running time $O(n^{5/3}\log n)$. Our protocol is based on a novel 
concept of a shift-tolerant selector to which we refer as a (radio) 
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moreAbstract
An edge of a graph is light when the sum of the degrees of its end-vertices is 
at most 13. The well-known Kotzig theorem states that every 3-connected planar 
graph contains a light edge. Later, Borodin [J. Reine Angew. Math., 394 (1989), 
pp. 180–185] extended this result to the class of planar graphs of minimum 
degree at least 3. We deal with generalizations of these results for planar 
graphs of minimum degree 2. Borodin, Kostochka, and Woodall [J. Combin. Theory 
Ser. B, 71 (1997), pp. 184–204] showed that each such graph contains a light 
edge or a member of two infinite sets of configurations, called 2-alternating 
cycles and 3-alternators. This implies that planar graphs with maximum degree 
$\Delta \geq 12$ are $\Delta$-edge-choosable. We prove a similar result with 
2-alternating cycles and 3-alternators replaced by five fixed bounded-sized 
configurations called crowns. This gives another proof of 
$\Delta$-edge-choosability of planar graphs with $\Delta \geq 12$. However, we 
show efficient choosability; i.e., we describe a linear-time algorithm for 
$\max\{\Delta,12\}$-edge-list-coloring planar graphs. This extends the result 
of Chrobak and Yung [J. Algorithms, 10 (1989), pp. 35–51].
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moreAbstract
Jim Propp’s P-machine, also known as the ‘rotor router model’, is a simple 
deterministic process that simulates a random walk on a graph. Instead of 
distributing chips to randomly chosen neighbors, it serves the neighbors in a 
fixed order. 
We investigate how well this process simulates a random walk. For the graph 
being the infinite path, we show that, independent of the starting 
configuration, at each time and on each vertex, the number of chips on this 
vertex deviates from the expected number of chips in the random walk model by 
at most a constant c1, which is approximately 2.29. For intervals of length L, 
this improves to a difference of O(logL), for the L2 average of a contiguous 
set of intervals even to . All these bounds are tight.
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moreAbstract
Neumann and Witt (2006) analyzed the runtime of
the basic ant colony optimization (ACO) algorithm
{\sc 1-Ant} on pseudo-boolean optimization problems.
For the problem {\sc OneMax} they showed how the runtime depends
on the evaporation factor. In particular, they proved a phase
transition from exponential to polynomial runtime.
In this work, we simplify the view on this problem by
an appropriate translation of the pheromone model.
This results in a profound simplification of
the pheromone update rule and, by that,
a refinement of the results of Neumann and Witt.
In particular, we show how the exponential runtime bound
gradually changes to a polynomial bound inside the phase of
transition.
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moreAbstract
A problem arising in integer linear programming is transforming a solution of 
a linear system to an integer one that is "close." The customary model for 
investigating such problems is, given a matrix A and a [0,1]-valued vector x, 
finding a binary vector y such that ||A(x - y)||∞, the maximum violation of the 
constraints, is small. Randomized rounding and the algorithm of Beck and Fiala 
are ways to compute such solutions y, whereas linear discrepancy is a lower 
bound measure. In many applications one is looking for roundings that, in 
addition to being close to the original solution, satisfy some constraints 
without violation. The objective of this paper is to investigate such problems 
in a unified way. To this aim, we extend the notion of linear discrepancy to 
include such hard cardinality constraints. We extend the algorithm of Beck and 
Fiala to cope with this setting. If the constraints contain disjoint sets of 
variables, the rounding error increases by only a factor of two. We also show 
how to generate and derandomize randomized roundings respecting disjoint 
cardinality constraints. However, we also provide some examples showing that 
additional hard constraints may seriously increase the linear discrepancy. In 
particular, we show that the c-color linear discrepancy of a totally unimodular 
matrix can be as high as Ω(log c).
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moreAbstract
We present a new representation for individuals in problems that have cyclic 
permutations as solutions.
To demonstrate its usefulness, we analyze a simple randomized local search and 
a (1+1) evolutionary algorithm for the Eulerian cycle problem utilizing this 
representation.
Both have an expected run-time of $\Theta(m^2 \log(m))$, where $m$ denotes the 
number of edges of the input graph.
This clearly beats previous solutions, which all have an expected optimization 
time of $\Theta(m^3)$ or worse (PPSN~'06, CEC~'04).
We are optimistic that our representation also allows superior solutions for 
other cyclic permutation problems.
For NP-complete ones like the TSP, however, other means than theoretical 
run-time analyses are necessary.
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moreAbstract
We propose and analyze a novel genotype representation for walk and cycle 
covers in graphs. Together with a natural mutation operator, it yields superior 
algorithms based on randomized local search and (1+1) evolutionary algorithms. 
In particular, we derive an evolutionary algorithm that computes an Euler tour 
in a graph with $m$ edges in expected run-time $O(m \log m)$. This is 
comparable to the best direct algorithm for this problem running in linear 
time. Also, a simple coupon collector argument indicates that our run-time is 
asymptotically optimal for any randomized search heuristic.
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moreAbstract
Successful applications of evolutionary algorithms show that certain variation 
operators can lead to good solutions much faster than other ones. We examine 
this behavior observed in practice from a theoretical point of view and 
investigate the effect of an asymmetric mutation operator in evolutionary 
algorithms with respect to the runtime behavior. Considering the Eulerian cycle 
problem we present runtime bounds for evolutionary algorithms using an 
asymmetric operator which are much smaller than the best upper bounds for a 
more general one. In our analysis it turns out that a plateau which both 
algorithms have to cope with changes its structure in a way that allows the 
algorithm to obtain an improvement much faster. In addition, we present a lower 
bound for the general case which shows that the asymmetric operator speeds up 
computation by at least a linear factor.
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moreAbstract
Let p  [1, ∞[ and cp = maxa  [0, 1]((1 − a)ap + a(1 − a)p)1/p. We prove that 
the known upper bound lindiscp(A)  cp for the Lp linear discrepancy of a 
totally unimodular matrix A is asymptotically sharp, i.e.,
 
 
 
 
 
 
We estimate for some εp  [0, 2−p+2], hence . We also show that an improvement 
for smaller matrices as in the case of L∞ linear discrepancy cannot be 
expected. For any we give a totally unimodular (p + 1) × p matrix having Lp 
linear discrepancy greater than .
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moreAbstract
We consider the problem of approximating a given matrix by an integer one such 
that in all geometric submatrices the sum of the entries does not change by 
much. We show that for all integers m,n≥2 and real matrices there is an integer 
matrix such that
 
holds for all intervals I[m], J[n]. Such a matrix can be computed in time 
O(mnlog(min{m,n})). The result remains true if we add the requirement |aij−bij|
<2 for all i[m],j[n]. This is surprising.
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moreAbstract
We show how to generate randomized roundings of rational vectors that satisfy 
hard cardinality constraints and allow large deviations bounds. This improves 
and extends earlier results by Srinivasan (FOCS 2001), Gandhi et al. (FOCS 
2002) and the author (STACS 2006). Roughly speaking, we show that also for 
rounding arbitrary rational vectors randomly or deterministically, it suffices 
to understand the problem for vectors (which typically is much easier). So far, 
this was only known for vectors with entries in , ℓ ∈ ℕ.
To prove the general case, we exhibit a number of results of independent 
interest, in particular, a quite useful lemma on negatively correlated random 
variables, an extension of de Werra’s (RAIRO 1971) coloring result for 
unimodular hypergraphs and a sufficient condition for a unimodular hypergraph 
to have a perfectly balanced non-trivial partial coloring. 
We also show a new solution for the general derandomization problem for 
rational matrices.
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moreAbstract
We propose a new approach for reconstructing a 2-manifold from a point sample 
in R³. Compared to previous algorithms, our approach is novel in that it throws 
away geometry information early on in the reconstruction process and mainly 
operates combinatorially on a graph structure.
Furthermore, it is very conservative in creating adjacencies between samples in 
the vicinity of slivers, still we can prove that the resulting reconstruction 
faithfully resembles the original 2-manifold. While the theoretical proof 
requires an extremely high sampling density, our prototype implementation
of the approach produces surprisingly good results on typical sample sets.
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the vicinity of slivers, still we can prove that the resulting reconstruction 
faithfully resembles the original 2-manifold. While the theoretical proof 
requires an extremely high sampling density, our prototype implementation
of the approach produces surprisingly good results on typical sample sets.
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moreAbstract
An algorithm is presented for the geometric analysis of an
algebraic curve $f(x,y)=0$ in the real affine plane.  It computes a
cylindrical algebraic decomposition (CAD) of the plane, augmented
with adjacency information.  The adjacency information describes
the curve's topology by a topologically equivalent planar graph.
The numerical data in the CAD gives an embedding of the graph.
 
The algorithm is designed to provide the exact result for all inputs
but to perform only few symbolic operations for the sake of efficiency.
In particular, the roots of $f(\alpha,y)$ at a critical
$x$-coordinate $\alpha$ are found with adaptive-precision arithmetic in all 
cases,
using a variant of the Bitstream Descartes method~(Eigenwillig et~al., 2005).
The algorithm may choose a generic coordinate system for parts of
the analysis but provides its result in the original system.
 
The algorithm has been implemented as C++ library \texttt{AlciX}
in the EXACUS project.
Running time comparisons with \texttt{top} by Gonzalez-Vega and Necula~(2002),
and with \texttt{cad2d} by Brown demonstrate its efficiency.
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        “On Multiple Roots in Descartes’ Rule and Their Distance to Roots of Higher Derivatives,” Journal of Computational and Applied Mathematics, vol. 200, no. 1, 2007.
    
moreAbstract
If an open interval $I$ contains a $k$-fold root $\alpha$
of a real polynomial~$f$, then, after transforming $I$ to
$(0,\infty)$, Descartes' Rule of Signs counts
exactly $k$ roots of $f$ in~$I$, provided $I$ is such that
Descartes' Rule counts no roots of the $k$-th derivative of~$f$.
We give a simple proof using the Bernstein basis.
 
The above condition on $I$ holds if its width does not exceed the
minimum distance $\sigma$ from $\alpha$ to any complex root of the
$k$-th derivative. We relate $\sigma$ to the minimum distance $s$
from $\alpha$ to any other complex root of $f$ using Szeg{\H o}'s
composition theorem. For integer polynomials, $\log(1/\sigma)$
obeys the same asymptotic worst-case bound as $\log(1/s)$.
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moreAbstract
We present an extension of snap roundingfrom straight-line segments (see Guibas 
and Marimont, 1998)to Bézier curves of arbitrary degree, and thus the first 
method for geometric roundingof curvilinear arrangements.Our algorithm takes a 
set of intersecting Bézier curvesand directly computes a geometric rounding of 
their true arrangement, without the need of representing the true arrangement 
exactly.The algorithm's output is a deformation of the true arrangementthat has 
all Bézier control points at integer pointsand comes with the same geometric 
guarantees as instraight-line snap rounding: during rounding, objects do not 
movefurther than the radius of a pixel, and features of thearrangement may 
collapse but do not invert.
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moreAbstract
In an industry project with a German car manufacturer we
are faced with the challenge of placing a maximum number of
uniform rigid rectangular boxes in the interior of a car
trunk. The problem is of practical importance due to a
European industry norm which requires car manufacturers
to state the trunk volume according to this measure.
 
No really satisfactory automated solution for this problem has been
known in the past. In spite of its NP hardness, combinatorial
optimization techniques, which consider only grid-aligned placements,
produce solutions which are very close to the one achievable by a
human expert in several hours of tedious work. The remaining gap is
mostly due to the constraints imposed by the chosen grid.
 
In this paper we present a new approach which combines the grid-based
combinatorial method with \emph{Simulated Annealing} on a continuous
model. This allows us to explore arbitrary orientations and placements
of boxes, hence closing the gap even further, and -- in some cases --
even surpass the manual expert solution.
 
The implemented software system allows our industrial partner to
incorporate the trunk volume in a very early stage of the car design
process without relying on a repeated and cumbersome manual evaluation
of the volume.
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moreAbstract
We consider the problem of pricing items so as to maximize the profit made from 
selling these items. An
instance is given by a set $E$ of $n$ items and a set of $m$ clients, where 
each client is specified by one
subset of $E$ (the bundle of items he/she wants to buy), and a budget 
(valuation), which is the maximum price he is willing to pay
for that subset.
We restrict our attention to the model where the subsets can be arranged such 
that they form intervals of a line graph. Assuming an unlimited supply of any 
item, this problem is known as \emph{the
highway problem} and so far only an $O(\log n)$-approximation algorithm is 
known. We show that a PTAS is likely to exist by presenting a quasi-polynomial 
time approximation scheme.
We also combine our ideas with a recently developed quasi-PTAS for the 
unsplittable flow problem on line graphs to extend this approximation scheme to 
the limited supply version of the pricing problem.
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moreAbstract
In this paper we study the structure of Gröbner bases with respect to block 
orders. We extend Lazard's theorem and the Gianni-Kalkbrenner theorem to the 
case of a zero-dimensional ideal whose trace in the ring generated by the first 
block of variables is radical. We then show that they do not hold for general 
zero-dimensional ideals.
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moreAbstract
This thesis presents an exact and complete approach for visualization of 
segments and points of real plane algebraic curves given in implicit form 
$f(x,y) = 0$. A curve segment is a distinct curve branch consisting of regular 
points
 only. Visualization of algebraic curves having self-intersection and isolated 
points constitutes the main challenge. Visualization of curve segments involves 
even more
 difficulties since here we are faced with a problem of discriminating
 different curve branches, which can pass arbitrary close to each other.
Our approach is robust and efficient (as shown by our benchmarks), it
combines the advantages both of curve tracking and
space subdivision methods and is able to correctly rasterize segments of
arbitrary-degree algebraic curves using double, multi-precision or exact 
rational arithmetic.
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moreAbstract
We study the two most common types of percolation process on a sparse random
graph with a given degree sequence. Namely, we examine first a bond percolation
process where the edges of the graph are retained with probability p and
afterwards we focus on site percolation where the vertices are retained with
probability p. We establish critical values for p above which a giant component
emerges in both cases. Moreover, we show that in fact these coincide. As a
special case, our results apply to power law random graphs. We obtain rigorous
proofs for formulas derived by several physicists for such graphs.
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moreAbstract
Randomness is a crucial component in the design and analysis of many efficient 
algorithms.
This thesis covers three aspects of randomness in computer science.
In the first chapter we examine a deterministic analogue
to the random walk and prove that it resembles the random walk closely
on a two-dimensional grid, but not on regular trees.  We also propose and 
analyse
a quasirandom analogue to the broadcasting model for disseminating information 
in networks
and show that it achieves similar or better broadcasting times with a greatly 
reduced use of random bits.
 
In the second chapter we present the first average-case analysis of three 
different
algorithms for maintaining a topological ordering of
the nodes of a directed acyclic graph under dynamic updates.
We prove an expected runtime
which is significantly less than the best known 
worst-case bound for this problem.
 
We finish with a third chapter that deals with randomized search heuristics.
We examine the impact of different diversity mechanisms on the runtime of a
single-objective evolutionary algorithm.  We also show how this can
exponentially slow down evolutionary algorithms for 
multi-objective problems.
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moreAbstract
We consider the problem of assigning powers to nodes of a wireless network in 
the plane such that a message from a source node s reaches all other nodes 
within a bounded number k of transmissions and the total amount of assigned 
energy is minimized. By showing the existence of a coreset of size we are able 
to (1 + ε)-approximate the bounded-hop broadcast problem in time linear in n 
which is a drastic improvement upon the previously best known algorithm. 
While actual network deployments often are in a planar setting, the experienced 
metric for several reasons is typically not exactly of the Euclidean type, but 
in some sense ’close’. Our algorithm (and others) also work for non-Euclidean 
metrics provided they exhibit a certain similarity to the Euclidean metric 
which is known in the literature as bounded doubling dimension. We give a novel 
characterization of such metrics also pointing out other applications such as 
space-efficient routing schemes. 
This work was supported by the Max Planck Center for Visual Computing and 
Communication (MPC-VCC) funded by the German Federal Ministry of Education and 
Research (FKZ 01IMC01).
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moreAbstract
The in-network aggregation and processing of information is what sets a sensor 
network apart from a pure data acquisition device. One way to model the 
exchange of information between the network nodes is to distinguish between 
nodes that are \emph{producers}  of information, i.e., those that have 
collected data, detected events, etc., and nodes that are \emph{consumers} of 
information, i.e., nodes that seek data or events of certain types. In this 
paper we aim to support that exchange of information via a so-called 
\emph{information brokerage} scheme. Main features of our proposed scheme are 
that 1) it works in a location-free setting where nodes are unaware of their 
geographic locations 2) it is robust to non-regular network topologies and 3) 
it does not require the information producers and consumers to know of each 
other. Our proposed scheme employs boundary detection algorithms which only 
quite recently have been developed to extract geometry and topology information 
even in location-free network deployments.
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that 1) it works in a location-free setting where nodes are unaware of their 
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moreAbstract
LFthreads is a thread library entirely based on lock-free methods, i.e. no 
spin-locks or similar synchronization mechanisms are employed in the 
implementation of the multithreading. Since lock-freedom is highly desirable in 
multiprocessors/multicores due to its advantages in parallelism, 
fault-tolerance,   convoy-avoidance and more, there is an increased demand in 
lock-free methods in parallel applications, hence also in 
multiprocessor/multicore system services. This is why a lock-free 
multithreading library is important. To the best of our knowledge LFthreads is 
the first thread library that provides a lock-free implementation of blocking 
synchronization primitives for application threads. Lock-free implementation of 
objects with blocking semantics may sound like a contradicting goal. However, 
such objects have benefits: e.g. library operations that block and unblock 
threads on the same synchronization object can make progress in parallel while 
maintaining the desired thread-level semantics  and without having to  wait for 
any ``slow'' operations among them. Besides, as no spin-locks or similar 
synchronization mechanisms are employed, processors are always able to do 
useful work. As a consequence, applications, too, can enjoy enhanced 
parallelism and fault-tolerance. The synchronization in LFthreads is achieved 
by a new method, which  we call \emph{responsibility hand-off} (RHO), that does 
not need any special kernel support.


BibTeX
@inproceedings{Gidenstam2007a,
TITLE = {{LFthreads}: A Lock-Free Thread Library},
AUTHOR = {Gidenstam, Anders and Papatriantafilou, Marina},
LANGUAGE = {eng},
ISBN = {3-540-77095-X},
DOI = {10.1007/978-3-540-77096-1_16},
LOCALID = {Local-ID: C12573CC004A8E26-447CF6B00B4879A6C12573D00050A85D-Gidenstam2007a},
PUBLISHER = {Springer},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {LFthreads is a thread library entirely based on lock-free methods, i.e. no spin-locks or similar synchronization mechanisms are employed in the implementation of the multithreading. Since lock-freedom is highly desirable in multiprocessors/multicores due to its advantages in parallelism, fault-tolerance, convoy-avoidance and more, there is an increased demand in lock-free methods in parallel applications, hence also in multiprocessor/multicore system services. This is why a lock-free multithreading library is important. To the best of our knowledge LFthreads is the first thread library that provides a lock-free implementation of blocking synchronization primitives for application threads. Lock-free implementation of objects with blocking semantics may sound like a contradicting goal. However, such objects have benefits: e.g. library operations that block and unblock threads on the same synchronization object can make progress in parallel while maintaining the desired thread-level semantics and without having to wait for any ``slow'' operations among them. Besides, as no spin-locks or similar synchronization mechanisms are employed, processors are always able to do useful work. As a consequence, applications, too, can enjoy enhanced parallelism and fault-tolerance. The synchronization in LFthreads is achieved by a new method, which we call \emph{responsibility hand-off} (RHO), that does not need any special kernel support.},
BOOKTITLE = {Principles of Distributed Systems (OPODIS 2007)},
EDITOR = {Tovar, Eduardo and Tsigas, Philippas and Fouchal, Hac{\`e}ne},
PAGES = {217--231},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {4878},
ADDRESS = {Guadeloupe, French West Indies, France},
}

Endnote
%0 Conference Proceedings
%A Gidenstam, Anders
%A Papatriantafilou, Marina
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T LFthreads: A Lock-Free Thread Library : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1FAF-F
%F EDOC: 356716
%F OTHER: Local-ID: C12573CC004A8E26-447CF6B00B4879A6C12573D00050A85D-Gidenstam2007a
%R 10.1007/978-3-540-77096-1_16
%D 2007
%B 11th International Conference on Principles of Distributed Systems
%Z date of event: 2007-12-17 - 2007-12-20
%C Guadeloupe, French West Indies, France
%X LFthreads is a thread library entirely based on lock-free methods, i.e. no 
spin-locks or similar synchronization mechanisms are employed in the 
implementation of the multithreading. Since lock-freedom is highly desirable in 
multiprocessors/multicores due to its advantages in parallelism, 
fault-tolerance,   convoy-avoidance and more, there is an increased demand in 
lock-free methods in parallel applications, hence also in 
multiprocessor/multicore system services. This is why a lock-free 
multithreading library is important. To the best of our knowledge LFthreads is 
the first thread library that provides a lock-free implementation of blocking 
synchronization primitives for application threads. Lock-free implementation of 
objects with blocking semantics may sound like a contradicting goal. However, 
such objects have benefits: e.g. library operations that block and unblock 
threads on the same synchronization object can make progress in parallel while 
maintaining the desired thread-level semantics  and without having to  wait for 
any ``slow'' operations among them. Besides, as no spin-locks or similar 
synchronization mechanisms are employed, processors are always able to do 
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parallelism and fault-tolerance. The synchronization in LFthreads is achieved 
by a new method, which  we call \emph{responsibility hand-off} (RHO), that does 
not need any special kernel support.
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moreAbstract
This paper presents the synchronization in LFthreads, a thread library
entirely based on lock-free methods, i.e. no
spin-locks or similar synchronization mechanisms are employed in the
implementation of the multithreading.
Since lock-freedom is highly desirable in multiprocessors/multicores
due to its advantages in parallelism, fault-tolerance,
convoy-avoidance and more, there is an increased demand in lock-free
methods in parallel applications, hence also in multiprocessor/multicore
system services. This is why a lock-free
multithreading library is important. To the best of our knowledge
LFthreads is the first thread library that provides a lock-free 
implementation
of blocking synchronization primitives for application threads.
Lock-free implementation of objects with blocking semantics may sound like
a contradicting goal. However, such objects have benefits:
e.g. library operations that block and unblock threads on the same
synchronization object can make progress in parallel while maintaining
the desired thread-level semantics
and without having to wait for any ``slow'' operations among them.
Besides, as no spin-locks or similar synchronization mechanisms are employed,
processors are always able to do useful work. As a consequence,
applications, too, can enjoy enhanced parallelism and fault-tolerance.
The synchronization in LFthreads is achieved by a new method, which
we call responsibility hand-off (RHO), that does not need any
special kernel support.
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moreAbstract
Models of forest ecosystems are needed to understand how climate and land-use 
change can impact biodiversity. In this paper we describe an ecological 
dispersal model developed for the specific case of predicting seed dispersal by 
trees on a landscape for use in a forest simulation model. We present efficient 
approximation algorithms for computing seed dispersal. These algorithms allow 
us to simulate large landscapes for long periods of time. We also present 
experimental results that (1) quantify the inherent uncertainty in the 
dispersal model and (2) describe the variation of the approximation error as a 
function of the approximation parameters. Based on these experiments, we 
provide guidelines for choosing the right approximation parameters, for a given 
model simulation.
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moreAbstract
Estimating the discrepancy of the hypergraph of all arithmetic progressions
in the set $[N]=\{1,2,\hdots,N\}$ was one of the famous open problems in
combinatorial discrepancy theory for a long time. An extension of this
classical hypergraph is the hypergraph of sums of $k$ ($k\geq 1$ fixed)
arithmetic progressions. The hyperedges of this hypergraph are of the form
$A_{1}+A_{2}+\hdots+A_{k}$ in $[N]$, where the $A_{i}$ are arithmetic
progressions. For this hypergraph Hebbinghaus (2004) proved a lower bound of
$\Omega(N^{k/(2k+2)})$. Note that the probabilistic method gives an upper bound
of order $O((N\log N)^{1/2})$ for all fixed $k$. P\v{r}\'{i}v\v{e}tiv\'{y}
improved the lower bound for all $k\geq 3$ to $\Omega(N^{1/2})$ in 2005. Thus,
the case $k=2$ (hypergraph of sums of two arithmetic progressions) remained the
only case with a large gap between the known upper and lower bound. We bridge
his gap (up to a logarithmic factor) by proving a lower bound of order
$\Omega(N^{1/2})$ for the discrepancy of the hypergraph of sums of two
arithmetic progressions.
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moreAbstract
Geometric algorithms are based on geometric objects such as points, lines and 
circles. The term kernel refers to a collection of representations for 
constant-size geometric objects and operations on these representations. This 
paper describes how such a geometry kernel can be designed and implemented in 
C++, having special emphasis on adaptability, extensibility and efficiency. We 
achieve these goals following the generic programming paradigm and using 
templates as our tools. These ideas are realized and tested in CGAL, the 
Computational Geometry Algorithms Library, see www.cgal.org.
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moreAbstract
In recent years there has been a great deal of interest in
developing effective techniques for ad-hoc search and retrieval
in structured repositories such as relational databases
- e.g., searching online databases of homes, used
cars, and electronic goods. In many of these applications,
the user often experiences ''information overload'', which
occurs when the system responds to an under-specified user
query by returning an overwhelming number of tuples, each
displayed with a huge number of features (or attributes). We
have developed a search and retrieval system that tackles
this information overload problem from two angles. First,
we show how to automatically rank and display the top-n
most relevant tuples. Second, our system offers techniques
for ordering the attributes of the returned tuples in decreasing
order of ''usefulness'' and selects only a few of the most
useful attributes to display.
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moreAbstract
We consider the problem of computing an approximate minimum cycle basis of an 
undirected edge-weighted graph G with m edges and n vertices; the extension to 
directed graphs is also discussed. In this problem, a {0,1} incidence vector is 
associated with each cycle and the vector space over generated by these vectors 
is the cycle space of G. A set of cycles is called a cycle basis of G if it 
forms a basis for its cycle space. A cycle basis where the sum of the weights 
of the cycles is minimum is called a minimum cycle basis of G. Cycle bases of 
low weight are useful in a number of contexts, e.g. the analysis of electrical 
networks, structural engineering, chemistry, and surface reconstruction. 
We present two new algorithms to compute an approximate minimum cycle basis. 
For any integer k ≥ 1, we give (2k − 1)-approximation algorithms with expected 
running time O(k m n1 + 2/k + m n(1 + 1/k)(ω − 1)) and deterministic running 
time O( n3 + 2/k ), respectively. Here ω is the best exponent of matrix 
multiplication. It is presently known that ω < 2.376. Both algorithms are o( mω
) for dense graphs. This is the first time that any algorithm which computes 
sparse cycle bases with a guarantee drops below the Θ(mω) bound. 
We also present a 2-approximation algorithm with expected running time, a 
linear time 2-approximation algorithm for planar graphs and an O(n3) time 
2.42-approximation algorithm for the complete Euclidean graph in the plane.
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moreAbstract
Consider a geometric graph $G$, drawn with straight lines in the plane. For 
every pair $a$,$b$ of vertices of $G$, we compare the shortest-path distance 
between $a$ and $b$ in $G$ (with Euclidean edge lengths) to their actual 
Euclidean distance in the plane. The worst-case ratio of these two values, for 
all pairs of vertices, is called the vertex-to-vertex dilation of $G$. 
We prove that computing a minimum-dilation graph that connects a given 
$n$-point set in the plane, using not more than a given number $m$ of edges, is 
an $NP$-hard problem, no matter if edge crossings are allowed or forbidden. In 
addition, we show that the minimum dilation tree over a given point set may in 
fact contain edge crossings.
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moreAbstract
We present a novel randomized approach to the graph isomorphism problem.  Our 
algorithm aims at solving difficult instances by producing randomized 
certificates for \emph{non}-isomorphism.  We compare our implementation to the 
de facto standard nauty.  On many of the hardest known instances, the incidence 
graphs of finite projective planes, our program is considerably faster than 
nauty.
  However, it is inherent to our approach that it performs better on pairs of 
non-isomorphic graphs than on isomorphic instances.

Our algorithm randomly samples substructures in the given graphs in order to 
detect dissimilarities between them.  The choice of the sought-after structures 
as well as the tuning of the search process is dynamically adapted during the 
sampling.  Eventually, a randomized certificate is produced by which the user 
can verify the non-isomorphism of the input graphs.  As a byproduct of our 
approach, we introduce a new concept of regularity for graphs which is meant to 
capture the computational hardness of isomorphism problems on graphs.
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moreAbstract
In this paper, we consider the problem of computing a minimum cycle basis of an 
undirected graph G &equals; (V,E) with n vertices and m edges. We describe an 
efficient implementation of an O(m3 &plus; mn2 log n) algorithm. For sparse 
graphs, this is the currently best-known algorithm. This algorithm's running 
time can be partitioned into two parts with time O(m3) and O(m2n &plus; mn2 log 
n), respectively. Our experimental findings imply that for random graphs the 
true bottleneck of a sophisticated implementation is the O(m2 n &plus; mn2 log 
n) part. A straightforward implementation would require Ω(nm) shortest-path 
computations. Thus, we develop several heuristics in order to get a practical 
algorithm. Our experiments show that in random graphs our techniques result in 
a significant speed-up. Based on our experimental observations, we combine the 
two fundamentally different approaches to compute a minimum cycle basis to 
obtain a new hybrid algorithm with running time O(m2n2). The hybrid algorithm 
is very efficient, in practice, for random dense unweighted graphs. Finally, we 
compare these two algorithms with a number of previous implementations for 
finding a minimum cycle basis of an undirected graph.
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moreAbstract
Given a bipartite graph G(V,E), where |V|=n,|E|=m and a partition of the edge 
set into r≤m disjoint subsets , which are called ranks, the rank-maximal 
matching problem is to find a matching M of G such that |M∩E1| is maximized and 
given that |M∩E1| is maximized, |M∩E2| is also maximized, and so on. Such a 
problem arises as an optimization criteria over a possible assignment of a set 
of applicants to a set of posts. The matching represents the assignment and the 
ranks on the edges correspond to a ranking of the posts submitted by the 
applicants.
The rank-maximal matching problem and several other optimization variants, e.g. 
fair matching and maximum cardinality rank-maximal matching, can be solved by a 
reduction to the weight matching problem in time . Recently, Irving et al. 
developed a combinatorial approach which improves the running time for the 
rank-maximal matching problem to . They raised the open questions on (a) 
whether such a running time can be achieved by the weight matching reduction 
and (b) whether such a running time can be achieved for the other variants of 
the problem.
In this work we show how the reduction to the weight matching problem can also 
be used to achieve the same running time. Our algorithm is simpler and more 
intuitive.
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developed a combinatorial approach which improves the running time for the 
rank-maximal matching problem to . They raised the open questions on (a) 
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moreAbstract
We illustrate a simple algorithm for approximating the medial axis of a 2D 
shape with smooth boundary from a sample of this boundary. The algorithm is 
compared to a more general approximation method that builds on the same idea, 
namely, to approximate the shape by a union of balls. While not as general, our 
algorithm is simpler, faster and numerically more stable. Both algorithms are 
visualized using the Mesecina tool, which is also described.
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moreAbstract
We prove an optimal generalization of the centerpoint theorem: given a set P of 
n points in the plane, there exist two points (not necessarily among input 
points) that hit all convex objects containing more than 4n/7 points of P. We 
further prove that this bound is tight. We get this bound as part of a more 
general procedure for finding small number of points hitting convex sets over P
, yielding several improvements over previous results.
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moreAbstract
Given a set P of n points in Rd and $\epsilon$ > 0, we consider the problem of 
constructing weak $\epsilon$-nets for P. We show the following: pick a random 
sample Q of size O(1/$\epsilon$ log (1/$\epsilon$)) from P. Then, with constant 
probability, a weak $\epsilon$-net of P can be constructed from only the points 
of Q. This shows that weak $\epsilon$-nets in Rd can be computed from a subset 
of P of size O(1/$\epsilon$ log (1/$\epsilon$)) with only the constant of 
proportionality depending on the dimension, unlike all previous work where the 
size of the subset had the dimension in the exponent of 1/$\epsilon$. However, 
our final weak $\epsilon$-nets still have a large size (with the dimension 
appearing in the exponent of 1/$\epsilon$).
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moreAbstract
We present a simple algorithm which maintains the topological order of a 
directed acyclic graph with $n$ nodes under an online edge insertion sequence 
in $\O(n^{2.75})$ time, independent of the number of edges $m$ inserted.  For 
dense DAGs, this is an improvement over the previous best result of 
$\O(\min\{m^{\frac{3}{2}} \log{n}, m^{\frac{3}{2}} + n^2 \log{n}\})$ by Katriel 
and Bodlaender.  We also provide an empirical comparison of our algorithm with 
other algorithms for online topological sorting.
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moreAbstract
Fitting a curve of a certain type to a given set of points in the plane is a 
basic problem in statistics and has numerous applications. We consider fitting 
a polyline with k joints under the min-sum criteria with respect to L1- and L2
-metrics, which are more appropriate measures than uniform and Hausdorff 
metrics in statistical context. We present efficient algorithms for the 1-joint 
versions of the problem and fully polynomial-time approximation schemes for the 
general k-joint versions.
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moreAbstract
Let and  ·  be any norm on . Let B denote the unit ball with respect to this 
norm. We show that any sequence v1, v2, … of vectors in B can be partitioned 
into r subsequences V1, …, Vr in a balanced manner with respect to the partial 
sums: For all , we have . A similar bound holds for partitioning sequences of 
vector sets. Both results extend an earlier one of Bárány and Grinberg [I. 
Bárány, V.S. Grinberg, On some combinatorial questions in finite-dimensional 
spaces, Linear Algebra Appl. 41 (1981) 1–9] to partitions in arbitrarily many 
classes.
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moreAbstract
This paper describes the setup and results of our contribution
to the TREC 2006 Terabyte Track. Our implementation
was based on the algorithms proposed in [IO-Top-k:
Index-Access Optimized Top-K Query Processing, VLDB'06,
same authors]. Our main focus was the effciency track.
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moreAbstract
Top-$k$ query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-$k$ queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the 
option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.
 
The prior literature has studied some of these scheduling issues, but only for 
each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a 
Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for 
scores,
selectivities, and index list correlations. 
In performance experiments with three different datasets (TREC Terabyte, HTTP 
server logs, and IMDB),
our methods achieved significant performance gains compared to the best 
previously known methods.
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moreAbstract
We consider the following autocompletion search scenario: imagine a user 
of a search engine typing a query; then with every keystroke display those 
completions of the last query word that would lead to the best hits, and 
also display the best such hits. The following problem is at the core of 
this feature: for a fixed document collection, given a set $D$ of 
documents, and an alphabetical range $W$ of words, compute the set of all 
word-in-document pairs $(w,d)$ from the collection such that $w \in W$ 
and $d\in D$.
 We present a new data structure with the help of which such 
autocompletion queries can be processed, on the average, in time linear 
in the input plus output size, independent of the size of the underlying 
document collection. At the same time, our data structure uses no more 
space than an inverted index. Actual query processing times on a large test collection 
correlate almost perfectly with our theoretical bound.
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%X We consider the following autocompletion search scenario: imagine a user 
of a search engine typing a query; then with every keystroke display those 
completions of the last query word that would lead to the best hits, and 
also display the best such hits. The following problem is at the core of 
this feature: for a fixed document collection, given a set $D$ of 
documents, and an alphabetical range $W$ of words, compute the set of all 
word-in-document pairs $(w,d)$ from the collection such that $w \in W$ 
and $d\in D$.
 We present a new data structure with the help of which such 
autocompletion queries can be processed, on the average, in time linear 
in the input plus output size, independent of the size of the underlying 
document collection. At the same time, our data structure uses no more 
space than an inverted index. Actual query processing times on a large test collection 
correlate almost perfectly with our theoretical bound.
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moreAbstract
We consider the following autocompletion search scenario: imagine a user of a 
search engine typing a query; then with every keystroke display those 
completions of the last query word that would lead to the best hits, and also 
display the best such hits. The following problem is at the core of this 
feature: for a fixed document collection, given a set D of documents, and an 
alphabetical range W of words, compute the set of all word-in-document pairs (w
,d) from the collection such that w ∈W and d∈D. We present a new data structure 
with the help of which such autocompletion queries can be processed, on the 
average, in time linear in the input plus output size, independent of the size 
of the underlying document collection. At the same time, our data structure 
uses no more space than an inverted index. Actual query processing times on a 
large test collection correlate almost perfectly with our theoretical bound.
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moreAbstract
Top-k query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-k queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.
 
The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for scores,
selectivities, and index list correlations. 
We also discuss efficient implementation techniques for the
underlying data structures. 
In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB),
our methods achieved significant performance gains compared to the best previously known methods:
a factor of up to 3 in terms of execution costs, and a factor of 5
in terms of absolute run-times of our implementation.
Our best techniques are close to a lower bound for the execution cost of the considered class
of threshold algorithms.
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ABSTRACT = {Top-k query processing is an important building block for ranked retrieval, with applications ranging from text and data integration to distributed aggregation of network logs and sensor data. Top-k queries operate on index lists for a query's elementary conditions and aggregate scores for result candidates. One of the best implementation methods in this setting is the family of threshold algorithms, which aim to terminate the index scans as early as possible based on lower and upper bounds for the final scores of result candidates. This procedure performs sequential disk accesses for sorted index scans, but also has the option of performing random accesses to resolve score uncertainty. This entails scheduling for the two kinds of accesses: 1) the prioritization of different index lists in the sequential accesses, and 2) the decision on when to perform random accesses and for which candidates. The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation. The current paper takes an integrated view of the scheduling issues and develops novel strategies that outperform prior proposals by a large margin. Our main contributions are new, principled, scheduling methods based on a Knapsack-related optimization for sequential accesses and a cost model for random accesses. The methods can be further boosted by harnessing probabilistic estimators for scores, selectivities, and index list correlations. We also discuss efficient implementation techniques for the underlying data structures. In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB), our methods achieved significant performance gains compared to the best previously known methods: a factor of up to 3 in terms of execution costs, and a factor of 5 in terms of absolute run-times of our implementation. Our best techniques are close to a lower bound for the execution cost of the considered class of threshold algorithms.},
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%X Top-k query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-k queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.

The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for scores,
selectivities, and index list correlations. 
We also discuss efficient implementation techniques for the
underlying data structures. 
In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB),
our methods achieved significant performance gains compared to the best previously known methods:
a factor of up to 3 in terms of execution costs, and a factor of 5
in terms of absolute run-times of our implementation.
Our best techniques are close to a lower bound for the execution cost of the considered class
of threshold algorithms.
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moreAbstract
We present an improved average case analysis of the maximum cardinality 
matching problem.  We show that in a bipartite or general random graph on $n$ 
vertices, with high probability every non-maximum matching has an augmenting 
path of length $O(\log n)$.  This implies that augmenting path algorithms like
the Hopcroft--Karp algorithm for bipartite graphs and the Micali--Vazirani 
algorithm for general graphs, which have a worst case running time of 
$O(m\sqrt{n})$, run in time $O(m \log n)$ with high probability, where $m$ is 
the number of edges in the graph.  Motwani proved these results for random 
graphs when the average degree is at least $\ln (n)$ [\emph{Average Case 
Analysis of Algorithms for Matchings and Related Problems}, Journal of the ACM, 
\textbf{41}(6), 1994]. Our results hold, if only the average degree is a large 
enough constant.  At the same time we simplify the analysis of Motwani.
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moreAbstract
We show that eigenvector decomposition can be used to extract a term taxonomy 
from a given collection of text documents. So far, methods based on eigenvector 
decomposition, such as latent semantic indexing (LSI) or principal component 
analysis (PCA), were only known to be useful for extracting symmetric relations 
between terms. We give a precise mathematical criterion for distinguishing 
between four kinds of relations of a given pair of terms of a given collection: 
unrelated (car - fruit), symmetrically related (car - automobile), 
asymmetrically related with the first term being more specific than the second 
(banana - fruit), and asymmetrically related in the other direction (fruit - 
banana). We give theoretical evidence for the soundness of our criterion, by 
showing that in a simplified mathematical model the criterion does the 
apparently right thing. We applied our scheme to the reconstruction of a 
selected part of the open directory project (ODP) hierarchy, with promising 
results.
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moreAbstract
We consider the following full-text search autocompletion feature. Imagine a 
user of a search engine typing a query. Then with every letter being typed, we 
would like an instant display of completions of the last query word which would 
lead to good hits. At the same time, the best hits for any of these completions 
should be displayed. Known indexing data structures that apply to this problem 
either incur large processing times for a substantial class of queries, or they 
use a lot of space. We present a new indexing data structure that uses no more 
space than a state-of-the-art compressed inverted index, but with 10 times 
faster query processing times. Even on the large TREC Terabyte collection, 
which comprises over 25 million documents, we achieve, on a single machine and 
with the index on disk, average response times of one tenth of a second. We 
have built a full-fledged, interactive search engine that realizes the proposed 
autocompletion feature combined with support for proximity search, 
semi-structured (XML) text, subword and phrase completion, and semantic tags.
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moreAbstract
We study fundamental algorithmic questions concerning the complexity of market 
equilibria under perfect and imperfect information by means of a basic 
microeconomic game. Suppose a provider offers a service to a set of potential 
customers. Each customer has a particular demand of service and her behavior is 
determined by a utility function that is nonincreasing in the sum of demands 
that are served by the provider.
Classical game theory assumes complete information: the provider has full 
knowledge of the behavior of all customers. We present a complete 
characterization of the complexity of computing optimal pricing strategies and 
of computing best/worst equilibria in this model. Basically, we show that most 
of these problems are inapproximable in theworst case but admit an FPASin the 
average case. Our average case analysis covers large classes of distributions 
for customer utilities. We generalize our analysis to robust equilibria in 
which players change their strategies only when this promises a significant 
utility improvement.
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%X We study fundamental algorithmic questions concerning the complexity of market 
equilibria under perfect and imperfect information by means of a basic 
microeconomic game. Suppose a provider offers a service to a set of potential 
customers. Each customer has a particular demand of service and her behavior is 
determined by a utility function that is nonincreasing in the sum of demands 
that are served by the provider.
Classical game theory assumes complete information: the provider has full 
knowledge of the behavior of all customers. We present a complete 
characterization of the complexity of computing optimal pricing strategies and 
of computing best/worst equilibria in this model. Basically, we show that most 
of these problems are inapproximable in theworst case but admit an FPASin the 
average case. Our average case analysis covers large classes of distributions 
for customer utilities. We generalize our analysis to robust equilibria in 
which players change their strategies only when this promises a significant 
utility improvement.
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moreAbstract
The size of the Pareto curve for the bicriteria version of the knapsack
problem is polynomial on average. This has been shown for various random input
distributions.  We experimentally investigate the number of Pareto points for
knapsack instances over $n$ elements whose profits and weights are chosen at
random according to various classes of input distributions.  The numbers
observed in our experiments are significantly smaller than the known upper
bounds. For example, the upper bound for so-called uniform instances is
$O(n^3)$. Based on our experiments, we conjecture that the number of Pareto
points for these instances is only $\Theta(n^2)$. We also study other
structural properties for random knapsack instances that have been used in
theoretical studies to bound the average-case complexity of the knapsack
problem.
 
Furthermore, we study advanced algorithmic techniques for the knapsack
problem. In particular, we review several ideas that originate from theory as
well as from practice.  Most of the concepts that we use are simple and have
been known since at least 20 years, but apparently have not been used in this
combination.  Surprisingly, the result of our study is a very competitive code
that outperforms the best previous implementation \emph{Combo} by orders of
magnitude for various classes of random instances, including harder random
knapsack instances in which profits and weights are chosen in a correlated
fashion.
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%X The size of the Pareto curve for the bicriteria version of the knapsack
problem is polynomial on average. This has been shown for various random input
distributions.  We experimentally investigate the number of Pareto points for
knapsack instances over $n$ elements whose profits and weights are chosen at
random according to various classes of input distributions.  The numbers
observed in our experiments are significantly smaller than the known upper
bounds. For example, the upper bound for so-called uniform instances is
$O(n^3)$. Based on our experiments, we conjecture that the number of Pareto
points for these instances is only $\Theta(n^2)$. We also study other
structural properties for random knapsack instances that have been used in
theoretical studies to bound the average-case complexity of the knapsack
problem.

Furthermore, we study advanced algorithmic techniques for the knapsack
problem. In particular, we review several ideas that originate from theory as
well as from practice.  Most of the concepts that we use are simple and have
been known since at least 20 years, but apparently have not been used in this
combination.  Surprisingly, the result of our study is a very competitive code
that outperforms the best previous implementation \emph{Combo} by orders of
magnitude for various classes of random instances, including harder random
knapsack instances in which profits and weights are chosen in a correlated
fashion.
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moreAbstract
We present a probabilistic analysis of a large class of combinatorial
optimization problems containing all {\em binary optimization problems}
defined by linear constraints and a linear objective function over $\{0,1\}^n$.
Our analysis is based on a semirandom input model that preserves the
combinatorial structure of the underlying optimization problem by
parameterizing which input numbers are of a stochastic and which are of an
adversarial nature.  This input model covers various probability distributions
for the choice of the stochastic numbers and includes {\em smoothed analysis}
with Gaussian and other kinds of perturbation models as a special case.  In
fact, we can exactly characterize the smoothed complexity of binary optimization
problems in terms of their worst-case complexity: A binary optimization
problem has polynomial smoothed complexity if and only if it admits a
(possibly randomized) algorithm with pseudo-polynomial worst-case complexity.
 
Our analysis is centered around structural properties of binary optimization
problems, called {\em winner}, {\em loser}, and {\em feasibility gap}. We show
that if the coefficients of the objective function are stochastic, then the
gap between the best and second best solution is likely to be of order
$\Omega(1/n)$.  Furthermore, we show that if the coefficients of the constraints
are stochastic, then the slack of the optimal solution with respect to this
constraint is typically of order $\Omega(1/n^2)$. We exploit these properties
in an adaptive rounding scheme that increases the accuracy of calculation
until the optimal solution is found. The strength of our techniques is
illustrated by applications to various \npc-hard optimization problems from
mathematical programming, network design, and scheduling for which we obtain
the first algorithms with polynomial smoothed/average-case complexity.
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%X We present a probabilistic analysis of a large class of combinatorial
optimization problems containing all {\em binary optimization problems}
defined by linear constraints and a linear objective function over $\{0,1\}^n$.
Our analysis is based on a semirandom input model that preserves the
combinatorial structure of the underlying optimization problem by
parameterizing which input numbers are of a stochastic and which are of an
adversarial nature.  This input model covers various probability distributions
for the choice of the stochastic numbers and includes {\em smoothed analysis}
with Gaussian and other kinds of perturbation models as a special case.  In
fact, we can exactly characterize the smoothed complexity of binary optimization
problems in terms of their worst-case complexity: A binary optimization
problem has polynomial smoothed complexity if and only if it admits a
(possibly randomized) algorithm with pseudo-polynomial worst-case complexity.

Our analysis is centered around structural properties of binary optimization
problems, called {\em winner}, {\em loser}, and {\em feasibility gap}. We show
that if the coefficients of the objective function are stochastic, then the
gap between the best and second best solution is likely to be of order
$\Omega(1/n)$.  Furthermore, we show that if the coefficients of the constraints
are stochastic, then the slack of the optimal solution with respect to this
constraint is typically of order $\Omega(1/n^2)$. We exploit these properties
in an adaptive rounding scheme that increases the accuracy of calculation
until the optimal solution is found. The strength of our techniques is
illustrated by applications to various \npc-hard optimization problems from
mathematical programming, network design, and scheduling for which we obtain
the first algorithms with polynomial smoothed/average-case complexity.
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moreAbstract
We define the \Same\ and \UsedBy\ constraints. \UsedBy\ takes
two sets of variables $X$ and $Z$ such that $|X|\ge |Z|$ and
assigns values to them such that the multiset of values assigned
to the variables in $Z$ is contained in the multiset of values
assigned to the variables in $X$. \Same\ is the special case of
\UsedBy\ in which $|X|=|Z|$.
We show algorithms that achieve arc-consistency and
bound-consistency for these constraints.
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%X We define the \Same\ and \UsedBy\ constraints. \UsedBy\ takes
two sets of variables $X$ and $Z$ such that $|X|\ge |Z|$ and
assigns values to them such that the multiset of values assigned
to the variables in $Z$ is contained in the multiset of values
assigned to the variables in $X$. \Same\ is the special case of
\UsedBy\ in which $|X|=|Z|$.
We show algorithms that achieve arc-consistency and
bound-consistency for these constraints.
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moreAbstract
We present algorithms for finding a longest common increasing
subsequence of two or more input sequences. For two sequences of
  lengths $m$ and $n$, where $m\ge n$, we present an algorithm with an
  output-dependent expected running time of $O((m+n\ell) \log\log
  \sigma + \cleanSort)$ and $O(m)$ space, where $\ell$ is the length
  of an LCIS, $\sigma$ is the size of the alphabet, and $\cleanSort$ is
  the time to sort each input sequence.
  For $k\ge 3$ length-$n$ sequences we present an algorithm which
  improves the previous best bound by more than a factor $k$ for many
  inputs. In both cases, our algorithms are conceptually quite simple
  but rely on existing sophisticated data structures.
  Finally, we introduce the problem of longest common
  weakly-increasing (or non-decreasing) subsequences (LCWIS), for
  which we present an $O(m+n\log n)$-time algorithm for the 3-letter
  alphabet case.  For the extensively studied longest common subsequence
  problem, comparable speedups have not been achieved for
  small alphabets.
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moreAbstract
This paper studies pseudo-triangulations for a given point set in the plane. 
Pseudo-triangulations have many properties of triangulations, and have more 
freedom since polygons with more than three vertices are allowed as long as 
they have exactly three inner angles less than $\pi$. In particular, there is a 
natural flip operation on every internal edge. We present an algorithm to 
enumerate the pseudo-triangulations of a given point set, based on the greedy 
flip algorithm of Pocchiola and Vegter [Topologically sweeping visibility 
complexes via pseudo-triangulations; \emph{Discrete Comput.\ Geom.}\ 16:419 
453, 1996]. Our two independent implementations agree, and allow us to 
experimentally verify or disprove conjectures on the numbers of 
pseudo-triangulations and triangulations of a given point set. (For example, we 
establish that the number of triangulations is bounded by than the number of 
pseudo-triangulations for all sets of up to 10 points.)
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moreAbstract
The calculation of threshold conditions for models of infectious diseases is of 
central importance for developing vaccination policies. These models are often 
coupled systems of ordinary differential equations, in which case the 
computation of threshold conditions can be reduced to the question of stability 
of the disease-free equilibrium. This paper shows how computing threshold 
conditions for such models can be done fully algorithmically using quantifier 
elimination for real closed fields and related simplification methods for 
quantifier-free formulas. Using efficient quantifier elimination techniques for 
special cases that have been developed by Weispfenning and others, we can also 
compute whether there are ranges of parameters for which sub-threshold endemic 
equilibria exist.
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moreAbstract
We present multiple pass streaming algorithms for a basic clustering problem 
for massive data sets. If our algorithm is allotted 2l passes, it will produce 
an approximation with error at most ε using Õ(k3/ε2/l) bits of memory, the most 
critical resource for streaming computation. We demonstrate that this tradeoff 
between passes and memory allotted is intrinsic to the problem and model of 
computation by proving lower bounds on the memory requirements of any l pass 
randomized algorithm that are nearly matched by our upper bounds. To the best 
of our knowledge, this is the first time nearly matching bounds have been 
proved for such an exponential tradeoff for randomized computation.In this 
problem, we are given a set of n points drawn randomly according to a mixture 
of k uniform distributions and wish to approximate the density function of the 
mixture. The points are placed in a datastream (possibly in adversarial order), 
which may only be read sequentially by the algorithm. We argue that this 
models, among others, the datastream produced by a national census of the 
incomes of all citizens.
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moreAbstract
We investigate the problem of ranking the answers to a database query when many 
tuples are returned. In particular, we present methodologies to tackle the 
problem for conjunctive and range queries, by adapting and applying principles 
of probabilistic models from information retrieval for structured data. Our 
solution is domain independent and leverages data and workload statistics and 
correlations. We evaluate the quality of our approach with a user survey on a 
real database. Furthermore, we present and experimentally evaluate algorithms 
to efficiently retrieve the top ranked results, which demonstrate the 
feasibility of our ranking system.
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moreAbstract
Jim Propp's P-machine, also known as the "rotor router model" is a simple
deterministic process that simulates a random walk on a graph. Instead of
distributing chips to randomly chosen neighbors, it serves the neighbors in a
fixed order.
  We investigate how well this process simulates a random walk. For the graph
being the infinite path, we show that, independent of the starting
configuration, at each time and on each vertex, the number of chips on this
vertex deviates from the expected number of chips in the random walk model by
at most a constant c_1, which is approximately 2.29. For intervals of length L,
this improves to a difference of O(log L), for the L_2 average of a contiguous
set of intervals even to O(sqrt{log L}). All these bounds are tight.


BibTeX
@online{Cooper2006,
TITLE = {Deterministic Random Walks on the Integers},
AUTHOR = {Cooper, Joshua and Doerr, Benjamin and Spencer, Joel and Tardos, Gabor},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/math/0602300},
EPRINT = {math/0602300},
EPRINTTYPE = {arXiv},
YEAR = {2006},
ABSTRACT = {Jim Propp's P-machine, also known as the "rotor router model" is a simple deterministic process that simulates a random walk on a graph. Instead of distributing chips to randomly chosen neighbors, it serves the neighbors in a fixed order. We investigate how well this process simulates a random walk. For the graph being the infinite path, we show that, independent of the starting configuration, at each time and on each vertex, the number of chips on this vertex deviates from the expected number of chips in the random walk model by at most a constant c_1, which is approximately 2.29. For intervals of length L, this improves to a difference of O(log L), for the L_2 average of a contiguous set of intervals even to O(sqrt{log L}). All these bounds are tight.},
}

Endnote
%0 Report
%A Cooper, Joshua
%A Doerr, Benjamin
%A Spencer, Joel
%A Tardos, Gabor
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Deterministic Random Walks on the Integers : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0019-E4DB-B
%U http://arxiv.org/abs/math/0602300
%D 2006
%8 14.02.2006
%X   Jim Propp's P-machine, also known as the "rotor router model" is a simple
deterministic process that simulates a random walk on a graph. Instead of
distributing chips to randomly chosen neighbors, it serves the neighbors in a
fixed order.
  We investigate how well this process simulates a random walk. For the graph
being the infinite path, we show that, independent of the starting
configuration, at each time and on each vertex, the number of chips on this
vertex deviates from the expected number of chips in the random walk model by
at most a constant c_1, which is approximately 2.29. For intervals of length L,
this improves to a difference of O(log L), for the L_2 average of a contiguous
set of intervals even to O(sqrt{log L}). All these bounds are tight.

%K Mathematics, Combinatorics, math.CO,Mathematics, Probability, math.PR,




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        2164
    
                Conference paper
            
D1


        J. Cooper, B. Doerr, J. Spencer, and G. Tardos
    

        “Deterministic Random Walks,” in Proceedings of the Eighth Workshop on Algorithm Engineering and Experiments and the Third Workshop on Analytic Algorithmics and Combinatorics (ALENEX’06 / ANALCO'06), 2006.
    
moreAbstract
Jim Propp’s P-machine, also known as ‘rotor router model’ is a simple 
deterministic process that simulates random walk on a graph. Instead of 
distributing chips
to randomly chosen neighbors, it serves the neighbors in a fixed order.
We investigate how well this process simulates a random walk. For the graph 
being the infinite path, we show that, independent of the starting 
configuration, at each time and on each vertex, the number of chips on this 
vertex deviates from the expected number of chips in the random walk model by 
at most a constant c1, which is approximately 2.29. For intervals of length L, 
this improves to a difference of O(log L) (instead of 2.29L), for the L2 
average of a contiguous set of intervals even to O(√log L). It seems plausible 
that similar results hold for higher-dimensional grids Zd instead of the path 
Z.


BibTeX
@inproceedings{DoerrANALCO06,
TITLE = {Deterministic Random Walks},
AUTHOR = {Cooper, Joshua and Doerr, Benjamin and Spencer, Joel and Tardos, G{\'a}bor},
EDITOR = {Raman, Rajeev and Sedwgewick, Robert and Stallmann, Matthias F.},
LANGUAGE = {eng},
ISBN = {0898716101},
LOCALID = {Local-ID: C1256428004B93B8-DC59A2F138682FFAC1257299003BF463-DoerrANALCO06},
PUBLISHER = {SIAM},
YEAR = {2007},
DATE = {2006},
ABSTRACT = {Jim Propp{\textquoteright}s P-machine, also known as {\textquoteleft}rotor router model{\textquoteright} is a simple deterministic process that simulates random walk on a graph. Instead of distributing chips to randomly chosen neighbors, it serves the neighbors in a fixed order. We investigate how well this process simulates a random walk. For the graph being the infinite path, we show that, independent of the starting configuration, at each time and on each vertex, the number of chips on this vertex deviates from the expected number of chips in the random walk model by at most a constant c1, which is approximately 2.29. For intervals of length L, this improves to a difference of O(log L) (instead of 2.29L), for the L2 average of a contiguous set of intervals even to O($\surd$log L). It seems plausible that similar results hold for higher-dimensional grids Zd instead of the path Z.},
BOOKTITLE = {Proceedings of the Eighth Workshop on Algorithm Engineering and Experiments and the Third Workshop on Analytic Algorithmics and Combinatorics (ALENEX'06 / ANALCO'06)},
PAGES = {185--197},
}

Endnote
%0 Conference Proceedings
%A Cooper, Joshua
%A Doerr, Benjamin
%A Spencer, Joel
%A Tardos, G&#225;bor
%E Raman, Rajeev
%E Sedwgewick, Robert
%E Stallmann, Matthias F.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Deterministic Random Walks : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2281-9
%F EDOC: 314458
%F OTHER: Local-ID: C1256428004B93B8-DC59A2F138682FFAC1257299003BF463-DoerrANALCO06
%I SIAM
%D 2006
%B Untitled Event
%Z date of event: 2007-03-09 - 
%C Miami, FL, USA
%X Jim Propp&#8217;s P-machine, also known as &#8216;rotor router model&#8217; is a simple 
deterministic process that simulates random walk on a graph. Instead of 
distributing chips
to randomly chosen neighbors, it serves the neighbors in a fixed order.
We investigate how well this process simulates a random walk. For the graph 
being the infinite path, we show that, independent of the starting 
configuration, at each time and on each vertex, the number of chips on this 
vertex deviates from the expected number of chips in the random walk model by 
at most a constant c1, which is approximately 2.29. For intervals of length L, 
this improves to a difference of O(log L) (instead of 2.29L), for the L2 
average of a contiguous set of intervals even to O(&#8730;log L). It seems plausible 
that similar results hold for higher-dimensional grids Zd instead of the path 
Z.
%B Proceedings of the Eighth Workshop on Algorithm Engineering and Experiments and the Third Workshop on Analytic Algorithmics and Combinatorics (ALENEX'06 / ANALCO'06)
%P 185 - 197
%I SIAM
%@ 0898716101




	PuRe
	BibTeX

	


        2165
    
                Article
            
D1


        B. Csaba and S. Lodha
    

        “A randomized on-line algorithm for the k-server problem on the line,” Random Structures and Algorithms, vol. 29, no. 1, 2006.
    
moreBibTeX
@article{Csaba06,
TITLE = {A randomized on-line algorithm for the k-server problem on the line},
AUTHOR = {Csaba, Bela and Lodha, S.},
LANGUAGE = {eng},
LOCALID = {Local-ID: C12573CC004A8E26-76530DD97BD55BE3C125730E003E835C-Csaba06},
YEAR = {2006},
DATE = {2006},
JOURNAL = {Random Structures and Algorithms},
VOLUME = {29},
NUMBER = {1},
PAGES = {82--104},
}

Endnote
%0 Journal Article
%A Csaba, Bela
%A Lodha, S.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A randomized on-line algorithm for the k-server problem on the line : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2483-6
%F EDOC: 356739
%F OTHER: Local-ID: C12573CC004A8E26-76530DD97BD55BE3C125730E003E835C-Csaba06
%D 2006
%* Review method: peer-reviewed
%J Random Structures and Algorithms
%V 29
%N 1
%& 82
%P 82 - 104




	PuRe
	BibTeX

	


        2166
    
                Thesis
            
D1IMPR-CSD5


        R. Dementiev
    

        “Algorithm Engineering for Large Data Sets,” Universität des Saarlandes, Saarbrücken, 2006.
    
moreBibTeX
@phdthesis{Diss06Dementiev,
TITLE = {Algorithm Engineering for Large Data Sets},
AUTHOR = {Dementiev, Roman},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-3BF103D77FD500FFC125723D00500DE5-Diss06Dementiev},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2006},
DATE = {2006},
}

Endnote
%0 Thesis
%A Dementiev, Roman
%Y Sanders, Peter
%A referee: Weikum, Gerhard
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Algorithm Engineering for Large Data Sets : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2185-B
%F EDOC: 314522
%F OTHER: Local-ID: C1256428004B93B8-3BF103D77FD500FFC125723D00500DE5-Diss06Dementiev
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2006
%V phd
%9 phd




	PuRe
	BibTeX

	


        2167
    
                Conference paper
            
D1


        B. Doerr and C. Klein
    

        “Unbiased Rounding of Rational Matrices,” in FSTTCS 2006: Foundations of Software Technology and Theoretical Computer Science: 26th International Conference, 2006.
    
moreAbstract
Rounding a real-valued matrix to an integer one such that the rounding errors 
in all rows and columns are less than one is a classical problem.
It has been applied to hypergraph coloring, in scheduling and in statistics.
Here, it often is also desirable to round each entry randomly such that the 
probability of rounding it up equals its fractional part.
This is known as unbiased rounding in statistics and as randomized rounding in 
computer science.
 
We show how to compute such an unbiased rounding of an $m \times n$ matrix in 
expected time $O(m n q^2)$, where $q$ is the common denominator of the matrix 
entries.
We also show that if the denominator can be written as $q=\prod_{i=1}^\ell q_i$ 
for some integers $q_i$, the expected runtime can be reduced to $O(m n 
\sum_{i=1}^\ell q_i^2)$.
Our algorithm can be derandomised efficiently using the method of conditional 
probabilities.
 
Our roundings have the additional property that the errors in all initial 
intervals of rows and columns are less than one.
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moreAbstract
Jim Propp�s rotor router model is a simple deterministic analogue of a random 
walk.
Instead of distributing chips randomly, it serves the neighbors in a fixed 
order. We
analyze the difference between Propp machine and random walk on the infinite 
two-
dimensional grid. We show that, independent of the starting configuration, at 
each
time, the number of chips on each vertex deviates from the expected number of
chips in the random walk model by at most a constant c, which is 7.83 for 
clockwise
rotor sequences and 7.28 otherwise. This is the first paper which demonstrates 
that
the order in which the neighbors are served makes a difference.
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        “Construction of Low-discrepancy Point Sets of Small Size by Bracketing Covers and Dependent Randomized Rounding,” University Kiel, Kiel, 06-14, 2006.
    
moreAbstract
We provide a deterministic algorithm that constructs small point sets 
exhibiting a low star discrepancy. The algorithm is based on bracketing and on 
recent results on randomized roundings respecting hard constraints. It is 
structurally much simpler than the previous algorithm presented for this 
problem in [B. Doerr, M. Gnewuch, A. Srivastav. Bounds and constructions for 
the star discrepancy via �-covers. J. Complexity, 21: 691-709, 2005]. Besides 
leading to better theoretical run time bounds, our approach can be implemented 
with reasonable effort.
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        “Improved Bounds and Schemes for the Declustering Problem,” Theoretical Computer Science, vol. 359, 2006.
    
moreAbstract
The declustering problem is to allocate given data on parallel working storage 
devices in such a manner that typical requests find their data evenly 
distributed on the devices. Using deep results from discrepancy theory, we 
improve previous work of several authors concerning range queries to 
higher-dimensional data. We give a declustering scheme with an additive error 
of Od(logd-1M) independent of the data size, where d is the dimension, M the 
number of storage devices and d-1 does not exceed the smallest prime power in 
the canonical decomposition of M into prime powers. In particular, our schemes 
work for arbitrary M in dimensions two and three. For general d, they work for 
all Md-1 that are powers of two. Concerning lower bounds, we show that a recent 
proof of a Ωd(log(d-1)/2M) bound contains an error. We close the gap in the 
proof and thus establish the bound.
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        “Generating Randomized Roundings with Cardinality Constraints and Derandomizations,” in STACS 2006, 23rd Annual Symposium on Theoretical Aspects of Computer Science, 2006.
    
moreAbstract
We provide a general method to generate randomized roundings that satisfy 
cardinality constraints. Our approach is different from the one taken by 
Srinivasan (FOCS 2001) and Gandhi et al. (FOCS 2002) for one global constraint 
and the bipartite edge weight rounding problem. 
Also for these special cases, our approach is the first that can be 
derandomized. For the bipartite edge weight rounding problem, in addition, we 
gain an factor run-time improvement for generating the randomized solution. 
We also improve the current best result on the general problem of derandomizing 
randomized roundings. Here we obtain a simple O(mnlog n) time algorithm that 
works in the RAM model for arbitrary matrices with entries in . This improves 
over the O(mn2 log(mn)) time solution of Srivastav and Stangier.
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moreAbstract
For a hypergraph ${\mathcal H} = (V,{\mathcal E})$, its $d$--fold symmetric 
product is $\Delta^d {\mathcal H} = (V^d,\{E^d |E \in {\mathcal E}\})$. We give 
several upper and lower bounds for the $c$-color discrepancy of such products. 
In particular, we show that the bound ${disc}(\Delta^d {\mathcal H},2) \le 
{disc}({\mathcal H},2)$ proven for all $d$ in [B. Doerr, A. Srivastav, and P. 
Wehr, Discrepancy of {C}artesian products of arithmetic progressions, Electron. 
J. Combin. 11(2004), Research Paper 5, 16 pp.] cannot be extended to more than 
$c = 2$ colors. In fact, for any $c$ and $d$ such that $c$ does not divide 
$d!$, there are hypergraphs having arbitrary large discrepancy and 
${disc}(\Delta^d {\mathcal H},c) = \Omega_d({disc}({\mathcal H},c)^d)$. Apart 
from constant factors (depending on $c$ and $d$), in these cases the symmetric 
product behaves no better than the general direct product ${\mathcal H}^d$, 
which satisfies ${disc}({\mathcal H}^d,c) = O_{c,d}({disc}({\mathcal H},c)^d)$.
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moreAbstract
We regard the problem of communication in the presence of faulty
transmissions. In contrast to the classical works in this area, we assume some
structure on the times when the faults occur. More realistic seems the model 
that
all faults occur in some small time interval.
Like previous work, our problem can best be modelled as a two-player perfect
information game, in which one player (“Paul”) has to guess a number x from
{1, . . . , n} using Yes/No-questions, which the second player (“Carole”) has to
answer truthfully apart from few lies. In our setting, all lies have to be in a 
consecutive
set of k rounds.
We show that Paul needs roughly log n + log log n + k rounds to determine the
number, which is only k more than the case of just one single lie.
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moreAbstract
Deterministic and randomized balancing schemes are used to distribute workload 
evenly in networks. In this paper, we compare two very general ones: The random 
walk and the (deterministic) Propp machine. Roughly speaking, we show that on 
the two-dimensional grid, the Propp machine always has the same number of 
tokens on a node as does the random walk in expectation, apart from an additive 
error of less than eight. This constant is independent of the total number of 
tokens and the runtime of the two processes. However, we also show that it 
makes a difference whether the Propp machine serves the neighbors in a circular 
or non-circular order.
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moreAbstract
We investigate the effect of restricting the mutation operator in evolutionary 
algorithms with respect to the runtime behavior. For the Eulerian cycle 
problem; we present runtime bounds on evolutionary algorithms with a restricted 
operator that are much smaller than the best upper bounds for the general case. 
It turns out that a plateau that both algorithms have to cope with is left 
faster by the new algorithm. In addition, we present a lower bound for the 
unrestricted algorithm which shows that the restricted operator speeds up 
computation by at least a linear factor.
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moreAbstract
We show that any real valued matrix A can be rounded to an integer one B such 
that the error in all 2 × 2 (geometric) submatrices is less than 1.5, that is, 
we have |aij - bij| < 1 and for all i,j.
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moreAbstract
Game tree search is the core of most attempts to teach computers play games. We 
present a fairly general theoretical analysis on how evaluation error influence 
the value estimation of a game position. We extend the work of Lorenz and 
Monien [7] in two directions. Firstly, we allow arbitrary game values. By a 
different approach, we show that also in this setting the number of 
leaf-disjoint strategies proving a particular property is a key notion. This 
number precisely describes the order of growth of the heuristic game value in 
the terms of the quality of the leaf evaluation heuristics. Secondly, in allow 
random nodes (rolls of a die). Surprisingly, this changes the situation: Still 
the number of leaf-disjoint strategies ensures robustness against leaf 
evaulation errors, but the converse is not true. An average node may produce 
additional robustness like further leaf-disjoint strategies.
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the terms of the quality of the leaf evaluation heuristics. Secondly, in allow 
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moreAbstract
We show several ways to round a real matrix to  an integer one in such a way 
that the rounding errors in all rows and columns as well as the whole matrix 
are less than one. This is a classical problem with applications in many 
fields, in particular, statistics.
 
We improve earlier solutions of different authors in two ways. For rounding $m 
\times n$ matrices, we reduce the runtime from $O( (m n)^2 ) $ to $O(m n \log(m 
n))$. Second, our roundings also have a rounding error of less than one in all 
initial intervals of rows and columns. Consequently, arbitrary intervals have 
an error of at most two. This is particularly useful in the statistics 
application of controlled rounding.
The same result can be obtained via (dependent) randomized rounding. This has 
the additional advantage that the rounding is unbiased, that is, for all 
entries $y_{ij}$ of our rounding, we have $E(y_{ij}) = x_{ij}$, where $x_{ij}$ 
is the corresponding entry of the input matrix.
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\times n$ matrices, we reduce the runtime from $O( (m n)^2 ) $ to $O(m n \log(m 
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moreAbstract
We propose an advanced randomized coloring algorithm for the problem of 
balanced colorings of hypergraphs (discrepancy problem). Instead of 
independently coloring the vertices with a random color, we try to use 
structural information about the hypergraph in the design of the random 
experiment by imposing suitable dependencies. This yields colorings having 
smaller discrepancy. We also obtain more information about the coloring, or, 
conversely, we may enforce the random coloring to have special properties. 
There are some algorithmic advantages as well. 
We apply our approach to hypergraphs of d-dimensional boxes and to finite 
geometries. Among others results, we gain a factor 2d/2 decrease in the 
discrepancy of the boxes, and reduce the number of random bits needed to 
generate good colorings for the geometries down to (from n). The latter also 
speeds up the corresponding derandomization by a factor of .
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structural information about the hypergraph in the design of the random 
experiment by imposing suitable dependencies. This yields colorings having 
smaller discrepancy. We also obtain more information about the coloring, or, 
conversely, we may enforce the random coloring to have special properties. 
There are some algorithmic advantages as well. 
We apply our approach to hypergraphs of d-dimensional boxes and to finite 
geometries. Among others results, we gain a factor 2d/2 decrease in the 
discrepancy of the boxes, and reduce the number of random bits needed to 
generate good colorings for the geometries down to (from n). The latter also 
speeds up the corresponding derandomization by a factor of .
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moreAbstract
In this paper we present an experimental study of the statistical and 
topological properties of the Webgraph. This work has required the development 
of a set of external and semi-external algorithms for computing properties of 
massive graphs, and for the large scale simulation of stochastic graph models. 
We use these algorithms for running experiments on a large crawl from 2001 of 
200M pages and about 1.4 billion edges made available by theWebBase project at 
Stanford [19], and on synthetic graphs obtained by the large scale simulation 
of stochastic graph models for the Webgraph.
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        “Exact, Efficient and Complete Arrangement Computation for Cubic Curves,” Computational Geometry, vol. 35, 2006.
    
moreAbstract
The Bentley-Ottmann sweep-line method can compute the
arrangement of planar curves, provided a number of geometric
primitives operating on the curves are available. We discuss the
reduction of the primitives to the analysis of curves and curve pairs,
and describe efficient realizations of these analyses
for planar algebraic curves of degree three or less. We
obtain a \emph{complete}, \emph{exact}, and \emph{efficient\/}
algorithm for computing arrangements of cubic curves.
Special cases of cubic curves are
conics as well as implicitized cubic splines and B\'ezier curves.
 
The algorithm is \emph{complete\/} in that it handles all possible
degeneracies such as tangential intersections and singularities.
It is \emph{exact\/} in that it provides the mathematically correct
result. It is \emph{efficient\/} in that it can handle hundreds of
curves with a quarter million of segments in the final arrangement.
The algorithm has been implemented in C\texttt{++} as an \textsc{Exacus}
library called \textsc{CubiX}.
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        “Almost Tight Recursion Tree Bounds for the Descartes Method,” in ISSAC ’06: Proceedings of the 2006 international symposium on Symbolic and algebraic computation, 2006.
    
moreAbstract
We give a unified ("basis free") framework for the Descartes method for real 
root isolation of square-free real polynomials. This framework encompasses the 
usual Descartes' rule of sign method for polynomials in the power basis as well 
as its analog in the Bernstein basis. We then give a new bound on the size of 
the recursion tree in the Descartes method for polynomials with real 
coefficients. Applied to polynomials $A(X) = \sum_{i=0}^n a_iX^i$ with integer 
coefficients $\abs{a_i} < 2^L$, this yields a bound of $O(n(L + \log n))$ on 
the size of recursion trees. We show that this bound is tight for $L = 
\Omega(\log n)$, and we use it to derive the best known bit complexity bound 
for the integer case.
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        “Provisioning a Virtual Private Network Under the Presence of Non-communicating Groups,” in Algorithms and Complexity (CIAC 2006), Rome, Italy, 2006.
    
moreAbstract
Virtual private network design in the hose model deals with the 
  reservation of  capacities in a weighted graph such
  that the terminals in this network can communicate with one another. Each
  terminal is  equipped with  an upper bound on the
  amount of traffic that the terminal can send or receive. The task is 
 to install capacities at minimum cost and to compute paths for each
  unordered terminal pair such that each valid traffic matrix can be
  routed along those paths. 
 
  \noindent 
  In this paper we consider a variant of the virtual private
  network design problem which generalizes the previously studied
  symmetric and asymmetric case.  In our model the terminal set is
  partitioned into a number of groups, where terminals of each
  group  do not communicate with each other. 
 
  \noindent 
  Our main result is a  4.74 approximation algorithm for
  this problem.
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        “Multiline Addressing by Network Flow,” in Algorithms -- ESA 2006, Zürich, Switzerland, 2006.
    
moreAbstract
We consider an optimization problem arising in the design of
controllers for OLED displays. Our objective is to minimize the
current amplitude which has a direct impact on the lifetime of
such a display. Modeling the problem in mathematical terms 
yields a class of network flow problems where we group the arcs
and pay in each group only for the arc carrying the maximum
flow.  We develop (fully) combinatorial approximation heuristics
suitable for being implemented in the hardware of a control
device that drives an OLED display.
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        “On the Complexity of the Multiplication Method for Monotone CNF/DNF Dualization,” in Algorithms - ESA 2006, 14th Annual European Symposium, 2006.
    
moreAbstract
Given the irredundant CNF representation $\phi$ of a monotone Boolean function 
$f:\{0,1\}^n\mapsto\{0,1\}$, the dualization problem calls for finding the 
corresponding unique irredundant DNF representation $\psi$ of $f$. The 
(generalized) multiplication method works by repeatedly dividing the clauses of 
$\phi$ into (not necessarily disjoint) groups, multiplying-out the clauses in 
each group, and then reducing the result by applying the absorption law. We 
present the first non-trivial upper-bounds on the complexity of this 
multiplication method. Precisely, we show that if the grouping of the clauses 
is done in an output-independent way, then multiplication can be performed in 
sub-exponential time $(n|\psi|)^{O(\sqrt{|\phi|})}|\phi|^{O(\log n)}$. On the 
other hand, multiplication can be carried-out in quasi-polynomial time
$\poly(n,|\psi|)\cdot|\phi|^{o(\log |\psi|)}$, provided that the grouping is 
done depending on the intermediate outputs produced during the multiplication 
process.
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        “On Approximating the TSP with Intersecting Neighborhoods,” in Algorithms and Computation : 17th International Symposium, ISAAC 2006, 2006.
    
moreAbstract
In the TSP with neighborhoods problem we are given a set of $n$ regions 
(neighborhoods) in the plane, and seek to find a minimum length TSP tour that 
goes through all the regions. We give two approximation algorithms for the case 
when the regions are allowed to intersect: We give the first $O(1)$-factor 
approximation algorithm for intersecting convex fat objects of comparable 
diameters where we are allowed to hit each object only at a finite set of 
specified points. The proof follows from two packing lemmas that are of 
independent interest.
For the problem in its most general form (but without the specified points 
restriction) we give a simple $O(\log n)$-approximation algorithm.
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moreAbstract
Let be a database of transactions on n attributes, where each attribute 
specifies a (possibly empty) real closed interval . Given an integer threshold 
t, a multi-dimensional interval I=([a1,b1], ..., [an,bn]) is called t-frequent, 
if (every component interval of) I is contained in (the corresponding component 
of) at least t transactions of and otherwise, I is said to be t-infrequent. We 
consider the problem of generating all minimal t-infrequent multi-dimensional 
intervals, for a given database and threshold t. This problem may arise, for 
instance, in the generation of association rules for a database of 
time-dependent transactions. We show that this problem can be solved in 
quasi-polynomial time. This is established by developing a quasi- polynomial 
time algorithm for generating maximal independent elements for a set of vectors 
in the product of lattices of intervals, a result which may be of independent 
interest. In contrast, the generation problem for maximal frequent intervals 
turns out to be NP-hard.
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        “On the Complexity of Monotone Boolean Duality Testing,” DIMACS, Piscataway, NJ, DIMACS TR: 2006-01, 2006.
    
moreAbstract
We show that the duality of a pair of monotone Boolean functions in disjunctive 
normal forms can be tested in polylogarithmic time using a quasi-polynomial 
number of processors. Our decomposition technique yields stronger bounds on the 
complexity of the problem than those currently known and also allows for 
generating all minimal transversals of a given hypergraph using only polynomial 
space.
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        “Conflict-Free Colorings of Rectangle Ranges,” in STACS 2006, 23rd Annual Symposium on Theoretical Aspects of Computer Science, 2006.
    
moreAbstract
Given the range space , where P is a set of n points in and is the family of 
subsets of P induced by all axis-parallel rectangles, the conflict-free 
coloring problem asks for a coloring of P with the minimum number of colors 
such that is conflict-free. We study the following question: Given P, is it 
possible to add a small set of points Q such that can be colored with fewer 
colors than ? Our main result is the following: given P, and any , one can 
always add a set Q of points such that P ∪ Q can be conflict-free colored using 
1 colors. Moreover, the set Q and the conflict-free coloring can be computed in 
polynomial time, with high probability. Our result is obtained by introducing a 
general probabilistic re-coloring technique, which we call quasi-conflict-free 
coloring, and which may be of independent interest. A further application of 
this technique is also given.
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        “Multiconsistency and Robustness with Global Constraints,” Constraints, vol. 11, 2006.
    
moreAbstract
We propose a natural generalization of arc-consistency, which we call 
multiconsistency: a value v in the domain of a variable x is k-multiconsistent 
with respect to a constraint C if there are at least k solutions to C in which 
x is assigned the value v. We present algorithms that determine which 
variable-value pairs are k-multiconsistent with respect to several well known 
global constraints. In addition, we show that finding super solutions is 
sometimes strictly harder than finding arbitrary solutions for these 
constraints and suggest multiconsistency as an alternative way to search for 
robust solutions.
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moreAbstract
In this note we give upper bounds for the number of vertices of the polyhedron 
$P(A,b) = \{x \in Rd: Ax < b\}$ when the $m \times d$ constraint matrix $A$ is 
subjected to certain restriction. For instance, if $A$ is a 0/1-matrix, then 
there can be at most $d!$ vertices and this bound is tight, or if the entries 
of $A$ are non-negative integers so that each row sums to at most $C$, then 
there can be at most $Cd$ vertices. These bounds are consequences of a more 
general theorem that the number of vertices of $P(A,b)$ is at most $d! ċ W/D$, 
where $W$ is the volume of the convex hull of the zero vector and the row 
vectors of $A$, and $D$ is the smallest absolute value of any non-zero $d 
\times d$ subdeterminant of $A$.
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there can be at most $Cd$ vertices. These bounds are consequences of a more 
general theorem that the number of vertices of $P(A,b)$ is at most $d! &#267; W/D$, 
where $W$ is the volume of the convex hull of the zero vector and the row 
vectors of $A$, and $D$ is the smallest absolute value of any non-zero $d 
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        “Distance-Sensitive Information Brokerage in Sensor Networks,” in Distributed Computing in Sensor Systems, Second IEEE International Conference, DCOSS 2006, 2006.
    
moreAbstract
In a sensor network information from multiple nodes must usually be aggregated 
in order to accomplish a certain task. A natural way to view this information 
gathering is in terms of interactions between nodes that are producers of 
information, e.g., those that have collected data, detected events, etc., and 
nodes that are consumers of information, i.e., nodes that seek data or events 
of certain types. Our overall goal in this paper is to construct efficient 
schemes allowing consumer and producer nodes to discover each other so that the 
desired information can be delivered quickly to those who seek it. Here, 
efficiency means both limiting the redundancy of where producer information is 
stored, as well as bounding the consumer query times. We introduce the notion 
of distance-sensitive information brokerage and provide schemes for efficiently 
bringing together information producers and consumers at a cost proportional to 
the separation between them — even though neither the consumers nor the 
producers know about each other beforehand. 
Our brokerage scheme is generic and can be implemented on top of several 
hierarchical routing schemes that have been proposed in the past, provided that 
they are augmented with certain key sideway links. For such augmented 
hierarchical routing schemes we provide a rigorous theoretical performance 
analysis, which further allows us to prove worst case query times and storage 
requirements for our information brokerage scheme. Experimental results 
demonstrate that the practical performance of the proposed approaches far 
exceeds their theoretical (worst-case) bounds. The presented algorithms rely 
purely on the topology of the communication graph of the sensor network and do 
not require any geographic location information.
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        “(Approximate) Conic Nearest Neighbors and the induced Voronoi Diagram,” in 18th Canadian Conference on Computational Geometry, 2006.
    
moreAbstract
For a given point set in Euclidean space we consider the problem of finding
(approximate) nearest neighbors of a query point but restricting only to
points that lie within a fixed cone with apex at the query point.
Apart from being a rather natural question to ask,
solutions to this problem have applications in surface reconstruction and
dimension detection.
 
We investigate the structure of the Voronoi diagram induced by this notion of 
proximity and present
approximate and exact data structures for answering cone-restricted nearest 
neighbor queries. In particular
we develop an approximate Voronoi diagram of size $O((n/\epsilon^d)\log 
(1/\epsilon))$ that can be used
to answer cone-restricted nearest neighbor queries in $O(\log (n/\epsilon))$ 
time.
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moreAbstract
A fundamental class of problems in wireless communication is concerned 
with the assignment of suitable transmission powers to wireless 
devices/stations such that the
resulting communication graph satisfies certain desired properties and 
the overall energy consumed is minimized. Many concrete communication 
tasks in a
wireless network like broadcast, multicast, point-to-point routing, 
creation of a communication backbone, etc. can be regarded as such a 
power assignment problem.
 
This paper considers several problems of that kind; for example one 
problem studied before in (Vittorio Bil{\`o} et al: Geometric Clustering 
to Minimize the Sum
of Cluster Sizes, ESA 2005) and (Helmut Alt et al.: Minimum-cost 
coverage of point sets by disks, SCG 2006) aims to select and assign 
powers to $k$ of the
stations such that all other stations are within reach of at least one 
of the selected stations. We improve the running time for obtaining a 
$(1+\epsilon)$-approximate
solution for this problem from $n^{((\alpha/\epsilon)^{O(d)})}$ as 
reported by Bil{\`o} et al. (see Vittorio Bil{\`o} et al: Geometric 
Clustering to Minimize the Sum
of Cluster Sizes, ESA 2005) to
$O\left( n+ {\left(\frac{k^{2d+1}}{\epsilon^d}\right)}^{ \min{\{\; 
2k,\;\; (\alpha/\epsilon)^{O(d)} \;\}} } \right)$ that is, we obtain a 
running time that is \emph{linear}
in the network size. Further results include a constant approximation 
algorithm for the TSP problem under squared (non-metric!) edge costs, 
which can be employed to
implement a novel data aggregation protocol, as well as efficient 
schemes to perform $k$-hop multicasts.
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moreAbstract
Wireless sensor  networks typically consist of small, very simple network nodes 
without any positioning device like GPS.
After an initialization phase, the nodes know with whom they can talk directly, 
but have no idea about their relative geographic locations. 
We examine how much geometry information is nevertheless hidden in the 
communication graph of the network:
Assuming that the connectivity is determined by the well-known unit-disk graph 
model, we prove that using an extremely simple linear-time algorithm
one can identify nodes on the boundaries of holes of the network. That is, 
there is enough geometry information hidden in the connectivity structure
to identify topological features -- in our example the holes in the network.
While the theoretical analysis turns out to be quite conservative, an actual 
implementation shows that the algorithm works well under less stringent 
conditions.
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moreAbstract
Several routing schemes in ad hoc networks first establish a virtual backbone 
and then route messages via backbone nodes. One common way of constructing such 
a backbone is based on the construction of a connected dominating set (CDS). In 
this article we present a very simple distributed algorithm for computing a 
small CDS. Our algorithm has an approximation factor of at most 6.91, improving 
upon the previous best-known approximation factor of 8 due to Wan et al. 
[2002]. The improvement relies on a refined analysis of the relationship 
between the size of a maximal independent set and a minimum CDS in a unit disk 
graph. This subresult also implies improved approximation factors for many 
existing algorithm.
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moreAbstract
We consider the problem of computing a minimum cycle basis in a directed graph. 
The input to this problem is a directed graph G whose edges have non-negative 
weights. A cycle in this graph is actually a cycle in the underlying undirected 
graph with edges traversable in both directions. A {–1,0,1} edge incidence 
vector is associated with each cycle: edges traversed by the cycle in the right 
direction get 1 and edges traversed in the opposite direction get -1. The 
vector space over generated by these vectors is the cycle space of G. A minimum 
cycle basis is a set of cycles of minimum weight that span the cycle space of 
G. The current fastest algorithm for computing a minimum cycle basis in a 
directed graph with m edges and n vertices runs in time (where ω< 2.376 is the 
exponent of matrix multiplication). Here we present an O(m3n + m2n2logn) 
algorithm. We also slightly improve the running time of the current fastest 
randomized algorithm from O(m2nlogn) to O(m2 n + mn2 logn).
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moreAbstract
Given a list of d-dimensional cuboid items with associated profits, the 
\emphorthogonal knapsack problem} asks for a packing of a selection with 
maximal profit into the unit cube. We restrict the items to hypercube shapes 
and derive a (\frac{5}{4}+ε)-approximation for the two-dimensional 
case. In a second step we generalize our result to a 
(\frac{2^d+1}{2^d+ε)-approximation for d-dimensional packing.
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moreAbstract
Suppose that each member of a set A of applicants ranks a subset of a set P of 
posts in an order of preference, possibly involving ties. A matching is a set 
of (applicant, post) pairs such that each applicant and each post appears in at 
most one pair. A rank-maximal matching is one in which the maximum possible 
number of applicants are matched to their first choice post, and subject to 
that condition, the maximum possible number are matched to their second choice 
post, and so on. This is a relevant concept in any practical matching situation 
and it was first studied by Irving [2003].We give an algorithm to compute a 
rank-maximal matching with running time O(min(n + C,C√n)m), where C is the 
maximal rank of an edge used in a rank-maximal matching, n is the number of 
applicants and posts and m is the total size of the preference lists.
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moreAbstract
In this thesis an algorithm for sampling rooted 3-connected planar graphs (c-nets) in deterministic polynomial time is presented. The algorithm is based on a decomposition strategy for c-nets, which is formulated as a system of bijections between classes of c-nets parameterized by the number of vertices, faces, and edges on the outer face. This system is then used in three ways: First, as system of recursive equations to derive the sizes of above classes by using an algorithm based on dynamic programming. Second, as system of equations of generating functions to derive an algebraic generating function and a single parameter recursion formula for c-nets. Third, as composition scheme to sample c-nets uniformly at random with the recursive method of sampling. The thesis is based on the paper \emph{A Direct Decomposition of 3-connected Planar Graphs} by Manuel Bodirsky, Clemens Gr{\"o}pl, Mihyun Kang and the author~\cite{3connplanar} and extends it by the parameter for the number of edges and a full proof of the decomposition.
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moreAbstract
We explain the counterintuitive observation that finding “good” pivots (close 
to the median of the array to be partitioned) may not improve performance of 
quicksort. Indeed, an intentionally skewed pivot improves performance. The 
reason is that while the instruction count decreases with the quality of the 
pivot, the likelihood that the direction of a branch is mispredicted also goes 
up. We analyze the effect of simple branch prediction schemes and measure the 
effects on real hardware.
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        “Division-free computation of subresultants using bezout matrices,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-1-006, 2006.
    
moreAbstract
We present an algorithm to compute the subresultant sequence of two polynomials that completely avoids division in the ground domain, generalizing an algorithm from Abdeljaoued et al.\ (see Abdeljaoed et al.: Minors of Bezout Matrices\ldots, Int.\ J.\ of Comp.\ Math.\ 81, 2004). This is done by evaluating determinants of slightly manipulated Bezout matrices using an algorithm of Berkowitz. Experiments show that our algorithm is superior compared to pseudo-division approaches for moderate degrees if the domain contains indeterminates.


BibTeX
@techreport{,
TITLE = {Division-free computation of subresultants using bezout matrices},
AUTHOR = {Kerber, Michael},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2006-1-006},
NUMBER = {MPI-I-2006-1-006},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {We present an algorithm to compute the subresultant sequence of two polynomials that completely avoids division in the ground domain, generalizing an algorithm from Abdeljaoued et al.\ (see Abdeljaoed et al.: Minors of Bezout Matrices\ldots, Int.\ J.\ of Comp.\ Math.\ 81, 2004). This is done by evaluating determinants of slightly manipulated Bezout matrices using an algorithm of Berkowitz. Experiments show that our algorithm is superior compared to pseudo-division approaches for moderate degrees if the domain contains indeterminates.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Kerber, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Division-free computation of subresultants using bezout matrices : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-681D-7
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2006-1-006
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2006
%P 20 p.
%X We present an algorithm to compute the subresultant sequence of two polynomials that completely avoids division in the ground domain, generalizing an algorithm from Abdeljaoued et al.\ (see Abdeljaoed et al.: Minors of Bezout Matrices\ldots, Int.\ J.\ of Comp.\ Math.\ 81, 2004). This is done by evaluating determinants of slightly manipulated Bezout matrices using an algorithm of Berkowitz. Experiments show that our algorithm is superior compared to pseudo-division approaches for moderate degrees if the domain contains indeterminates.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        2210
    
                Thesis
            
D1


        M. Kerber
    

        “Analysis of Real Algebraic Plane Curves,” Universität des Saarlandes, Saarbrücken, 2006.
    
moreAbstract
This work describes a new method to compute geometric properties of a real algebraic plane curve of arbitrary degree. These properties contain the topology of the curve as well as the location of singular points and vertical asymptotes. The algorithm is based on the Bitstream Descartes method (Eigenwillig et al.: "A Descartes Algorithm for Polynomials with Bit-Stream Coefficients", LNCS~3718), which computes exact information about the real roots of a polynomial from approximate coefficients. For symbolic calculations with algebraic numbers, especially for counting distinct real roots, it uses Sturm-Habicht sequences (Gonzalez-Vega et al.: "Sturm-Habicht Sequences 
\ldots", in: Caviness, Johnson(eds.): {\it Quantifier Elimination\ldots}, Springer, 1998), which are related to polynomial remainder sequences. Our work explains how to combine these methods to reduce the amount of symbolic calculations without losing exactness.\par
The geometry of the curve is computed with respect to the predetermined coordinate system. The algorithm changes coordinates in some situations to bring the curve into a generic position, but a new technique transports the computed information back into the original system efficiently. The conditions for a generic position of the curve are less restrictive than in other approaches and can be checked more efficiently during the analysis.\par 
The algorithm has been implemented as part of the software library EXACUS. This work presents comprehensive experimental results. They show that the new approach consistently outperforms the method by Seidel and Wolpert ("On the Exact Computation \ldots", SCG 2005, 107--115) and the frequently cited algorithm of Gonzalez-Vega and Necula ("Efficient Topology Determination \ldots", {\it Comp.\ Aided Design} {\bf 19} (2002) 719--743). We therefore claim that our algorithm reflects the state-of-the-art in the resultant-based analysis of algebraic curves.
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The geometry of the curve is computed with respect to the predetermined coordinate system. The algorithm changes coordinates in some situations to bring the curve into a generic position, but a new technique transports the computed information back into the original system efficiently. The conditions for a generic position of the curve are less restrictive than in other approaches and can be checked more efficiently during the analysis.\par 
The algorithm has been implemented as part of the software library EXACUS. This work presents comprehensive experimental results. They show that the new approach consistently outperforms the method by Seidel and Wolpert ("On the Exact Computation \ldots", SCG 2005, 107--115) and the frequently cited algorithm of Gonzalez-Vega and Necula ("Efficient Topology Determination \ldots", {\it Comp.\ Aided Design} {\bf 19} (2002) 719--743). We therefore claim that our algorithm reflects the state-of-the-art in the resultant-based analysis of algebraic curves.
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moreAbstract
The algorithms of computational geometry are designed for a machine model with 
exact real arithmetic. Substituting floating-point arithmetic for the assumed 
real arithmetic may cause implementations to fail. Although this is well known, 
it is not common knowledge. There is no paper that systematically discusses 
what can go wrong and provides simple examples for the di.erent ways in which 
floating-point implementations can fail. Due to this lack of examples, 
instructors of computational geometry have little material for demonstrating 
the inadequacy of floating-point arithmetic for geometric computations, 
students of computational geometry and implementers of geometric algorithms 
still underestimate the seriousness of the problem, and researchers in our and 
neighboring disciplines still believe that simple approaches are able to 
overcome the problem. In this paper, we study simple algorithms for two simple 
geometric problems, namely computing convex hulls and triangulations of point 
sets, and show how they can fail and explain why they fail when executed with 
floating-point arithmetic.
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        “Reference Counting in Library Design - Optionally and with Union-find Optimization,” in Proceedings of the First International Workshop on Library-Centric Software Design, LCSD’05, San Diego, CA, USA, 2006.
    
moreAbstract
Reference counting has been used and described in abundance. We
present novel ideas aimed at class implementations in library
design: (1) In library design, generic classes can have variable
size, such that an optimal decision for or against reference
counting is not possible. We \emphpostpone} this decision to the
place of class use. (2) In a context, where equality comparison for
the case of equality is expensive, e.g., for exact algebraic number
representations, we \emph{unify representations} whenever equality
was detected, thus effectively caching equality tests. We explain an
efficient implementation based on an union-find data structure. (3)
Reference counting and \emph{polymorphic class hierarchies} can be
combined reusing the pointer in the handle class for the
polymorphism. A policy-based generic C++ solution realizes all
ideas. \emph{Standard allocators manage all dynamic memory.
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        “Enumerating Spanning and Connected Subsets in Graphs and Matroids,” in Algorithms - ESA 2006, 14th Annual European Symposium, 2006.
    
moreAbstract
We show that enumerating all minimal spanning and connected subsets
of a given matroid can be solved in incremental quasi-polynomial
time. In the special case of graphical matroids, we improve this
complexity bound by showing that all minimal $2$-vertex connected
subgraphs of a given graph can be generated in incremental
polynomial time.
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moreAbstract
We show that generating all negative cycles of a weighted graph is a hard 
enumeration problem, in both the directed and undirected cases. More precisely, 
given a family of negative (directed) cycles, it is an NP-complete problem to 
decide whether this family can be extended or there are no other negative 
(directed) cycles in the graph, implying that (directed) negative cycles cannot 
be generated in polynomial output time, unless P=NP. As a corollary, we solve 
in the negative two well-known generating problems from linear programming: (i) 
Given an infeasible system of linear inequalities, generating all minimal 
infeasible subsystems is hard. Yet, for generating maximal feasible subsystems 
the complexity remains open. (ii) Given a feasible system of linear 
inequalities, generating all vertices of the corresponding polyhedron is hard. 
Yet, in the case of bounded polyhedra the complexity remains open
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        “The Density of Iterated Crossing Points and a Gap Result for Triangulations of Finite Point Sets,” in Proceedings of the 22nd Annual Symposium on Computational Geometry, SCG’06, 2006.
    
moreAbstract
Consider a plane graph G, drawn with straight lines. For every pair a,b of 
vertices of G, we compare the shortest-path distance between a and b in G (with 
Euclidean edge lengths) to their actual distance in the plane. The worst-case 
ratio of these two values, for all pairs of points, is called the dilation of G
. All finite plane graphs of dilation 1 have been classified. They are closely 
related to the following iterative procedure. For a given point set P ⊆ R2, we 
connect every pair of points in P by a line segment and then add to P all those 
points where two such line segments cross. Repeating this process infinitely 
often, yields a limit point set P∞⊇P. This limit set P∞ is finite if and only 
if P is contained in the vertex set of a triangulation of dilation 1.The main 
result of this paper is the following gap theorem: For any finite point set P 
in the plane for which P∞ is infinite, there exists a threshold λ > 1 such that 
P is not contained in the vertex set of any finite plane graph of dilation at 
most λ. As a first ingredient to our proof, we show that such an infinite P∞ 
must lie dense in a certain region of the plane. In the second, more difficult 
part, we then construct a concrete point set P0 such that any planar graph that 
contains this set amongst its vertices must have a dilation larger than 
1.0000047.
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ratio of these two values, for all pairs of points, is called the dilation of G
. All finite plane graphs of dilation 1 have been classified. They are closely 
related to the following iterative procedure. For a given point set P &#8838; R2, we 
connect every pair of points in P by a line segment and then add to P all those 
points where two such line segments cross. Repeating this process infinitely 
often, yields a limit point set P&#8734;&#8839;P. This limit set P&#8734; is finite if and only 
if P is contained in the vertex set of a triangulation of dilation 1.The main 
result of this paper is the following gap theorem: For any finite point set P 
in the plane for which P&#8734; is infinite, there exists a threshold &#955; > 1 such that 
P is not contained in the vertex set of any finite plane graph of dilation at 
most &#955;. As a first ingredient to our proof, we show that such an infinite P&#8734; 
must lie dense in a certain region of the plane. In the second, more difficult 
part, we then construct a concrete point set P0 such that any planar graph that 
contains this set amongst its vertices must have a dilation larger than 
1.0000047.
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moreAbstract
We deal with the problem of finding such an orientation of a given
graph that the largest number of edges leaving a vertex
(called the outdegree of the orientation) is small.
 
For any $\varepsilon\in(0,1)$ we show an $\tilde{O}(|E(G)|/\varepsilon)$
time algorithm which finds an orientation of an input graph $G$ with outdegree
at most $\lceil(1+\varepsilon)d^*\rceil$, where $d^*$ is the
maximum density of a subgraph of $G$. It is known that the optimal value of 
orientation outdegree is $\lceil d^* \rceil$.
 
Our algorithm has applications in constructing labeling schemes,
introduced by Kannan et al. and in approximating such
graph density measures as arboricity, pseudoarboricity and maximum density.
Our results improve over the previous, 2-approximation algorithms
by Aichholzer et al. (for orientation / pseudoarboricity), by Arikati et al. 
(for arboricity) and by Charikar (for maximum density).
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graph that the largest number of edges leaving a vertex
(called the outdegree of the orientation) is small.

For any $\varepsilon\in(0,1)$ we show an $\tilde{O}(|E(G)|/\varepsilon)$
time algorithm which finds an orientation of an input graph $G$ with outdegree
at most $\lceil(1+\varepsilon)d^*\rceil$, where $d^*$ is the
maximum density of a subgraph of $G$. It is known that the optimal value of 
orientation outdegree is $\lceil d^* \rceil$.
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moreAbstract
We show an $O(1.344^n) = O(2^{0.427n})$ algorithm for edge-coloring an n-vertex 
graph using three colors. Our algorithm uses polynomial space. This improves 
over the previous, $O(2^{n/2})$ algorithm of Beigel and Eppstein. We apply a 
very natural approach of generating inclusion-maximal matchings of the graph. 
The time complexity of our algorithm is estimated using the “measure and 
conquer” technique.
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moreAbstract
We give a new bound for the number of recursive subdivisions in the Descartes 
method for polynomial real root isolation. Our proof uses Ostrowski’s theory of 
normal power series from 1950 which has so far been overlooked in the 
literature. We combine Ostrowski’s results with a theorem of Davenport from 
1985 to obtain our bound. We also characterize normality of cubic polynomials 
by explicit conditions on their roots and derive a generalization of one of 
Ostrowski’s theorems.
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moreAbstract
A certifying algorithm for a problem is an algorithm that provides a 
certificate with each answer that it produces. The certificate is a piece of 
evidence that proves that the answer has not been compromised by a bug in the 
implementation. We give linear-time certifying algorithms for recognition of 
interval graphs and permutation graphs, and for a few other related problems. 
Previous algorithms fail to provide supporting evidence when they claim that 
the input graph is not a member of the class. We show that our certificates of 
nonmembership can be authenticated in O(|V|) time.
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moreAbstract
We present an algorithm that computes a shortest non-contractible and a 
shortest non-separating cycle on an orientable combinatorial surface of bounded 
genus in $O(n log n)$ time, where $n$ denotes the complexity of the surface. 
This solves a central open problem in computational topology, improving 
upon the current-best $O(n \frac{3}{2})$-time algorithm by Cabello and Mohar 
(ESA 2005). 
Our algorithm is based on universal-cover constructions to find short cycles 
and makes extensive use of existing tools from the field.
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        “Sequences Characterizing k-Trees,” in Computing and Combinatorics, 12th Annual International Conference, COCOON 2006, 2006.
    
moreAbstract
A non-decreasing sequence of n integers is the degree sequence of a 1-tree 
(i.e., an ordinary tree) on n vertices if and only if there are least two 1’s 
in the sequence, and the sum of the elements is 2(n–1). We generalize this 
result in the following ways. First, a natural generalization of this statement 
is a necessary condition for k-trees, and we show that it is not sufficient for 
any k > 1. Second, we identify non-trivial sufficient conditions for the degree 
sequences of 2-trees. We also show that these sufficient conditions are almost 
necessary using bounds on the partition function p(n) and probabilistic 
methods. Third, we generalize the characterization of degrees of 1-trees in an 
elegant and counter-intuitive way to yield integer sequences that characterize 
k-trees, for all k.
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methods. Third, we generalize the characterization of degrees of 1-trees in an 
elegant and counter-intuitive way to yield integer sequences that characterize 
k-trees, for all k.
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        “Goal Directed Shortest Path Queries Using Precomputed Cluster Distances,” in Experimental Algorithms, 5th International Workshop, WEA 2006, 2006.
    
moreAbstract
We demonstrate how Dijkstra's algorithm for shortest path queries can be 
accelerated by using precomputed shortest path distances.
Our approach allows a completely flexible tradeoff between query time and space 
consumption for precomputed distances.
In particular, sublinear space is sufficient to give the search a strong 
``sense of direction''.
We evaluate our approach experimentally using large, real-world road networks.
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        “A Goal-Directed Shortest Path Algorithm Using Precomputed Cluster Distances,” Universität des Saarlandes, Saarbrücken, 2006.
    
moreAbstract
This thesis introduces a new acceleration heuristic for shortest path queries, called the PCD algorithm (\textbf{P}recomputed \textbf{C}luster \textbf{D}istances). PCD precomputes shortest path distances between the partitions of the input graph, which can be obtained by any graph partitioning method. Since the number of partitions can be varied between one and the number of nodes, the method presents an interpolation between all pairs and ordinary single source single target shortest path search.
This allows a flexible trade-off between preprocessing time and space on the one hand and query time on the other, allowing significant speedups even for a sublinear amount of extra space. The method can be applied to arbitrary graphs with non-negative edge weights and does not afford a layout. Experiments on large street networks with a suitable clustering method are shown to yield average speedups of up to 114.9 for PCD as a stand-alone method.
Furthermore, the algorithm's space-efficiency, simplicity, and goal-directed behaviour make PCD an alternative method to provide other acceleration heuristics with goal-direction.
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ABSTRACT = {This thesis introduces a new acceleration heuristic for shortest path queries, called the PCD algorithm (\textbf{P}recomputed \textbf{C}luster \textbf{D}istances). PCD precomputes shortest path distances between the partitions of the input graph, which can be obtained by any graph partitioning method. Since the number of partitions can be varied between one and the number of nodes, the method presents an interpolation between all pairs and ordinary single source single target shortest path search. This allows a flexible trade-off between preprocessing time and space on the one hand and query time on the other, allowing significant speedups even for a sublinear amount of extra space. The method can be applied to arbitrary graphs with non-negative edge weights and does not afford a layout. Experiments on large street networks with a suitable clustering method are shown to yield average speedups of up to 114.9 for PCD as a stand-alone method. Furthermore, the algorithm's space-efficiency, simplicity, and goal-directed behaviour make PCD an alternative method to provide other acceleration heuristics with goal-direction.},
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This allows a flexible trade-off between preprocessing time and space on the one hand and query time on the other, allowing significant speedups even for a sublinear amount of extra space. The method can be applied to arbitrary graphs with non-negative edge weights and does not afford a layout. Experiments on large street networks with a suitable clustering method are shown to yield average speedups of up to 114.9 for PCD as a stand-alone method.
Furthermore, the algorithm's space-efficiency, simplicity, and goal-directed behaviour make PCD an alternative method to provide other acceleration heuristics with goal-direction.
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        “Reliable and Efficient Computational Geometry Via Controlled Perturbation,” in Automata, Languages and Programming, 33rd International Colloquium, ICALP 2006, Part I, 2006.
    
moreAbstract
Most algorithms of computational geometry are designed for the Real-RAM and 
non-degenerate input. We call such algorithms idealistic. Executing an 
idealistic algorithm with floating point arithmetic may fail. Controlled 
perturbation replaces an input x by a random nearby in the δ-neighborhood of x 
and then runs the floating point version of the idealistic algorithm on . The 
hope is that this will produce the correct result for with constant probability 
provided that δ is small and the precision L of the floating point system is 
large enough. We turn this hope into a theorem for a large class of geometric 
algorithms and describe a general methodology for deriving a relation between δ 
and L. We exemplify the usefulness of the methodology by examples. 
Partially supported by the IST Programme of the EU under Contract No 
IST-006413, Algorithms for Complex Shapes (ACS).
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        “Reliable and Efficient Geometric Computing,” in Algorithms and Complexity : 6th Italian Conference, CIAC 2006, 2006.
    
moreAbstract
Reliable implementation of geometric algorithms is a notoriously difficult 
task. Algorithms are usually designed for the Real-RAM, capable of computing 
with real numbers in the sense of mathematics, and for non-degenerate inputs. 
But, real computers are not Real-RAMs and inputs are frequently degenerate. 
In the first part of the talk we illustrate the pitfalls of geometric computing 
by way of examples [KMP+04]. The examples demonstrate in a lucid way that 
standard and frequently taught algorithms can go completely astray when naively 
implemented with floating point arithmetic. 
Partially supported by the IST Programme of the EU under Contract No 
IST-2005-TODO, Algorithms for Complex Shapes (ACS).
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But, real computers are not Real-RAMs and inputs are frequently degenerate. 
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implemented with floating point arithmetic. 
Partially supported by the IST Programme of the EU under Contract No 
IST-2005-TODO, Algorithms for Complex Shapes (ACS).
%B Algorithms and Complexity : 6th Italian Conference, CIAC 2006
%P 1 - 2
%I Springer
%@ 3-540-34375-X
%B Lecture Notes in Computer Science
%N 3998




	PuRe
	BibTeX

	


        2226
    
                Article
            
D1


        K. Mehlhorn and D. Michail
    

        “Implementing Minimum Cycle Basis Algorithms,” ACM Journal of Experimental Algorithmics, vol. 11, 2006.
    
moreAbstract
In this paper, we consider the problem of computing a minimum cycle basis of an 
undirected graph G &equals; (V,E) with n vertices and m edges. We describe an 
efficient implementation of an O(m3 &plus; mn2 log n) algorithm. For sparse 
graphs, this is the currently best-known algorithm. This algorithm's running 
time can be partitioned into two parts with time O(m3) and O(m2n &plus; mn2 log 
n), respectively. Our experimental findings imply that for random graphs the 
true bottleneck of a sophisticated implementation is the O(m2 n &plus; mn2 log 
n) part. A straightforward implementation would require Ω(nm) shortest-path 
computations. Thus, we develop several heuristics in order to get a practical 
algorithm. Our experiments show that in random graphs our techniques result in 
a significant speed-up. Based on our experimental observations, we combine the 
two fundamentally different approaches to compute a minimum cycle basis to 
obtain a new hybrid algorithm with running time O(m2n2). The hybrid algorithm 
is very efficient, in practice, for random dense unweighted graphs. Finally, we 
compare these two algorithms with a number of previous implementations for 
finding a minimum cycle basis of an undirected graph.
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computations. Thus, we develop several heuristics in order to get a practical 
algorithm. Our experiments show that in random graphs our techniques result in 
a significant speed-up. Based on our experimental observations, we combine the 
two fundamentally different approaches to compute a minimum cycle basis to 
obtain a new hybrid algorithm with running time O(m2n2). The hybrid algorithm 
is very efficient, in practice, for random dense unweighted graphs. Finally, we 
compare these two algorithms with a number of previous implementations for 
finding a minimum cycle basis of an undirected graph.
%J ACM Journal of Experimental Algorithmics
%V 11
%& 1
%P 1 - 14




	PuRe
	BibTeX

	


        2227
    
                Conference paper
            
D1


        U. Meyer and N. Zeh
    

        “I/O-Efficient Undirected Shortest Paths with Unbounded Edge Lengths,” in Algorithms - ESA 2006, 14th Annual European Symposium, 2006.
    
moreAbstract
We show how to compute single-source shortest paths in undirected graphs with 
non-negative edge lengths in I/Os, where n is the number of vertices, m is the 
number of edges, B is the disk block size, and MST(n,m) is the I/O-cost of 
computing a minimum spanning tree. For sparse graphs, the new algorithm 
performs I/Os. This result removes our previous algorithm’s dependence on the 
edge lengths in the graph.
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moreAbstract
Many solutions for securing inter-provider handover proposed to date make use 
of the concept of security context transfer. However, none of these solutions 
addresses problems arising from subsequent handover. In this paper, we provide 
a formal model for subsequent security context transfer and define a set of 
security requirements. We furthermore present a new solution that meets all but 
one of these requirements. In particular, we combine the concept of a 
history-enriched security context transfer with a policy-based handover 
decision process.
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moreAbstract
The prediction of transdermal absorption for arbitrary penetrant structures has 
several important applications in the pharmaceutical industry. We propose a new 
data-driven, predictive model for skin permeability coefficients kp based on an 
ensemble model using k-nearest-neighbor models and ridge regression. The model 
was trained and validated with a newly assembled data set containing 
experimental data and structures for 110 compounds. On the basis of three 
purely computational descriptors (molecular weight, calculated octanol/water 
partition coefficient, and solvation free energy), we have developed a model 
allowing for the reliable, purely computational prediction of skin permeability 
coefficients. The model is both accurate and robust, as we showed in an 
extensive validation (correlation coefficient for leave-one-out cross 
validation: Q = 0.948, mean standard error: 0.2 for log kp).
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moreAbstract
Ant Colony Optimization (ACO) is a kind of randomized search heuristic that has 
become very popular for solving
problems from combinatorial optimization. Solutions for a given problem are 
constructed by a random walk on a so-called construction graph. This random 
walk can be influenced by heuristic information about the problem. In contrast 
to many
successful applications, the
theoretical foundation of this kind of randomized search heuristic is rather 
weak. Theoretical investigations with respect to the runtime behavior of ACO 
algorithms have been started only recently for the optimization of 
pseudo-boolean functions.
 
We present the first comprehensive rigorous analysis
of a simple ACO algorithms for a combinatorial optimization problem. In our 
investigations we consider the minimum spanning tree problem and examine the 
effect of two
construction graphs with respect to the runtime behavior.
The choice of the construction graph in an ACO algorithm seems to be crucial 
for the success of such an algorithm.
First, we take the input graph itself as the construction graph and analyze 
the use of a construction procedure that is similar to Broder's algorithm for 
choosing a spanning tree uniformly at random. After that, a more incremental 
construction procedure is analyzed. It turns out that this procedure is 
superior to the Broder-based algorithm and produces additionally in a constant 
number of iterations a minimum spanning tree if the influence of the heuristic 
information is large enough.
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We present the first comprehensive rigorous analysis
of a simple ACO algorithms for a combinatorial optimization problem. In our 
investigations we consider the minimum spanning tree problem and examine the 
effect of two
construction graphs with respect to the runtime behavior.
The choice of the construction graph in an ACO algorithm seems to be crucial 
for the success of such an algorithm.
First, we take the input graph itself as the construction graph and analyze 
the use of a construction procedure that is similar to Broder's algorithm for 
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moreAbstract
Large amounts of protein and domain interaction data are being
produced by experimental high-throughput techniques and computational
approaches. To gain insight into the value of the provided data, we used our new
similarity measure based on the Gene Ontology to evaluate the molecular 
functions
and biological processes of interacting proteins or domains. The applied measure
particularly addresses the frequent annotation of proteins or domains with 
multiple
Gene Ontology terms. Using our similarity measure, we compare predicted
domain-domain and human protein-protein interactions with experimentally
derived interactions. The results show that our similarity measure is of 
significant
benefit in quality assessment and confidence ranking of domain and protein
networks. We also derive useful confidence score thresholds for dividing domain
interaction predictions into subsets of low and high confidence.
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moreAbstract
Performing automated tests can help to identify errors with much less effort than testing complex programs manually. Setting up such tests on Peer-to-Peer networks is not an easy task because many machines have to be synchronized while peers should follow a join and leave pattern similar to the real-world behavior. This work develops real-world user behavior models and a simulation framework which is subsequently used to evaluate Minerva, a Peer-to-Peer Web search prototype system developed at MPI. The simulation framework is deployed on the MPI cluster to set up large-scale networks in a fully automated way. Measurements are conducted on the freshness and availability of data in Minerva and compared to theoretical forecasts that are calculated with help of the user behavior models. The experimental results show that the general system design is scalable and the implementation of Minerva is correct.
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moreAbstract
We present an approach for the exact and efficient computation of a cell in an 
arrangement of quadric surfaces. All calculations are based on exact rational 
algebraic methods and provide the correct mathematical results in all, even 
degenerate, cases. By projection, the spatial problem is reduced to the one of 
computing planar arrangements of algebraic curves. We succeed in locating all 
event points in these arrangements, including tangential intersections and 
singular points. By introducing an additional curve, which we call the Jacobi 
curve, we are able to find non-singular tangential intersections. We show that 
the coordinates of the singular points in our special projected planar 
arrangements are roots of quadratic polynomials. The coefficients of these 
polynomials are usually rational and contain at most a single square root. A 
prototypical implementation indicates that our approach leads to good 
performance in practice.
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singular points. By introducing an additional curve, which we call the Jacobi 
curve, we are able to find non-singular tangential intersections. We show that 
the coordinates of the singular points in our special projected planar 
arrangements are roots of quadratic polynomials. The coefficients of these 
polynomials are usually rational and contain at most a single square root. A 
prototypical implementation indicates that our approach leads to good 
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moreAbstract
abstract 1:
 
The World Wide Web provides a nearly endless source of knowledge, which is 
mostly given in natural language. A first step towards exploiting this data 
automatically could be to extract pairs of a given semantic relation from text 
documents - for example all pairs of a person and her birthdate. One strategy 
for this task is to find text patterns that express the semantic relation, to 
generalize these patterns, and to apply them to a corpus to find new pairs. In 
this paper, we show that this approach profits significantly when deep 
linguistic structures are used instead of surface text patterns. We demonstrate 
how linguistic structures can be represented for machine learning, and we 
provide a theoretical analysis of the pattern matching approach. We show the 
benefits of our approach by extensive experiments with our prototype system 
LEILA.
 
abstract 2:
Search engines, question answering systems and classification systems
alike can greatly profit from formalized world knowledge.
Unfortunately, manually compiled collections of world knowledge (such
as WordNet or the Suggested Upper Merged Ontology SUMO) often suffer
from low coverage, high assembling costs and fast aging. In contrast,
the World Wide Web provides an endless source of knowledge, assembled
by millions of people, updated constantly and available for free. In
this paper, we propose a novel method for learning arbitrary binary
relations from natural language Web documents, without human
interaction. Our system, LEILA, combines linguistic analysis and
machine learning techniques to find robust patterns in the text and to
generalize them. For initialization, we only require a set of examples
of the target relation and a set of counterexamples (e.g. from
WordNet). The architecture consists of 3 stages: Finding patterns in
the corpus based on the given examples, assessing the patterns based on
probabilistic confidence, and applying the generalized patterns to
propose pairs for the target relation. We prove the benefits and
practical viability of our approach by extensive experiments, showing
that LEILA achieves consistent improvements over existing comparable
techniques (e.g. Snowball, TextToOnto).
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%X abstract 1:

The World Wide Web provides a nearly endless source of knowledge, which is 
mostly given in natural language. A first step towards exploiting this data 
automatically could be to extract pairs of a given semantic relation from text 
documents - for example all pairs of a person and her birthdate. One strategy 
for this task is to find text patterns that express the semantic relation, to 
generalize these patterns, and to apply them to a corpus to find new pairs. In 
this paper, we show that this approach profits significantly when deep 
linguistic structures are used instead of surface text patterns. We demonstrate 
how linguistic structures can be represented for machine learning, and we 
provide a theoretical analysis of the pattern matching approach. We show the 
benefits of our approach by extensive experiments with our prototype system 
LEILA.

abstract 2:
Search engines, question answering systems and classification systems
alike can greatly profit from formalized world knowledge.
Unfortunately, manually compiled collections of world knowledge (such
as WordNet or the Suggested Upper Merged Ontology SUMO) often suffer
from low coverage, high assembling costs and fast aging. In contrast,
the World Wide Web provides an endless source of knowledge, assembled
by millions of people, updated constantly and available for free. In
this paper, we propose a novel method for learning arbitrary binary
relations from natural language Web documents, without human
interaction. Our system, LEILA, combines linguistic analysis and
machine learning techniques to find robust patterns in the text and to
generalize them. For initialization, we only require a set of examples
of the target relation and a set of counterexamples (e.g. from
WordNet). The architecture consists of 3 stages: Finding patterns in
the corpus based on the given examples, assessing the patterns based on
probabilistic confidence, and applying the generalized patterns to
propose pairs for the target relation. We prove the benefits and
practical viability of our approach by extensive experiments, showing
that LEILA achieves consistent improvements over existing comparable
techniques (e.g. Snowball, TextToOnto).
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moreAbstract
Arranging n points as uniformly as possible is a frequently occurring problem. 
It is equivalent to packing n equal and non-overlapping circles in a unit 
square. In this paper we generalize this problem in such a way that points are 
inserted one by one with uniformity preserved at every instance. Our criterion 
for uniformity is to minimize the gap ratio (which is the maximum gap over the 
minimum gap) at every point insertion. We present a linear time algorithm for 
finding an optimal n-point sequence with the maximum gap ratio bounded by 2n/2
/(n/2+1) in the 1-dimensional case. We describe how hard the same problem is 
for a point set in the plane and propose a local search heuristics for finding 
a good solution.
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%X Arranging n points as uniformly as possible is a frequently occurring problem. 
It is equivalent to packing n equal and non-overlapping circles in a unit 
square. In this paper we generalize this problem in such a way that points are 
inserted one by one with uniformity preserved at every instance. Our criterion 
for uniformity is to minimize the gap ratio (which is the maximum gap over the 
minimum gap) at every point insertion. We present a linear time algorithm for 
finding an optimal n-point sequence with the maximum gap ratio bounded by 2n/2
/(n/2+1) in the 1-dimensional case. We describe how hard the same problem is 
for a point set in the plane and propose a local search heuristics for finding 
a good solution.
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moreAbstract
In this paper we consider the problem of computing minimum-cost spanning trees 
with depth restrictions. Specifically, we are given an $n$-node complete graph 
$G$, a metric cost-function $c$ on its edges, and an integer $k\geq 1$. The 
goal in the minimum-cost $k$-hop spanning tree problem is to compute a spanning 
tree $T$ in $G$ of minimum total cost such that the longest root-leaf-path in 
the tree has at most $k$ edges.
 
Our main result is an algorithm that computes a tree of depth at most $k$ and 
total expected cost $O(\log n)$ times that of a minimum-cost $k$-hop 
spanning-tree. The result is based upon earlier work on metric space 
approximation due to Fakcharoenphol et al.[FRT03] and Bartal [Bart96,Bart98]. 
In particular we show that the problem can be solved exactly in polynomial time 
when the cost metric $c$ is induced by a so-called hierarchically 
well-separated tree.
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moreAbstract
We introduce the \emph{synonymy graph} as a new angle of looking at spectral
  retrieval techniques, including latent semantic indexing (LSI) and its many  
successors.  The synonymy graph is defined for each pair of terms in the
  collection, and our findings suggest that it is at the heart of what makes
  spectral retrieval work in practice.
  %
  We show that LSI and many of its variants can be equivalently viewed as a
  particular document expansion (not query expansion) process, where each term
  effects the insertion of some other term if and only if the synonymy graph for
  that term pair has a certain characteristic shape. We provide a simple,
  parameterless algorithm for detecting that shape.
  %
  We point out inherent problems of every algorithm that bases its expansion
  decisions merely on individual values of the synonymy graph, as done by almost
  all existing methods. Our new algorithm overcomes these limitations, and it
  consistently outperforms previous methods on a number of test collections.
  %
  Our synonymy graphs also shed light on the effectiveness of three fundamental
  types of variations of the basic LSI scheme.
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moreAbstract
Let $G=(V,E)$ be an unweighted undirected graph on $n$ vertices.
Let $\delta(u,v)$ denote the distance between vertices $u,v\inV$.
An algorithm is said to compute all-pairs $t$-approximate shortest 
-paths/distances, for some $t\ge 1$, if for each pair of vertices
$u,v\in V$, the path/distance reported by the algorithm is not longer/greater 
than $t\delta(u,v)$.\\
This paper presents two randomized algorithms for computing all-pairs nearly 
2-approximate shortest distances. 
The first algorithm takes expected $O(m^{2/3}n\log n + n^2)$ time, and for any 
$u,v\in V$ reports distance no greater than $2\delta(u,v)+1$. 
Our second algorithm requires expected $O(n^2\log^{3/2} n)$ 
time, and for any $u,v\in V$, reports distance bounded by $2\delta(u,v) + 3$.\\
 
This paper also presents the first expected $O(n^2)$ time algorithm to compute 
all-pairs 3-approximate distances.
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moreAbstract
The all-pairs approximate shortest-paths problem is an interesting
variant of the classical all-pairs shortest-paths problem in graphs.
The problem aims at building a data-structure for a given graph
with the following two features. Firstly, for any two vertices,
it should report an {\emph{approximate}} shortest path between them,
that is, a path which is longer than the shortest path
by some {\emph{small}} factor. Secondly, the data-structure should require
less preprocessing time (strictly sub-cubic) and occupy optimal space
(sub-quadratic), at the cost of this approximation.
 
In this paper, we present algorithms for computing all-pairs approximate
shortest paths in a weighted undirected graph. These algorithms significantly
improve the existing results for this problem.
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moreAbstract
The \Same\ constraint takes two sets of variables $X$ and $Z$
such that $|X|=|Z|$ and assigns values to them such that the
multiset of values assigned to the variables in $X$ is equal
to the multiset of values assigned to the variables in $Z$.
In this paper we extend the \Same\ constraint in a GCC-like
manner by adding cardinality requirements on the values.
That is, for each value we have a lower and upper bound on
the number of variables that can be assigned this value.
We show an algorithm that achieves arc-consistency for this
constraint and a faster algorithm that achieves bound-consistency
for a restricted case of it.
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moreAbstract
We present the first open-source release of the 
C\texttt{++} libraries of the \textsc{Exacus} project 
of the Max-Planck-Institut f{\"u}r Informatik. Our 
software computes arrangements of curves and curve
segments, and boolean operations on polygons bounded 
by curve segments. We pursued the goals efficiency, 
correctness, and completeness for all input cases, 
implying robustness. We present the structure of the
libraries and their generic design. With our work we
contribute one milestone on the way towards a 
systematic support of non-linear geometry in software
libraries.
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moreAbstract
We present the first exact, complete and 
efficient implementation that computes for a given
set $P=\{p_1,\dots,p_n\}$ of quadric surfaces the
planar map induced by all intersection curves 
$p_1\cap p_i$, $2\leq i\leq n$, running on the 
surface of $p_1$. The vertices in this graph are the
singular and $x$-extreme points of the curves as well 
as all intersection points of pairs of curves. Two 
vertices are connected by an edge if the underlying 
points are connected by a branch of one of the curves. 
Our work is based on and extends ideas developed 
in~[20] and~[9].  
 
Our implementation is {\em complete} in the sense 
that it can handle all kind of inputs including all
degenerate ones where intersection curves have 
singularities or pairs of curves intersect with 
high multiplicity. It is {\em exact} in that it 
always computes the mathematical correct result. 
It is {\em efficient} measured in running times.
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moreAbstract
This paper studies (pointed, or minimal) pseudo-triangulations for a
given point set in the plane. Pseudo-triangulations have many
properties of triangulations, and have more freedom since polygons
with more than three vertices are allowed as long as exactly three
have angles less than $\pi$.  In particular, there is a natural flip
operation on every internal edge. We establish fundamental properties
of pointed pseudo-triangulations.  We also present an algorithm to
enumerate the pseudo-triangulations of a given point set, based on the
greedy flip of Pocchiola and Vegter. Our two independent
implementations agree, and allow us to experimentally verify or
disprove conjectures on the numbers of pseudo-triangulations and
triangulations of a given point set.  (For example, we establish that
the number of triangulations is less than the number of
pseudo-triangulations for all sets of less than 10 points; the proof
for all $n$ is still to be discovered.)
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moreAbstract
Suffix arrays are a simple and powerful data structure for text processing
that can be used for full text indexes, data compression, and many
other applications in particular in bioinformatics.
However, so far it looked prohibitive to build suffix arrays
for huge inputs that do not fit into main memory.
This paper presents design, analysis, implementation, and
experimental evaluation of
several new and improved algorithms for suffix array construction.
The algorithms are asymptotically optimal in the worst case
or on the average. Our implementation can construct
suffix arrays for inputs of up to 4GByte in hours
on a low cost machine where
all previous implementations we are aware of would fail or take days.
 
We also present a simple and efficient external algorithm for checking
whether an array of indexes is a suffix array.
 
As a tool of possible independent interest we present a systematic way
to design, analyze, and implement \emph{pipelined}
algorithms.
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moreAbstract
We present a software library \textsc{Stxxl}, that 
enables practice-oriented experimentation with huge
data sets. \textsc{Stxxl} is an implementation of the
C\texttt{++} standard template library STL for external
memory computations. It supports parallel disks,
overlapping between I/O and computation, and 
\emph{pipelining} technique that can save more than
\emph{half} of the I/Os. \textsc{Stxxl} has already 
been used for computing minimum spanning trees, 
connected components, breadth-first search 
decompositions, constructing suffix arrays, and 
computing social network analysis metrics.
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moreAbstract
For a hypergraph    {${\mathcal{H} = (V,\mathcal{E})}$}, its {${d}$}--fold 
symmetric product is {${ \Delta ^{d} \mathcal{H} = (V^{d},\{ E^{d} | E 
{\in}\mathcal{E} \}) }$}. We give several upper and lower bounds for the 
{${c}$}-color discrepancy of such products. In particular, we show that the 
bound {${ \textrm{disc}(\Delta ^{d} \mathcal{H},2) 
{\leq}\textrm{disc}(\mathcal{H},2) }$} proven for all {${d}$} in [B.\ Doerr, 
A.\ Srivastav, and P.\ Wehr, Discrepancy of {C}artesian products of arithmetic 
progressions, Electron. J. Combin. 11(2004), Research Paper 5, 16 pp.] cannot 
be extended to more than {${c = 2}$} colors. In fact, for any {${c}$} and 
{${d}$} such that {${c}$} does not divide {${d!}$}, there are hypergraphs 
having arbitrary large discrepancy and {${ \textrm{disc}(\Delta ^{d} 
\mathcal{H},c) = \Omega_{d}(\textrm{disc}(\mathcal{H},c)^{d}) }$}. Apart from 
constant factors (depending on {${c}$} and {${d}$}), in these cases the 
symmetric product behaves no better than the general direct product 
{${\mathcal{H}^{d}}$}, which satisfies {${ \textrm{disc}(\mathcal{H}^{d},c) = 
O_{c,d}(\textrm{disc}(\mathcal{H},c)^{d}) }$}.
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moreAbstract
For numerical integration in higher dimensions, bounds for the
star-dis\-cre\-pan\-cy with polynomial dependence on the dimension $d$ are 
desirable. 
Furthermore, it is still a great challenge to
give construction methods for low-discrepancy point sets. 
 
In this paper we give upper bounds for the star-discrepancy and
its inverse for subsets of the 
$d$-di\-men\-sio\-nal unit cube. They improve known results.
In particular, we determine the usually only implicitly given
constants.
The bounds are based on the construction of nearly optimal $\delta$-covers
of anchored boxes in the $d$-dimensional unit cube. 
 
We give an explicit construction of low-discrepancy points with a derandomized 
algorithm.
The running time of the algorithm, which is exponentially in $d$, is discussed 
in 
detail and comparisons with other methods are given.
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moreAbstract
We show that any real matrix can be rounded to an integer matrix in such a way 
that the rounding errors of all row sums are less than one, and the rounding 
errors of all column sums as well as all sums of consecutive row entries are 
less than two. Such roundings can be computed in linear time. This extends and 
improves previous results on rounding sequences and matrices in several 
directions. It has particular applications in just-in-time scheduling, where 
balanced schedules on machines with negligible switch over costs are sought 
after. Here we extend existing results to multiple machines and non-constant 
production rates.
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moreAbstract
Consider the following illumination problem: given a stage represented by
a line segment $\Stage$ and a set of lightsources represented by a set of 
points $S$
in the plane, assign powers to the lightsources such that every point
on the stage receives a sufficient amount -- let's say one unit -- of light 
while
minimizing the overall power consumption. By assuming that the amount of light 
arriving
from a fixed lightsource decreases rapidly with the distance from the 
lightsource, this becomes
an interesting optimization problem.
 
We propose to reconsider the classical illumination problems as known from 
computational
geometry literature (e.g. \cite{u-agip-00}) under this light attenuation model. 
This paper
examines the simple problem introduced above and presents different solutions, 
based on
convex optimization, discretization and linear programming, as well as a purely
combinatorial approximation algorithm. Some experimental results are also 
provided.
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moreAbstract
We propose a natural generalization of arc-consistency, which 
we call multiconsistency: A value $v$ in the domain of a variable 
$x$ is $k$-multiconsistent with respect to a constraint $C$ if 
there are at least $k$ solutions to $C$ in which $x$ is assigned the
value $v$. We present algorithms that determine which edges are
$k$-multiconsistent with respect to several well known global 
constraints. In addition, we show that finding super solutions
is strictly harder than finding arbitrary solutions and suggest 
multiconsistency as an alternative way to search for robust solutions.


BibTeX
@inproceedings{ElbassioniKatriel2004,
TITLE = {Multiconsistency and Robustness with Global Constraints},
AUTHOR = {Elbassioni, Khaled and Katriel, Irit},
EDITOR = {Bart{\'a}k, Roman and Milano, Michela},
LANGUAGE = {eng},
ISBN = {3-540-26152-4},
LOCALID = {Local-ID: C1256428004B93B8-730FF40252F20B18C1256FB1004C029F-ElbassioniKatriel2004},
PUBLISHER = {Springer},
YEAR = {2005},
DATE = {2005},
ABSTRACT = {We propose a natural generalization of arc-consistency, which we call multiconsistency: A value $v$ in the domain of a variable $x$ is $k$-multiconsistent with respect to a constraint $C$ if there are at least $k$ solutions to $C$ in which $x$ is assigned the value $v$. We present algorithms that determine which edges are $k$-multiconsistent with respect to several well known global constraints. In addition, we show that finding super solutions is strictly harder than finding arbitrary solutions and suggest multiconsistency as an alternative way to search for robust solutions.},
BOOKTITLE = {Integration of AI and OR techniques in constraint programming for combinatorial optimization problems : Second International Conference, CPAIOR 2005},
PAGES = {168--182},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {3524},
}

Endnote
%0 Conference Proceedings
%A Elbassioni, Khaled
%A Katriel, Irit
%E Bart&#225;k, Roman
%E Milano, Michela
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Multiconsistency and Robustness with Global Constraints : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-271C-7
%F EDOC: 279167
%F OTHER: Local-ID: C1256428004B93B8-730FF40252F20B18C1256FB1004C029F-ElbassioniKatriel2004
%D 2005
%B Untitled Event
%Z date of event: 2005-05-30 - 
%C Prague, Czech Republic
%X We propose a natural generalization of arc-consistency, which 
we call multiconsistency: A value $v$ in the domain of a variable 
$x$ is $k$-multiconsistent with respect to a constraint $C$ if 
there are at least $k$ solutions to $C$ in which $x$ is assigned the
value $v$. We present algorithms that determine which edges are
$k$-multiconsistent with respect to several well known global 
constraints. In addition, we show that finding super solutions
is strictly harder than finding arbitrary solutions and suggest 
multiconsistency as an alternative way to search for robust solutions.
%B Integration of AI and OR techniques in constraint programming for combinatorial optimization problems : Second International Conference, CPAIOR 2005
%P 168 - 182
%I Springer
%@ 3-540-26152-4
%B Lecture Notes in Computer Science
%N 3524




	PuRe
	BibTeX

	


        2286
    
                Article
            
D1


        M. El Kahoui
    

        “D-resultant and subresultants,” Proceedings of the Amercian Mathematical Society, vol. 133, 2005.
    
moreBibTeX
@article{ElKahoui2005b,
TITLE = {D-resultant and subresultants},
AUTHOR = {El Kahoui, M'hammed},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-66FD31BB0D07D450C1256FB300514F17-ElKahoui2005b},
YEAR = {2005},
DATE = {2005},
JOURNAL = {Proceedings of the Amercian Mathematical Society},
VOLUME = {133},
PAGES = {2193--2199},
}

Endnote
%0 Journal Article
%A El Kahoui, M'hammed
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T D-resultant and subresultants : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-264F-E
%F EDOC: 279170
%F OTHER: Local-ID: C1256428004B93B8-66FD31BB0D07D450C1256FB300514F17-ElKahoui2005b
%D 2005
%* Review method: peer-reviewed
%J Proceedings of the Amercian Mathematical Society
%V 133
%& 2193
%P 2193 - 2199




	PuRe
	BibTeX

	


        2287
    
                Article
            
D1


        M. El Kahoui
    

        “UFDs with commuting linearly independent locally nilpotent derivations,” Journal of Algebra, vol. 289, 2005.
    
moreAbstract
In this paper we study affine -UFDs of transcendence degree n without 
nonconstant units, having n-1 commuting linearly independent locally nilpotent 
-derivations. We prove in case n=2, and algebraically closed of characteristic 
zero, that such rings are polynomial rings in two variables over . We then show 
that the commuting derivations Conjecture is equivalent to a weak version of 
the Abhyankar–Sathaye Conjecture.
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moreAbstract
In this paper we address the problem of understanding the gaps that may occur 
in the subresultant
sequence of two polynomials.We define the gap subresultant varieties and prove 
that they are rational
and have the expected dimension. We also give explicitly their corresponding 
prime ideals.
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moreAbstract
We generalize Cuckoo Hashing to \emph{$d$-ary Cuckoo Hashing} and show how this 
yields a simple hash table data structure that stores $n$ elements in 
$(1+\e)\,n$ memory cells, for any constant $\e > 0$. Assuming uniform hashing, 
accessing or deleting table entries takes at
most $d=\Oh{\ln\frac{1}{\e}}$ probes and the expected amortized insertion
time is constant. This is the first dictionary that has worst case
constant access time and expected constant update time, works with
$(1+\e)\,n$ space, and supports satellite information. Experiments
indicate that $d=4$ probes suffice for $\e\approx 0.03$.
We also describe variants of the data structure
that allow the use of hash functions that can be evaluated in constant time.
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moreAbstract
The rotor-router model is a simple deterministic analogue of random walk  invented by Jim Propp.  Instead of distributing chips to randomly chosen neighbors, it serves the neighbors in a fixed order.  This thesis investigates how well this process simulates a random walk on an infinite two-dimensional grid.  Independent of the starting configuration, at each time and on each vertex, the number of chips on this vertex deviates from the expected number of chips in the random walk model by at most a constant $c$.  It is proved that $7.2 < c < 11.8$ in general.  
Surprisingly, these bounds depend on the order in which the neighbors are served.  It is also shown that in a generalized setting, where one just requires that no neighbor gets more than $\Delta$ chips more than another, there is also such a constant $c'$ with $7.7\Delta < c' < 26.9\Delta$.
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moreAbstract
Most geometric algorithms are idealistic in the sense that they are designed
for the Real-RAM model of computation and for inputs in general
position. Real inputs may be degenerate and floating point arithmetic is
only an approximation of real arithmetic. 
Perturbation replaces an input by a nearby input which is (hopefully)
in general position and on which the algorithm can be run with floating point 
arithmetic. Controlled perturbation as proposed by Halperin et al. calls for
more: control over the amount of perturbation needed for a given precision of
the floating point system. Or conversely, a control over the precision needed
for a given amount of perturbation. Halperin et al.~gave controlled
perturbation schemes for arrangements of polyhedral surfaces, spheres, and
circles. We extend their work and point out that controlled perturbation is a
general scheme for converting idealistic algorithms into algorithms which can
be executed with floating point arithmetic. We also show how to use controlled
perturbation in the context of randomized geometric algorithms without
deteriorating the running time. Finally, we give concrete schemes for planar
Delaunay triangulations and convex hulls and Delaunay triangulations in
arbitrary dimensions. We analyze the relation between the
perturbation amount and the precision of the floating point system. We also
report about experiments with a planar Delaunay diagram algorithm.
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moreAbstract
Point samples of a surface in $\R^3$ are the dominant output of a
multitude of 3D scanning devices. The usefulness of these devices rests on
being able to extract properties of the surface from the sample. We show that, under 
certain sampling conditions, the minimum cycle basis of a nearest neighbor graph of 
the sample encodes topological information about the surface and yields bases for the 
trivial and non-trivial loops of the surface. We validate our results by experiments.
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moreAbstract
Inverse kinematics is commonly applied to compute the resulting movement of an
  avatar for a prescribed target pose. The motion path computed by
  inverse kinematics, however, often differs from the expected or desired
  result due to an underconstrained parameter space of the degrees-of-freedom
  of all joints. In such cases, it is necessary to introduce additional
  constraints, for instance by locking a joint's position and/or rotation.
  We present a method to fix a joint in terms of position and/or rotation 
  and explain how to incorporate these constraints into the inverse
  kinematics solution.
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moreAbstract
Nef polyhedra in $d$-dimensional space are the closure of
half-spaces under boolean set operation. In consequence, they can
represent non-manifold situations, open and closed sets,
mixed-dimensional complexes and they are closed under all boolean
and topological operations, such as complement and boundary.  They
were introduced by W. Nef in his seminal 1978 book on polyhedra.
 
We presented in previous work a new data structure for the boundary
representation of three-dimensional Nef polyhedra with
efficient algorithms for boolean operations. These algorithms were
designed for correctness and can handle all cases, in particular all
\emph{degeneracies}. To this extent we rely on exact
arithmetic to avoid well known problems with floating-point
arithmetic.
 
In this paper, we present important optimizations for the
algorithms. We describe the chosen implementations for the
point-location and the intersection-finding subroutines, a kd-tree
and a fast box-intersection algorithm, respectively. We evaluate
this optimized implementation with extensive experiments that
supplement the runtime analysis from our previous paper and that
illustrate the effectiveness of our optimizations. We compare our
implementation with the \textsc{Acis} CAD kernel and demonstrate the power and
cost of the exact arithmetic in near-degenerate situations.
 
The implementation was released as Open Source in the
\textsc{Cgal} release 3.1 in December 2004.


BibTeX
@inproceedings{HachenbergerKettner2005Nef,
TITLE = {Boolean Operations on {3D} Selective Nef Complexes: Optimized Implementation and Experiments},
AUTHOR = {Hachenberger, Peter and Kettner, Lutz},
EDITOR = {Kobbelt, Leif and Shapiro, Vadim},
LANGUAGE = {eng},
ISBN = {1-59593-015-9},
LOCALID = {Local-ID: C1256428004B93B8-6DBA4898294F9C69C1256FC50081FC75-HachenbergerKettner2005Nef},
PUBLISHER = {ACM},
YEAR = {2005},
DATE = {2005},
ABSTRACT = {Nef polyhedra in $d$-dimensional space are the closure of half-spaces under boolean set operation. In consequence, they can represent non-manifold situations, open and closed sets, mixed-dimensional complexes and they are closed under all boolean and topological operations, such as complement and boundary. They were introduced by W. Nef in his seminal 1978 book on polyhedra. We presented in previous work a new data structure for the boundary representation of three-dimensional Nef polyhedra with efficient algorithms for boolean operations. These algorithms were designed for correctness and can handle all cases, in particular all \emph{degeneracies}. To this extent we rely on exact arithmetic to avoid well known problems with floating-point arithmetic. In this paper, we present important optimizations for the algorithms. We describe the chosen implementations for the point-location and the intersection-finding subroutines, a kd-tree and a fast box-intersection algorithm, respectively. We evaluate this optimized implementation with extensive experiments that supplement the runtime analysis from our previous paper and that illustrate the effectiveness of our optimizations. We compare our implementation with the \textsc{Acis} CAD kernel and demonstrate the power and cost of the exact arithmetic in near-degenerate situations. The implementation was released as Open Source in the \textsc{Cgal} release 3.1 in December 2004.},
BOOKTITLE = {ACM Symposium on Solid and Physical Modeling (SPM 2005)},
PAGES = {163--174},
}

Endnote
%0 Conference Proceedings
%A Hachenberger, Peter
%A Kettner, Lutz
%E Kobbelt, Leif
%E Shapiro, Vadim
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Boolean Operations on 3D Selective Nef Complexes: Optimized Implementation and Experiments : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-25FA-1
%F EDOC: 279193
%F OTHER: Local-ID: C1256428004B93B8-6DBA4898294F9C69C1256FC50081FC75-HachenbergerKettner2005Nef
%I ACM
%D 2005
%B Untitled Event
%Z date of event: 2005-06-13 - 
%C Cambridge, MA, USA
%X Nef polyhedra in $d$-dimensional space are the closure of
half-spaces under boolean set operation. In consequence, they can
represent non-manifold situations, open and closed sets,
mixed-dimensional complexes and they are closed under all boolean
and topological operations, such as complement and boundary.  They
were introduced by W. Nef in his seminal 1978 book on polyhedra.

We presented in previous work a new data structure for the boundary
representation of three-dimensional Nef polyhedra with
efficient algorithms for boolean operations. These algorithms were
designed for correctness and can handle all cases, in particular all
\emph{degeneracies}. To this extent we rely on exact
arithmetic to avoid well known problems with floating-point
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In this paper, we present important optimizations for the
algorithms. We describe the chosen implementations for the
point-location and the intersection-finding subroutines, a kd-tree
and a fast box-intersection algorithm, respectively. We evaluate
this optimized implementation with extensive experiments that
supplement the runtime analysis from our previous paper and that
illustrate the effectiveness of our optimizations. We compare our
implementation with the \textsc{Acis} CAD kernel and demonstrate the power and
cost of the exact arithmetic in near-degenerate situations.
 
The implementation was released as Open Source in the
\textsc{Cgal} release 3.1 in December 2004.
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moreAbstract
Parallel disks promise to be a cost effective means for achieving
    high bandwidth in applications involving massive data sets, but
    algorithms for parallel disks can be difficult to devise. To
    combat this problem, we define a useful and natural duality
    between writing to parallel disks and the seemingly more difficult
    problem of prefetching. We first explore this duality for applications
    involving read-once accesses using parallel disks.  We get a
    simple linear time algorithm for computing optimal prefetch
    schedules and analyze the efficiency of the resulting schedules
    for randomly placed data and for arbitrary interleaved accesses to
    striped sequences.  Duality also provides an optimal schedule for
    prefetching plus caching, where blocks
    can be accessed multiple times.  Another application of this
    duality gives us the first parallel disk sorting algorithms 
    that are provably optimal up to lower-order terms.
    One of these
    algorithms is a simple and practical variant of multiway merge
    sort, addressing a question that had been open for some time.
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moreAbstract
Given a digraph $G = (V,E)$ with a set $U$ of vertices marked
 ``interesting,'' we want to find a smaller digraph $\RS{} = (V',E')$
 with $V' \supseteq U$ in such a way that the reachabilities amongst
 those interesting vertices in $G$ and \RS{} are the same. So with
 respect to the reachability relations within $U$, the digraph \RS{}
 is a substitute for $G$.
 
 We show that while almost all graphs do not have reachability
 substitutes smaller than $\Ohmega(|U|^2/\log |U|)$, every planar
 graph has a reachability substitute of size $\Oh(|U| \log^2 |U|)$.
 Our result rests on two new structural results for planar
 dags, a separation procedure and a reachability theorem, which
 might be of independent interest.
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moreAbstract
It is shown that the problem of maintaining the topological order
of the nodes of a directed acyclic graph
while inserting $m$ edges can be solved
in $O(\min\{m^{3/2}\log n,m^{3/2}+n^2\log n\})$ time, an
improvement over the best known result of $O(mn)$.
In addition, we analyze the complexity of the same algorithm with
respect to the treewidth $k$ of the underlying undirected graph. We show
that the algorithm runs in time $O(mk\log^2 n)$ for general $k$ and
that it can be implemented to run in $O(n\log n)$ time on trees, which
is optimal. If the input contains cycles, the algorithm detects this.
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moreAbstract
We show an algorithm for bound consistency of {\em global cardinality 
constraints}, which runs in time $O(n+n')$ plus the time required to 
sort the assignment variables by range endpoints, where $n$ is the 
number of assignment variables and $n'$ is the number of values in 
the union of their domains. It is the first efficient algorithm that 
achieves bound consistency for all variables, and not only the 
assignment variables.
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moreAbstract
Let $A=\langle a_1,\dots,a_n\rangle$ and
$B=\langle b_1,\dots,b_m \rangle$ be two sequences with $m \ge n$,
whose elements are drawn from a totally ordered set.
We present an algorithm that finds a longest
common increasing subsequence of $A$ and $B$ in $O(m\log m+n\ell\log n)$
time and $O(m + n\ell)$ space, where $\ell$ is the length of the output.
A previous algorithm by Yang et al. needs $\Theta(mn)$ time and space,
so ours is faster for a wide range of values of $m,n$ and $\ell$.


BibTeX
@techreport{,
TITLE = {A faster algorithm for computing a longest common increasing subsequence},
AUTHOR = {Katriel, Irit and Kutz, Martin},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2005-1-007},
NUMBER = {MPI-I-2005-1-007},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2005},
DATE = {2005},
ABSTRACT = {Let $A=\langle a_1,\dots,a_n\rangle$ and $B=\langle b_1,\dots,b_m \rangle$ be two sequences with $m \ge n$, whose elements are drawn from a totally ordered set. We present an algorithm that finds a longest common increasing subsequence of $A$ and $B$ in $O(m\log m+n\ell\log n)$ time and $O(m + n\ell)$ space, where $\ell$ is the length of the output. A previous algorithm by Yang et al. needs $\Theta(mn)$ time and space, so ours is faster for a wide range of values of $m,n$ and $\ell$.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Katriel, Irit
%A Kutz, Martin
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A faster algorithm for computing a longest common increasing
subsequence : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-684F-8
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2005-1-007
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2005
%P 13 p.
%X Let $A=\langle a_1,\dots,a_n\rangle$ and
$B=\langle b_1,\dots,b_m \rangle$ be two sequences with $m \ge n$,
whose elements are drawn from a totally ordered set.
We present an algorithm that finds a longest
common increasing subsequence of $A$ and $B$ in $O(m\log m+n\ell\log n)$
time and $O(m + n\ell)$ space, where $\ell$ is the length of the output.
A previous algorithm by Yang et al. needs $\Theta(mn)$ time and space,
so ours is faster for a wide range of values of $m,n$ and $\ell$.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        2309
    
                Conference paper
            
D1


        T. Kavitha and K. Mehlhorn
    

        “A Polynomial Time Algorithm for Minimum Cycle Basis in Directed Graphs,” in STACS 2005, 22nd Annual Symposium on Theoretical Aspects of Computer Science, Stuttgart, Germany, 2005.
    
moreBibTeX
@inproceedings{KM2005,
TITLE = {A Polynomial Time Algorithm for Minimum Cycle Basis in Directed Graphs},
AUTHOR = {Kavitha, Telikepalli and Mehlhorn, Kurt},
LANGUAGE = {eng},
ISBN = {3-540-24998-2},
DOI = {10.1007/978-3-540-31856-9_54},
PUBLISHER = {Springer},
YEAR = {2005},
DATE = {2005},
BOOKTITLE = {STACS 2005, 22nd Annual Symposium on Theoretical Aspects of Computer Science},
EDITOR = {Diekert, Volker and Durand, Bruno},
PAGES = {654--665},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {3404},
ADDRESS = {Stuttgart, Germany},
}

Endnote
%0 Conference Proceedings
%A Kavitha, Telikepalli
%A Mehlhorn, Kurt
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Polynomial Time Algorithm for Minimum Cycle Basis in Directed Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-25BE-9
%F EDOC: 279158
%R 10.1007/978-3-540-31856-9_54
%D 2005
%B 22nd Annual Symposium on Theoretical Aspects of Computer Science
%Z date of event: 2005-02-24 - 2005-02-26
%C Stuttgart, Germany
%B STACS 2005
%E Diekert, Volker; Durand, Bruno
%P 654 - 665
%I Springer
%@ 3-540-24998-2
%B Lecture Notes in Computer Science
%N 3404




	DOI
	PuRe
	BibTeX

	


        2310
    
                Article
            
D1


        A. Kesselmann, D. Kowalski, and M. Segal
    

        “Energy efficient communication in ad hoc networks from user’s and designer's perspective,” ACM SIGMOBILE Mobile Computing and Communications Review, vol. 9, 2005.
    
moreBibTeX
@article{KKS,
TITLE = {Energy efficient communication in ad hoc networks from user's and designer's perspective},
AUTHOR = {Kesselmann, Alexander and Kowalski, Dariusz and Segal, Michael},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-560E8651AB0437ADC1256FC4006B17C5-KKS},
YEAR = {2005},
DATE = {2005},
JOURNAL = {ACM SIGMOBILE Mobile Computing and Communications Review},
VOLUME = {9},
PAGES = {15--26},
}

Endnote
%0 Journal Article
%A Kesselmann, Alexander
%A Kowalski, Dariusz
%A Segal, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Max Planck Society
%T Energy efficient communication in ad hoc networks from user's and designer's perspective : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2669-1
%F EDOC: 279152
%F OTHER: Local-ID: C1256428004B93B8-560E8651AB0437ADC1256FC4006B17C5-KKS
%D 2005
%* Review method: peer-reviewed
%J ACM SIGMOBILE Mobile Computing and Communications Review
%V 9
%& 15
%P 15 - 26




	PuRe
	BibTeX

	


        2311
    
                Conference paper
            
D1


        A. Kesselmann and D. Kowalski
    

        “Fast Distributed Algorithm for Convergecast in Ad Hoc Geometric Radio Networks,” in Second Annual Conference on Wireless On-demand Network Systems and Services (WONS’05), 2005.
    
moreBibTeX
@inproceedings{Kesselmann2005wons,
TITLE = {Fast Distributed Algorithm for Convergecast in Ad Hoc Geometric Radio Networks},
AUTHOR = {Kesselmann, Alexander and Kowalski, Dariusz},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-6DEFB616535D8A7FC1256FCA007DD5B3-Kesselmann2005wons},
PUBLISHER = {IEEE},
YEAR = {2005},
DATE = {2005},
BOOKTITLE = {Second Annual Conference on Wireless On-demand Network Systems and Services (WONS'05)},
PAGES = {119--124},
}

Endnote
%0 Conference Proceedings
%A Kesselmann, Alexander
%A Kowalski, Dariusz
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Max Planck Society
%T Fast Distributed Algorithm for Convergecast in Ad Hoc Geometric Radio Networks : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2688-A
%F EDOC: 279156
%F OTHER: Local-ID: C1256428004B93B8-6DEFB616535D8A7FC1256FCA007DD5B3-Kesselmann2005wons
%I IEEE
%D 2005
%B Untitled Event
%Z date of event: 2005-01-19 - 
%C St. Moritz, Switzerland
%B Second Annual Conference on Wireless On-demand Network Systems and Services (WONS'05)
%P 119 - 124
%I IEEE




	PuRe
	BibTeX

	


        2312
    
                Conference paper
            
D1


        A. Kesselmann
    

        “Non-Preemptive Scheduling of Optical Switches,” in 2004 IEEE Global Telecommunications Conference workshops (GLOBECOM’04), 2005.
    
moreBibTeX
@inproceedings{Kesselmann2004a,
TITLE = {Non-Preemptive Scheduling of Optical Switches},
AUTHOR = {Kesselmann, Alexander},
LANGUAGE = {eng},
ISBN = {0-7803-8798-8},
LOCALID = {Local-ID: C1256428004B93B8-F2492F1163FDB4BFC1256F900031055E-Kesselmann2004a},
PUBLISHER = {IEEE},
YEAR = {2004},
DATE = {2005},
BOOKTITLE = {2004 IEEE Global Telecommunications Conference workshops (GLOBECOM'04)},
PAGES = {1840--1844},
}

Endnote
%0 Conference Proceedings
%A Kesselmann, Alexander
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Non-Preemptive Scheduling of Optical Switches : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2728-B
%F EDOC: 279157
%F OTHER: Local-ID: C1256428004B93B8-F2492F1163FDB4BFC1256F900031055E-Kesselmann2004a
%I IEEE
%D 2005
%B Untitled Event
%Z date of event: 2004-11-29 - 
%C Dallas, USA
%B 2004 IEEE Global Telecommunications Conference workshops (GLOBECOM'04)
%P 1840 - 1844
%I IEEE
%@ 0-7803-8798-8




	PuRe
	BibTeX

	


        2313
    
                Conference paper
            
D1


        L. Kettner
    

        “Reference Counting in Library Design - Optionally and with Union-Find Optimization,” in Library-Centric Software Design (LCSD’05), 2005.
    
moreAbstract
Reference counting has been used and described in 
abundance. We present novel ideas aimed at class 
implementations in library design: (1) In library 
design, generic classes can have variable size, 
such that an optimal decision for or against 
reference counting is not possible. We 
\emph{postpone} this decision to the place of class 
use. (2) In a context, where equality comparison 
for the case of equality is expensive, e.g., for 
exact algebraic number representations, we 
\emph{unify representations} whenever equality
was detected, thus effectively caching equality 
tests. We explain an efficient implementation based 
on an union-find data structure. (3) Reference 
counting and \emph{polymorphic class hierarchies} 
can be combined reusing the pointer in the handle 
class for the polymorphism. A policy-based generic
C\texttt{++} solution realizes all ideas.  
\emph{Standard} allocators manage all dynamic memory.
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moreAbstract
In a weak positional game, two players, Maker and Breaker,
alternately claim vertices of a hypergraph until either Maker wins by getting a 
complete edge or all vertices are taken without this happening, a Breaker win.
For the class of almost-disjoint hypergraphs of rank three (edges
with up to three vertices only and edge-intersections on at most one vertex) we 
show how to find optimal strategies in polynomial time.
Our result is based on a new type of decomposition theorem which
might lead to a better understanding of weak positional games in
general.
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moreAbstract
The Angel-Devil game is an infinite game played on an infinite chess board: In 
each move the Angel, a generalized chess king, jumps from his current square to 
some location at distance at most $k$, while his opponent, the Devil, blocks 
squares trying to strand the Angel. The Angel wins if he manages to fly on 
forever.  It is a long-standing open question whether some Angel of 
sufficiently large power $k$ can escape.
 
  We show that in the three-dimensional analog of the game the 13-Angel can 
win.  Our proof is constructive and provides an explicit infinite escape 
strategy.
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moreAbstract
In this paper we consider the problem of computing a minimum cycle basis of an 
undirected graph $G = (V,E)$ with $n$ vertices and $m$ edges. We describe an 
efficient implementation of an $O(m^3 + mn^2\log n)$ algorithm presented 
in~\cite{PINA95}. For sparse graphs this is the currently best known algorithm.
This algorithm's running time can be partitioned into two parts
with time $O(m^3)$ and $O( m^2n + mn^2 \log n)$ respectively.
Our experimental findings imply that the true bottleneck of a
sophisticated implementation is the $O( m^2 n + mn^2 \log n)$ part. A 
straightforward implementation would require $\Omega(nm)$ shortest path 
computations, thus we develop several heuristics in order to get a practical 
algorithm. Our experiments show that in random graphs our techniques result in 
a significant speedup.
 
Based on our experimental observations, we combine the two fundamentally 
different approaches to compute a minimum cycle basis used 
in~\cite{PINA95,KMMP04} and~\cite{HOR87,MATR02}, to obtain a new hybrid 
algorithm with running time 
$O( m^2 n^2 )$. The hybrid algorithm is very efficient in practice for random 
dense unweighted graphs.
 
Finally, we compare these two algorithms with a number of previous 
implementations for finding a minimum cycle basis in an undirected graph.
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moreAbstract
Given a bipartite graph $G( V, E)$, $ V = A \disjointcup B$
where $|V|=n, |E|=m$ and a partition of the edge set into
$r \le m$ disjoint subsets $E = E_1 \disjointcup E_2
\disjointcup \dots \disjointcup E_r$, which are called ranks,
the {\em rank-maximal matching} problem is to find a matching $M$
of $G$ such that $|M \cap E_1|$ is maximized and given that
$|M \cap E_2|$, and so on. Such a problem arises as an optimization
criteria over a possible assignment of a set of applicants to a
set of posts. The matching represents the assignment and the
ranks on the edges correspond to a ranking on the posts submitted
by the applicants.
 
The rank-maximal matching problem has been previously
studied where a $O( r \sqrt n m )$ time and linear
space algorithm~\cite{IKMMP} was
presented. In this paper we present a new simpler algorithm which
matches the running time and space complexity of the above
algorithm.
The new algorithm is based on a different approach,
by exploiting that the rank-maximal matching problem can
be reduced to a maximum weight matching problem where the
weight of an edge of rank $i$ is $2^{ \ceil{\log n} (r-i)}$.
By exploiting that these edge weights are steeply distributed
we design a scaling algorithm which scales by a factor of
$n$ in each phase. We also show that in each phase one
maximum cardinality computation is sufficient to get a new
optimal solution.
 
This algorithm answers an open question raised on the same
paper on whether the reduction to the maximum-weight matching
problem can help us derive an efficient algorithm.
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presented. In this paper we present a new simpler algorithm which
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algorithm.
The new algorithm is based on a different approach,
by exploiting that the rank-maximal matching problem can
be reduced to a maximum weight matching problem where the
weight of an edge of rank $i$ is $2^{ \ceil{\log n} (r-i)}$.
By exploiting that these edge weights are steeply distributed
we design a scaling algorithm which scales by a factor of
$n$ in each phase. We also show that in each phase one
maximum cardinality computation is sufficient to get a new
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moreAbstract
This thesis addresses the earliest arrival flow problem, defined on dynamic networks with several sources and a single sink. A dynamic network is a directed graph with capacities and transit times on its edges. Given an integral supply specified at each source of a dynamic network, the problem is to send exactly the right amount of flow out of each source and into the sink, such that the amount of flow arriving at the sink by time $\theta$ is the 
maximum possible for all $\theta \geq 0$. One obvious approach is to solve the easier static flow problem in a time-expanded network that contains one copy of the same network for each discrete time step. However, this approach is not practical in general due to the exponential size of time-expanded networks.
 
In \cite{FleischerSkutella}, Fleischer and Skutella describe a fully polynomial approximation scheme to solve this problem, while a special case when all transit times are zero, has been considered by Fleischer \cite{Fleischer01b}. 
This thesis presents the first exact algorithm that avoids a time-expanded network, and solves a more general class of the earliest arrival flow problem in dynamic networks with multiple sources. The class is characterized by the 
property that the total supply at the sources is equal to the value of the maximum dynamic flow in time bound $T$, where $T$ is the minimum time needed to evacuate all supplies.
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maximum possible for all $\theta \geq 0$. One obvious approach is to solve the easier static flow problem in a time-expanded network that contains one copy of the same network for each discrete time step. However, this approach is not practical in general due to the exponential size of time-expanded networks.

In \cite{FleischerSkutella}, Fleischer and Skutella describe a fully polynomial approximation scheme to solve this problem, while a special case when all transit times are zero, has been considered by Fleischer \cite{Fleischer01b}. 
This thesis presents the first exact algorithm that avoids a time-expanded network, and solves a more general class of the earliest arrival flow problem in dynamic networks with multiple sources. The class is characterized by the 
property that the total supply at the sources is equal to the value of the maximum dynamic flow in time bound $T$, where $T$ is the minimum time needed to evacuate all supplies.
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moreAbstract
A triangulation of a finite set S of points in R2 is a maximal set of line 
segments with disjoint interiors whose end points are in S. A set of points in 
the plane can have many triangulations and it is known that a set of n points 
always has more than �(2.33n)[7] and fewer than 59n-�(log(n)) [4] 
triangulation. However, these bounds are not tight. Also, counting the 
number of triangulation of a given a set of points efficiently remains an open 
problem. The fastest method so far is based on the so called t-path method [5] 
and it was the first algorithm having a running time sublinear on the number of 
triangulations counted. In this thesis, we consider a slightly different 
approach to counting the number of triangulations. Although we are unable to 
prove any non-trivial result about our algorithm yet, empirical results show 
that the running time of our algorithm for a set of n points is o(nlog2n�T(n)) 
where T(n) is the number of triangulations counted, and in practice it performs 
much better than the earlier algorithm.
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the plane can have many triangulations and it is known that a set of n points 
always has more than �(2.33n)[7] and fewer than 59n-�(log(n)) [4] 
triangulation. However, these bounds are not tight. Also, counting the 
number of triangulation of a given a set of points efficiently remains an open 
problem. The fastest method so far is based on the so called t-path method [5] 
and it was the first algorithm having a running time sublinear on the number of 
triangulations counted. In this thesis, we consider a slightly different 
approach to counting the number of triangulations. Although we are unable to 
prove any non-trivial result about our algorithm yet, empirical results show 
that the running time of our algorithm for a set of n points is o(nlog2n�T(n)) 
where T(n) is the number of triangulations counted, and in practice it performs 
much better than the earlier algorithm.
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moreAbstract
The edge coloring problem asks for assigning colors from a minimum number of 
colors to edges of a graph such that no two edges with the same
color are incident to the same node. We give polynomial time algorithms
for approximate edge coloring of multigraphs, i.e., parallel 
edges are allowed. The best previous algorithms achieve a
fixed constant approximation factor plus a small additive offset.
Our algorithms achieve arbitrarily good approximation factors
at the cost of slightly larger additive term.
In particular, for any $\epsilon>0$ we achieve
a solution quality of $(1+\epsilon)\opt+\Oh{1/\epsilon}$.
The execution times of one algorithm are independent of $\epsilon$ and
polynomial in the number of nodes and
the \emph{logarithm} of the maximum edge multiplicity.
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moreAbstract
The edge coloring problem asks for assigning colors from a minimum number of 
colors to edges of a graph such that no two edges with the same
color are incident to the same node. We give polynomial time algorithms
for approximate edge coloring of multigraphs, i.e., parallel 
edges are allowed. The best previous algorithms achieve a
fixed constant approximation factor plus a small additive offset.
Our algorithms achieve arbitrarily good approximation factors
at the cost of slightly larger additive term.
In particular, for any $\epsilon>0$ we achieve
a solution quality of $(1+\epsilon)\opt+\Oh{1/\epsilon}$.
The execution times of one algorithm are independent of $\epsilon$ and
polynomial in the number of nodes and
the \emph{logarithm} of the maximum edge multiplicity.
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moreAbstract
The LEDA number type real is extended by the diamond operator, which
allows to compute exactly with real algebraic numbers given as roots 
of polynomials. The coefficients of these polynomials can be 
arbitrary real algebraic numbers. The two important steps of
the implementation (isolating interval computation and approximation)
are described. Experiments with two other existing implementations of
real algebraic numbers (CORE, EXACUS) show that the implementation 
is comparable with CORE and is more general than CORE or EXACUS.
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moreAbstract
We consider the problem of computing a representation of the plane graph 
induced by one (or more) algebraic curves in the real plane. We make no 
assumptions about the curves, in particular we allow arbitrary singularities 
and arbitrary intersection. This problem has been well studied for the case of 
a single curve. All proposed approaches to this problem so far require finding 
and counting real roots of polynomials over an algebraic extension of Q, i.e. 
the coefficients of those polynomials are algebraic numbers. Various algebraic 
approaches for this real root finding and counting problem have been developed, 
but they tend to be costly unless speedups via floating point approximations 
are introduced, which without additional checks in some cases can render the 
approach incorrect for some inputs.We propose a method that is always correct 
and that avoids finding and counting real roots of polynomials with 
non-rational coefficients. We achieve this using two simple geometric 
approaches: a triple projections method and a curve avoidance method. We have 
implemented our approach for the case of computing the topology of a single 
real algebraic curve. Even this prototypical implementation without 
optimizations appears to be competitive with other implementations.
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moreAbstract
We show that the problems of minimizing total completion time and of minimizing 
the number of late jobs on unrelated parallel machines, when preemption is 
allowed, are both NP-hard in the strong sense. The former result settles a 
long-standing open question and is remarkable since the non-preemptive version 
is known to be solvable in polynomial time. A special case of the unrelated 
machine model is the identical machine model with the restriction that a job 
can only be processed on a specific subset of the machines. We show that in 
this model the problem of minimizing total completion time, when preemption is 
allowed, can be solved in polynomial time by proving that the use of preemption
 is redundant.
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 is redundant.
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moreAbstract
The peer-to-peer computing paradigm is an intriguing alternative to Google-style
search engines for querying and ranking Web content. In a network with many 
thousands
or millions of peers the storage and access load requirements per peer are much 
lighter
than for a centralized Google-like server farm; thus more powerful techniques
from information retrieval, statistical learning, computational linguistics, 
and ontological
reasoning can be employed on each peer's local search engine for boosting the 
quality of search results.
In addition, peers can dynamically collaborate on advanced and particularly 
difficult queries. 
Moroever, a peer-to-peer setting is ideally suited to capture local user 
behavior, like query logs
and click streams, and disseminate and aggregate this information in the 
network, at the discretion
of the corresponding user, in order to incorporate richer cognitive models.
 
This paper gives an overview of ongoing work in the EU Integrated Project DELIS 
that aims to
develop foundations for a peer-to-peer search engine with Google-or-better 
scale, functionality,
and quality, which will operate in a completely decentralized and 
self-organizing manner. 
The paper presents the architecture of such a system and the Minerva prototype 
testbed,
and it discusses various core pieces of the approach:
efficient execution of top-k ranking queries,
strategies for query routing when a search request needs to be forwarded to 
other peers,
maintaining a self-organizing semantic overlay network,
and exploiting and coping with user and community behavior.


BibTeX
@inproceedings{WeikumBCHST05b,
TITLE = {Towards Self-Organizing Query Routing and Processing for Peer-to-Peer Web Search},
AUTHOR = {Weikum, Gerhard and Bast, Holger and Canright, Geoffrey and Hales, David and Schindelhauer, Christian and Triantafillou, Peter},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-C75BEBD94545683AC12571880046A272-WeikumBCHST05b},
PUBLISHER = {University of Paderborn, Heinz Nixdorf Institute},
YEAR = {2005},
DATE = {2005},
ABSTRACT = {The peer-to-peer computing paradigm is an intriguing alternative to Google-style search engines for querying and ranking Web content. In a network with many thousands or millions of peers the storage and access load requirements per peer are much lighter than for a centralized Google-like server farm; thus more powerful techniques from information retrieval, statistical learning, computational linguistics, and ontological reasoning can be employed on each peer's local search engine for boosting the quality of search results. In addition, peers can dynamically collaborate on advanced and particularly difficult queries. Moroever, a peer-to-peer setting is ideally suited to capture local user behavior, like query logs and click streams, and disseminate and aggregate this information in the network, at the discretion of the corresponding user, in order to incorporate richer cognitive models. This paper gives an overview of ongoing work in the EU Integrated Project DELIS that aims to develop foundations for a peer-to-peer search engine with Google-or-better scale, functionality, and quality, which will operate in a completely decentralized and self-organizing manner. The paper presents the architecture of such a system and the Minerva prototype testbed, and it discusses various core pieces of the approach: efficient execution of top-k ranking queries, strategies for query routing when a search request needs to be forwarded to other peers, maintaining a self-organizing semantic overlay network, and exploiting and coping with user and community behavior.},
BOOKTITLE = {European Conference on Complex Systems (ECCS '05) Workshop on Peer-to-peer Data Management in the Complex Systems Perspective},
PAGES = {7--24},
}

Endnote
%0 Conference Proceedings
%A Weikum, Gerhard
%A Bast, Holger
%A Canright, Geoffrey
%A Hales, David
%A Schindelhauer, Christian
%A Triantafillou, Peter
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Towards Self-Organizing Query Routing and Processing for Peer-to-Peer Web Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-281E-C
%F EDOC: 279130
%F OTHER: Local-ID: C1256428004B93B8-C75BEBD94545683AC12571880046A272-WeikumBCHST05b
%I University of Paderborn, Heinz Nixdorf Institute
%D 2005
%B Untitled Event
%Z date of event: 2005-11-14 - 
%C Paris, France
%X The peer-to-peer computing paradigm is an intriguing alternative to Google-style
search engines for querying and ranking Web content. In a network with many 
thousands
or millions of peers the storage and access load requirements per peer are much 
lighter
than for a centralized Google-like server farm; thus more powerful techniques
from information retrieval, statistical learning, computational linguistics, 
and ontological
reasoning can be employed on each peer's local search engine for boosting the 
quality of search results.
In addition, peers can dynamically collaborate on advanced and particularly 
difficult queries. 
Moroever, a peer-to-peer setting is ideally suited to capture local user 
behavior, like query logs
and click streams, and disseminate and aggregate this information in the 
network, at the discretion
of the corresponding user, in order to incorporate richer cognitive models.

This paper gives an overview of ongoing work in the EU Integrated Project DELIS 
that aims to
develop foundations for a peer-to-peer search engine with Google-or-better 
scale, functionality,
and quality, which will operate in a completely decentralized and 
self-organizing manner. 
The paper presents the architecture of such a system and the Minerva prototype 
testbed,
and it discusses various core pieces of the approach:
efficient execution of top-k ranking queries,
strategies for query routing when a search request needs to be forwarded to 
other peers,
maintaining a self-organizing semantic overlay network,
and exploiting and coping with user and community behavior.
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moreAbstract
We present the first algorithm that computes optimal orderings of
sentences into a locally coherent discourse. The algorithm runs very
efficiently on a variety of coherence measures from the literature. We
also show that the discourse ordering problem is NP-complete and
cannot be approximated.
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moreAbstract
We show that the point containment problem in the integer hull of a
  polyhedron, which is defined by $m$ inequalities, with
  coefficients of at most $\varphi$ bits can be solved in
  time $O(m+\varphi)$ in the two-dimensional case and in expected time
  $O(m+\varphi^2 \log m)$ in any fixed dimension. This improves on the
  algorithm which is based on the equivalence of separation and
  optimization in the general case and on a direct algorithm (SODA 97)
  for  the  two-dimensional case.
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moreAbstract
We present an improved average case analysis of the maximum
cardinality matching problem. We show that in a bipartite or
general random graph on n vertices, with high probability every nonmaximum 
matching has an augmenting path of length O(log n). This implies that 
augmenting path algorithms like the Hopcroft Karp algorithm for bipartite 
graphs and the Micali Vazirani algorithm for general graphs, which have a worst 
case running time of O(mpn), run in time O(mlog n) with high probability, where 
m is the number of edges in the graph. Motwani proved these results for random 
graphs when the average degree is at least ln(n) [Average Case Analysis of 
Algorithms for Matchings and Related Problems, Journal of the ACM, 41(6), 
1994]. Our
results hold, if only the average degree is a large enough constant. At the 
same time we simplify the analysis of Motwani.
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moreAbstract
Dimension reduction techniques have been a successful avenue for automatically extracting the
�concepts� underlying unstructured data, a task
that naturally arises in fields as diverse as information
retrieval, image processing, social science,
etc. It is surprising how much can be achieved for
this task using only the raw data itself, without resorting
to any additional knowledge or intelligence.
We will survey the most important schemes contributed
from the various communities to date, by
commenting on the following aspects: optimization
techniques, the role of normalizations, setting the
parameters, computing time, quality of results, and
the integration of external knowledge.


BibTeX
@inproceedings{bast04selfstar,
TITLE = {Dimension Reduction: {A} Powerful Principle for Automatically Finding Concepts in Unstructured Data},
AUTHOR = {Bast, Holger},
LANGUAGE = {eng},
PUBLISHER = {University of Bologna},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {Dimension reduction techniques have been a successful avenue for automatically extracting the {\diamond}concepts{\diamond} underlying unstructured data, a task that naturally arises in fields as diverse as information retrieval, image processing, social science, etc. It is surprising how much can be achieved for this task using only the raw data itself, without resorting to any additional knowledge or intelligence. We will survey the most important schemes contributed from the various communities to date, by commenting on the following aspects: optimization techniques, the role of normalizations, setting the parameters, computing time, quality of results, and the integration of external knowledge.},
BOOKTITLE = {International Workshop on Self-Star Properties in Complex Information Systems},
EDITOR = {Babaoglu, Ozalp and Jelasity, M{\'a}rk and Montresor, Alberto and van Steen, Maarten and van Moorsel, Aad and Fetzer, Christof and Leonardi, Stefano},
PAGES = {113--116},
ADDRESS = {Bertinoro, Italy},
}

Endnote
%0 Conference Proceedings
%A Bast, Holger
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Dimension Reduction: A Powerful Principle for Automatically Finding Concepts in Unstructured Data : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0027-A297-A
%D 2004
%B International Workshop on Self-Star Properties in Complex Information Systems
%Z date of event: 2004-05-31 - 2004-06-02
%C Bertinoro, Italy
%X Dimension reduction techniques have been a successful avenue for automatically extracting the
&#65533;concepts&#65533; underlying unstructured data, a task
that naturally arises in fields as diverse as information
retrieval, image processing, social science,
etc. It is surprising how much can be achieved for
this task using only the raw data itself, without resorting
to any additional knowledge or intelligence.
We will survey the most important schemes contributed
from the various communities to date, by
commenting on the following aspects: optimization
techniques, the role of normalizations, setting the
parameters, computing time, quality of results, and
the integration of external knowledge.
%B International Workshop on Self-Star Properties in Complex Information Systems
%E Babaoglu, Ozalp; Jelasity, M&#225;rk; Montresor, Alberto; van Steen, Maarten; van Moorsel, Aad; Fetzer, Christof; Leonardi, Stefano
%P 113 - 116
%I University of Bologna




	PuRe
	BibTeX

	


        2354
    
                Book chapter / section
            
D1


        S. Baswana and S. Sen
    

        “Randomized graph data-structures for approximate shortest path problem,” in Handbook of Data Structures and Applications, S. Sahni and D. Mehta, Eds. Boca Raton, USA: Chapman & Hall/CRC, 2004.
    
moreBibTeX
@incollection{Baswana2004b,
TITLE = {Randomized graph data-structures for approximate shortest path problem},
AUTHOR = {Baswana, Surender and Sen, Sandeep},
EDITOR = {Sahni, Sartaj and Mehta, Dinesh},
LANGUAGE = {eng},
ISBN = {1584884355},
LOCALID = {Local-ID: C1256428004B93B8-0F3CA372478FF0D4C1256F8700347E05-Baswana2004b},
PUBLISHER = {Chapman \& Hall/CRC},
ADDRESS = {Boca Raton, USA},
YEAR = {2004},
DATE = {2004},
BOOKTITLE = {Handbook of Data Structures and Applications},
DEBUG = {editor: Sahni, Sartaj; editor: Mehta, Dinesh},
PAGES = {38.1--38.19},
SERIES = {Chapman \& Hall/CRC Computer \& Information Science Series},
VOLUME = {4},
}

Endnote
%0 Book Section
%A Baswana, Surender
%A Sen, Sandeep
%E Sahni, Sartaj
%E Mehta, Dinesh
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Randomized graph data-structures for approximate shortest path problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2911-B
%F EDOC: 231171
%F OTHER: Local-ID: C1256428004B93B8-0F3CA372478FF0D4C1256F8700347E05-Baswana2004b
%I Chapman & Hall/CRC
%C Boca Raton, USA
%D 2004
%B Handbook of Data Structures and Applications
%E Sahni, Sartaj; Mehta, Dinesh
%P 38.1 - 38.19
%I Chapman & Hall/CRC
%C Boca Raton, USA
%@ 1584884355
%S Chapman & Hall/CRC Computer & Information Science Series
%N 4




	PuRe
	BibTeX

	


        2355
    
                Conference paper
            
D1


        S. Baswana and S. Sen
    

        “Approximate distance oracle for unweighted graphs in Õ(n2) time,” in Proceedings of the Fifteenth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA-04), 2004.
    
moreAbstract
Let G(V, E) be an undirected weighted graph with |V| = n, |E| = m. Recently 
Thorup and 
Zwick introduced a remarkable data-structure that stores all 
pairs approximate distance information implicitly in o(n2) space, 
and yet answers any approximate distance query in constant time. 
They named this data-structure approximate 
distance oracle because of this feature. Given an integer k < 1, 
a (2k-1)-approximate distance oracle requires O(kn1+1/k) space 
and answers a (2k-1)-approximate distance query in O(k) time. 
Thorup and Zwick showed that a (2k - 1)-approximate 
distance oracle can be computed in O(kmn1/k) time, 
and posed the following question : Can (2k - 1)-approximate 
distance oracle be computed in Õ(n2) time? In this paper, 
we answer their question in affirmative for unweighted graphs. 
We present an algorithm that computes (2k -1)-approximate 
distance oracle for a given unweighted graph in Õ(n2) time. 
 
One of the new ideas used in the improved 
algorithm also leads to the first linear time algorithm for 
computing an optimal size (2, 1)-spanner of an unweighted graph.
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moreAbstract
For the earliest arrival flow problem one is given a network $G=(V,
  A)$ with capacities $u(a)$ and transit times $\tau(a)$ on its arcs $a
  \in A$, together with a source and a sink vertex $s, t \in V$.  The
  objective is to send flow from $s$ to $t$ that moves through the
  network over time, such that for each point in time $\theta \in
  [0,T)$ the maximum possible amount of flow reaches $t$.  If, for
  each $\theta \in [0,T)$ this flow is a maximum flow for time horizon
  $\theta$, then it is called \emph{earliest arrival flow}.  In
  practical applications a higher congestion of an arc in the network
  often implies a considerable increase in transit time.  Therefore,
  in this paper we study the earliest arrival problem for the case
  that the transit time of each arc in the network at each time
  $\theta$ depends on the flow on this particular arc at that time
  $\theta$.
 
  For constant transit times it has been shown by Gale that earliest
  arrival flows exist for any network.  We give examples, showing that
  this is no longer true for flow-dependent transit times.  For that
  reason we define an optimization version of this problem where the
  objective is to find flows that are almost earliest arrival flows.
  In particular, we are interested in flows that, for each $\theta \in
  [0,T)$, need only $\alpha$-times longer to send the maximum flow to
  the sink.  We give both constant lower and upper bounds on $\alpha$;
  furthermore, we present a constant factor approximation algorithm
  for this problem.  Finally, we give some computational results to
  show the practicability of the designed approximation algorithm.
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moreAbstract
We study the average-case performance of algorithms for the binary knapsack 
problem.
Our focus lies on the analysis of so-called {\em core algorithms}, the 
predominant
algorithmic concept used in practice.
These algorithms start with the computation of an optimal fractional solution
that has only one fractional item and then they exchange items until an optimal
integral solution is found.
The idea is that in many cases the optimal integral solution should be close to 
the fractional
one such that only a few items need to be exchanged.
Despite the well known hardness of the knapsack problem on worst-case instances,
practical studies show that knapsack core algorithms can solve large scale
instances very efficiently.
For example, they exhibit almost linear running time on purely random inputs.
 
In this paper, we present the first theoretical result on the running time of
core algorithms that comes close to the results observed in practical 
experiments.
We prove an upper bound of
$O(n \, \polylog(n))$ on the expected running time of a core algorithm on
instances with $n$ items whose profits and weights are drawn independently,
uniformly at random.
A previous analysis on the average-case complexity of the knapsack problem 
proves
a running time of $O(n^4)$, but for a different kind of algorithms.
The previously best known upper bound on the running time of core
algorithms is polynomial as well. The degree of this polynomial, however, is
at least a large three digit number. In addition to uniformly random instances, 
we
investigate harder instances in which profits and weights are pairwise 
correlated.
For this kind of instances, we can prove a tradeoff describing how the degree of
correlation influences the running time.
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In this paper, we present the first theoretical result on the running time of
core algorithms that comes close to the results observed in practical 
experiments.
We prove an upper bound of
$O(n \, \polylog(n))$ on the expected running time of a core algorithm on
instances with $n$ items whose profits and weights are drawn independently,
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A previous analysis on the average-case complexity of the knapsack problem 
proves
a running time of $O(n^4)$, but for a different kind of algorithms.
The previously best known upper bound on the running time of core
algorithms is polynomial as well. The degree of this polynomial, however, is
at least a large three digit number. In addition to uniformly random instances, 
we
investigate harder instances in which profits and weights are pairwise 
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For this kind of instances, we can prove a tradeoff describing how the degree of
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moreAbstract
We present a probabilistic analysis for a large class of combinatorial
optimization problems containing, e.g., all {\em binary optimization
problems} defined by linear constraints and a linear objective
function over $\{0,1\}^n$. By parameterizing which constraints are of
stochastic and which are of adversarial nature, we obtain a
semi-random input model that enables us to do a general average-case
analysis for a large class of optimization problems while at the same
time taking care for the combinatorial structure of individual
problems.  Our analysis covers various probability distributions for
the choice of the stochastic numbers and includes {\em smoothed
analysis} with Gaussian and other kinds of perturbation models as a
special case.  In fact, we can exactly characterize the smoothed
complexity of optimization problems in terms of their random
worst-case complexity.
\begin{center}
\begin{minipage}{0.42\textwidth}
A binary optimization problem has a {\em polynomial smoothed complexity}
if and only if it has a pseudopolynomial complexity.
\end{minipage}
\end{center}
Our analysis is centered around structural properties of binary optimization
problems, called {\em winner}, {\em loser}, and {\em feasibility gaps}. We
show, when the coefficients of the objective function and/or some of the
constraints are stochastic, then there usually exist a polynomial
$n^{-\Omega(1)}$ gap between the best and the second best solution as well as
a polynomial slack to the boundary of the constraints. Similar to the
condition number for linear programming, these gaps describe the sensitivity
of the optimal solution to slight perturbations of the input and
can be used to bound the necessary accuracy as well as the complexity
for solving an instance. We exploit the gaps in form of an
adaptive rounding scheme increasing the accuracy of calculation until the
optimal solution is found.  The strength of our techniques is illustrated by
applications to various \npc-hard optimization problems from mathematical
programming, network design, and scheduling for which we obtain the the first
algorithms with polynomial average-case/smoothed complexity.
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function over $\{0,1\}^n$. By parameterizing which constraints are of
stochastic and which are of adversarial nature, we obtain a
semi-random input model that enables us to do a general average-case
analysis for a large class of optimization problems while at the same
time taking care for the combinatorial structure of individual
problems.  Our analysis covers various probability distributions for
the choice of the stochastic numbers and includes {\em smoothed
analysis} with Gaussian and other kinds of perturbation models as a
special case.  In fact, we can exactly characterize the smoothed
complexity of optimization problems in terms of their random
worst-case complexity.
\begin{center}
\begin{minipage}{0.42\textwidth}
A binary optimization problem has a {\em polynomial smoothed complexity}
if and only if it has a pseudopolynomial complexity.
\end{minipage}
\end{center}
Our analysis is centered around structural properties of binary optimization
problems, called {\em winner}, {\em loser}, and {\em feasibility gaps}. We
show, when the coefficients of the objective function and/or some of the
constraints are stochastic, then there usually exist a polynomial
$n^{-\Omega(1)}$ gap between the best and the second best solution as well as
a polynomial slack to the boundary of the constraints. Similar to the
condition number for linear programming, these gaps describe the sensitivity
of the optimal solution to slight perturbations of the input and
can be used to bound the necessary accuracy as well as the complexity
for solving an instance. We exploit the gaps in form of an
adaptive rounding scheme increasing the accuracy of calculation until the
optimal solution is found.  The strength of our techniques is illustrated by
applications to various \npc-hard optimization problems from mathematical
programming, network design, and scheduling for which we obtain the the first
algorithms with polynomial average-case/smoothed complexity.
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moreAbstract
We study algorithmic questions concerning a basic
microeconomic congestion game in which there is a single provider
that offers a service to a set of potential customers. Each
customer has a particular demand of service and the behavior of
the customers is determined by utility functions that are
non-increasing in the congestion. Customers decide whether to join
or leave the service based on the experienced congestion and the
offered prices. Following standard game theory, we
assume each customer behaves in the most rational way. If the
prices of service are fixed, then such a customer behavior leads
to a pure, not necessarily unique Nash equilibrium among the
customers. In order to evaluate marketing strategies, the service
provider is interested in estimating its revenue under the best and
worst customer equilibria. We study the complexity of this problem
under different models of information available to the provider.
%
\begin{itemize}
\item We first consider the classical model in which the provider
has perfect knowledge of the behavior of all customers. We present
a complete characterization of the \emph{complexity of computing
optimal pricing strategies} and of \emph{computing best and worst
equilibria}. Basically, we show that most of these problems are
inapproximable in the worst case but admit an
``average-case FPAS.'' Our average case analysis covers general
distributions for customer demands and utility thresholds.
We generalize our analysis to robust equilibria
in which players change their strategies only when this promises
a significant utility improvement.
%
\item We extend our analysis to a more realistic model in which
the provider has \emph{incomplete information}. Following the game
theoretic framework of Bayesian games introduced by Harsanyi, we
assume that the provider is aware of probability distributions
describing the behavior of the customers and aims at estimating
its expected revenue under best and worst equilibria. Somewhat
counterintuitive, we obtain an FPRAS for the equilibria problem
in the model with imperfect information although the problem with
perfect information is inapproximable under the worst case measures.
In particular, the worst case complexity of the considered
stochastic equilibria problems increases with the precision of the
available knowledge.
\end{itemize}
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the customers is determined by utility functions that are
non-increasing in the congestion. Customers decide whether to join
or leave the service based on the experienced congestion and the
offered prices. Following standard game theory, we
assume each customer behaves in the most rational way. If the
prices of service are fixed, then such a customer behavior leads
to a pure, not necessarily unique Nash equilibrium among the
customers. In order to evaluate marketing strategies, the service
provider is interested in estimating its revenue under the best and
worst customer equilibria. We study the complexity of this problem
under different models of information available to the provider.
%
\begin{itemize}
\item We first consider the classical model in which the provider
has perfect knowledge of the behavior of all customers. We present
a complete characterization of the \emph{complexity of computing
optimal pricing strategies} and of \emph{computing best and worst
equilibria}. Basically, we show that most of these problems are
inapproximable in the worst case but admit an
``average-case FPAS.'' Our average case analysis covers general
distributions for customer demands and utility thresholds.
We generalize our analysis to robust equilibria
in which players change their strategies only when this promises
a significant utility improvement.
%
\item We extend our analysis to a more realistic model in which
the provider has \emph{incomplete information}. Following the game
theoretic framework of Bayesian games introduced by Harsanyi, we
assume that the provider is aware of probability distributions
describing the behavior of the customers and aims at estimating
its expected revenue under best and worst equilibria. Somewhat
counterintuitive, we obtain an FPRAS for the equilibria problem
in the model with imperfect information although the problem with
perfect information is inapproximable under the worst case measures.
In particular, the worst case complexity of the considered
stochastic equilibria problems increases with the precision of the
available knowledge.
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moreAbstract
We present the first average-case analysis proving a polynomial upper bound
on the expected running time of an exact algorithm for the 0/1 knapsack problem.
In particular, we prove for various input distributions, that the number of
Pareto-optimal knapsack fillings is polynomially bounded in the number of availa
ble items.
An algorithm by Nemhauser and Ullmann can enumerate these solutions very
efficiently so that a polynomial upper bound on the number of Pareto-optimal sol
utions
implies an algorithm with expected polynomial running time.
 
The random input model underlying our analysis is quite general
and not restricted to a particular input distribution. We assume adversarial
weights and randomly drawn profits (or vice versa). Our analysis covers general
probability
distributions with finite mean and, in its most general form, can even
handle different probability distributions for the profits of different items.
This feature enables us to study the effects of correlations between profits
and weights. Our analysis confirms and explains practical studies showing
that so-called \em strongly correlated\/} instances are harder to solve than
{\em weakly correlated\/ ones.
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moreAbstract
We define the \Same\ and \UsedBy\ constraints. \UsedBy\ takes
two sets of variables $X$ and $Z$ such that $|X|\ge |Z|$ and
assigns values to them such that the multiset of values assigned
to the variables in $Z$ is contained in the multiset of values
assigned to the variables in $X$. \Same\ is the special case of
\UsedBy\ in which $|X|=|Z|$.
In this paper we show algorithms that achieve arc consistency and
bound consistency for the \Same\ constraint and in its extended
version we generalize them for the \UsedBy\ constraint.
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moreAbstract
Analyzing the link structure of the web for deriving a page's authority and 
implied importance has deeply affected the way information providers create and 
link content, the ranking in web search engines, and the users' access 
behavior. Due to the enormous dynamics of the web, with millions of pages 
created, updated, deleted, and linked to every day, timeliness of web pages and 
links is a crucial factor for their evaluation. Users are interested in 
important pages (i.e., pages with high authority score) but are equally 
interested in the recency of information. Time – and thus the freshness of web 
content and link structure - emanates as a factor that should be taken into 
account in link analysis when computing the importance of a page. So far only 
minor effort has been spent on the integration of temporal aspects into link 
analysis techniques. In this paper we introduce T-Rank, a link analysis 
approach that takes into account the temporal aspects freshness (i.e., 
timestamps of most recent updates) and activity (i.e., update rates) of pages 
and links. Preliminary experimental results show that T-Rank can improve the 
quality of ranking web pages.
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behavior. Due to the enormous dynamics of the web, with millions of pages 
created, updated, deleted, and linked to every day, timeliness of web pages and 
links is a crucial factor for their evaluation. Users are interested in 
important pages (i.e., pages with high authority score) but are equally 
interested in the recency of information. Time &#8211; and thus the freshness of web 
content and link structure - emanates as a factor that should be taken into 
account in link analysis when computing the importance of a page. So far only 
minor effort has been spent on the integration of temporal aspects into link 
analysis techniques. In this paper we introduce T-Rank, a link analysis 
approach that takes into account the temporal aspects freshness (i.e., 
timestamps of most recent updates) and activity (i.e., update rates) of pages 
and links. Preliminary experimental results show that T-Rank can improve the 
quality of ranking web pages.
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        “An Efficient Implementation of a Joint Generation Algorithm,” in Experimental and efficient algorithms : Third International Workshop, WEA 2004, 2004.
    
moreAbstract
Let $\cC$ be an n-dimensional integral box, and $\pi$ be a monotone property 
defined over the elements of $\cC$. We consider the problems of incrementally 
generating jointly the families  $\cF_{\pi}$ and $\cI(cF_{\pi})$ of all minimal 
subsets satisfying property $\pi$ and all maximal subsets not satisfying 
property $\pi$, when $\pi$ is given by a polynomial-time satisfiability oracle. 
Problems of this type arise in many practical applications. It is known that 
the above joint generation problem can be solved in incremental 
quasi-polynomial time. In this paper, we present an efficient implementation of 
this procedure. We present experimental results to evaluate our implementation 
for a number of interesting monotone properties $\pi$.
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property $\pi$, when $\pi$ is given by a polynomial-time satisfiability oracle. 
Problems of this type arise in many practical applications. It is known that 
the above joint generation problem can be solved in incremental 
quasi-polynomial time. In this paper, we present an efficient implementation of 
this procedure. We present experimental results to evaluate our implementation 
for a number of interesting monotone properties $\pi$.
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        “Generating Maximal Independent Sets for Hypergraphs with Bounded Edge-Intersections,” in LATIN 2004: Theoretical Informatics, 6th Latin American Symposium, 2004.
    
moreAbstract
Given a finite set $V$, and integers $k \geq 1$  and  $r \geq 0$, 
denote by $\AA(k,r)$ the class of hypergraphs $\cA \subseteq 2^V$ 
with $(k,r)$-bounded intersections, i.e. in which 
the intersection of any $k$ distinct hyperedges has size at most $r$. We 
consider the problem $MIS(\cA,\cI)$: 
given a hypergraph $\cA$ and a subfamily $\cI \subseteq \In$,   
of its maximal independent sets (MIS) $\In$, either extend this subfamily by 
constructing a new MIS $I \in \In \setminus \cI$ 
or prove that there are no more MIS, that is $\cI = \In$. 
We show that for hypergraphs $\cA\in\AA(k,r)$ with $k+r\le const$, problem  
MIS$(\cA,\cI)$ is NC-reducible to problem MIS$(\cA',\emptyset)$ of generating a 
single MIS for  
a partial subhypergraph  $\cA'$  of  $\cA$. In particular, for this class of 
hypergraphs, we get an incremental polynomial algorithm for generating all MIS. 
Furthermore, combining this result with the currently known algorithms for 
finding a single maximal independent set of a hypergraph, we obtain efficient 
parallel algorithms for incrementally generating all MIS for hypergraphs in the 
classes $\AA(1,c)$, $\AA(c,0)$, and $\AA(2,1)$, where $c$ is a constant. We 
also show that, 
for $\cA \in \AA(k,r)$, where $k+r\le const$, the problem of
generating all MIS of $\cA$ can be solved in incremental polynomial-time with 
space polynomial only in the size of $\cA$.
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consider the problem $MIS(\cA,\cI)$: 
given a hypergraph $\cA$ and a subfamily $\cI \subseteq \In$,   
of its maximal independent sets (MIS) $\In$, either extend this subfamily by 
constructing a new MIS $I \in \In \setminus \cI$ 
or prove that there are no more MIS, that is $\cI = \In$. 
We show that for hypergraphs $\cA\in\AA(k,r)$ with $k+r\le const$, problem  
MIS$(\cA,\cI)$ is NC-reducible to problem MIS$(\cA',\emptyset)$ of generating a 
single MIS for  
a partial subhypergraph  $\cA'$  of  $\cA$. In particular, for this class of 
hypergraphs, we get an incremental polynomial algorithm for generating all MIS. 
Furthermore, combining this result with the currently known algorithms for 
finding a single maximal independent set of a hypergraph, we obtain efficient 
parallel algorithms for incrementally generating all MIS for hypergraphs in the 
classes $\AA(1,c)$, $\AA(c,0)$, and $\AA(2,1)$, where $c$ is a constant. We 
also show that, 
for $\cA \in \AA(k,r)$, where $k+r\le const$, the problem of
generating all MIS of $\cA$ can be solved in incremental polynomial-time with 
space polynomial only in the size of $\cA$.
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        “Algorithms for Generating Minimal Blockers of Perfect Matchings in Bipartite Graphs and Related Problems,” in Algorithms – ESA 2004: 12th Annual European Symposium, 2004.
    
moreAbstract
A minimal blocker in a bipartite graph $G$ is a minimal set of edges the 
removal of which leaves no perfect matching in $G$. We give an explicit 
characterization of the minimal blockers of a bipartite graph $G$. This result 
allows us to obtain a polynomial
delay algorithm for finding all minimal blockers of a given bipartite graph. 
Equivalently, this gives a polynomial delay algorithm for listing the 
anti-vertices of the perfect matching polytope $P(G)=\{x\in 
\RR^E~|~Hx=\be,~~x\geq 0\}$, where $H$ is the incidence matrix of $G$. We also 
give similar generation algorithms for other related problems, including 
generalized perfect matchings in bipartite graphs, and perfect 2-matchings in 
general graphs.
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characterization of the minimal blockers of a bipartite graph $G$. This result 
allows us to obtain a polynomial
delay algorithm for finding all minimal blockers of a given bipartite graph. 
Equivalently, this gives a polynomial delay algorithm for listing the 
anti-vertices of the perfect matching polytope $P(G)=\{x\in 
\RR^E~|~Hx=\be,~~x\geq 0\}$, where $H$ is the incidence matrix of $G$. We also 
give similar generation algorithms for other related problems, including 
generalized perfect matchings in bipartite graphs, and perfect 2-matchings in 
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        “Enumerating Minimal Dicuts and Strongly Connected Subgraphs and Related Geometric Problems,” in Integer programming and combinatorial optimization : 10th International IPCO Conference, 2004.
    
moreAbstract
We consider the problems of enumerating all minimal strongly connected 
subgraphs and all minimal dicuts of a given directed graph G=(V,E). We show 
that the first of these problems can be solved in incremental polynomial time, 
while the second problem is NP-hard: given a collection of minimal dicuts for 
G, it is NP-complete to tell whether it can be extended. The latter result 
implies, in particular, that for a given set of points , it is NP-hard to 
generate all maximal subsets of contained in a closed half-space through the 
origin. We also discuss the enumeration of all minimal subsets of whose convex 
hull contains the origin as an interior point, and show that this problem 
includes as a special case the well-known hypergraph transversal problem.
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        “Generating Paths and Cuts in Multi-pole (Di)graphs,” in Mathematical foundations of computer science 2004 : 29th International Symposium, MFCS 2004, 2004.
    
moreAbstract
Let G=(V,E) be a (directed) graph with vertex set V and edge (arc) set E. Given 
a set  of (source-sink) pairs of vertices of G, an important problem that 
arises in the computation of network reliability is the enumeration of minimal 
subsets of edges (arcs) that connect/disconnect all/at least one of the given 
source-sink pairs of . For undirected graphs, we show that the enumeration 
problems for conjunctions of paths and disjunctions of cuts can be solved in 
incremental polynomial time. For directed graphs both of these problems are 
NP-hard. We also give a polynomial delay algorithm for enumerating minimal sets 
of arcs connecting respectively two given nodes s1 and s2 to a given vertex t1, 
and each vertex of a given subset of vertices T2.
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moreAbstract
We investigate the problem of ranking answers to a database query when many 
tuples are returned. We adapt and apply principles of probabilistic models from 
Information Retrieval structured data. Our proposed solution is domain 
independent. It leverages data and workload statistics and corelations. Our 
ranking functions can be further customized for different applications. We 
present results of preliminary experiments which demonstrate the efficiency as 
well as the quality of our ranking system.
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moreAbstract
Search tree data structures like van Emde Boas trees are a theoretically 
attractive alternative to comparison based search trees because they have 
better asymptotic performance for small integer keys and large inputs. This 
paper studies their practicability using 32 bit keys as an example. While 
direct implementations of van Emde Boas trees cannot compete with good 
implementations of comparison based data structures, our tuned data structure 
significantly outperforms comparison based implementations for searching and 
shows at least comparable performance for insertion and deletion.
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moreAbstract
We develop an external memory algorithm for computing minimum spanning
trees.  The algorithm is considerably simpler than previously known
external memory algorithms for this problem and needs a factor of at
least four less I/Os for realistic inputs.
 
Our implementation indicates that this algorithm processes graphs only
limited by the disk capacity of most current machines in time no more
than a factor 2--5 of a good internal algorithm with sufficient memory
space.
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moreAbstract
With the recent breakthroughs in ray tracing technology, high-quality image 
generation at interactive rates is finally becoming reality. As a consequence 
ray tracing will likely play a larger role in visualization systems, enabling 
the conception and creation of completely new interactive graphical 
applications.


BibTeX
@inproceedings{dietrich:04:VrmlRT,
TITLE = {{VRML} Scene Graphs on an Interactive Ray Tracing Engine},
AUTHOR = {Dietrich, Andreas and Wald, Ingo and Wagner, Markus and Slusallek, Philipp},
EDITOR = {Ikai, Yasushi},
LANGUAGE = {eng},
ISBN = {0-7803-8415-6},
LOCALID = {Local-ID: C125675300671F7B-E34B0F3D46BA0287C1256F7100528C59-dietrich:04:VrmlRT},
PUBLISHER = {IEEE},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {With the recent breakthroughs in ray tracing technology, high-quality image generation at interactive rates is finally becoming reality. As a consequence ray tracing will likely play a larger role in visualization systems, enabling the conception and creation of completely new interactive graphical applications.},
BOOKTITLE = {IEEE Virtual Reality 2004 : VR 2004},
PAGES = {109--116},
}

Endnote
%0 Conference Proceedings
%A Dietrich, Andreas
%A Wald, Ingo
%A Wagner, Markus
%A Slusallek, Philipp
%E Ikai, Yasushi
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T VRML Scene Graphs on an Interactive Ray Tracing Engine : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2B7A-8
%F EDOC: 232057
%F OTHER: Local-ID: C125675300671F7B-E34B0F3D46BA0287C1256F7100528C59-dietrich:04:VrmlRT
%I IEEE
%D 2004
%B Untitled Event
%Z date of event: 2004-03-27 - 
%C Chicago, Illinois
%X With the recent breakthroughs in ray tracing technology, high-quality image 
generation at interactive rates is finally becoming reality. As a consequence 
ray tracing will likely play a larger role in visualization systems, enabling 
the conception and creation of completely new interactive graphical 
applications.
%B IEEE Virtual Reality 2004 : VR 2004
%P 109 - 116
%I IEEE
%@ 0-7803-8415-6




	PuRe
	BibTeX

	


        2387
    
                Conference paper
            
D1


        A. Eigenwillig, L. Kettner, E. Schömer, and N. Wolpert
    

        “Complete, Exact and Efficient Computations with Cubic Curves,” in Proceedings of the Twentieth Annual Symposium on Computational Geometry : (SCG’04), 2004.
    
moreAbstract
The Bentley-Ottmann sweep-line method can be used to compute the
arrangement of planar curves provided a number of geometric
primitives operating on the curves are available. We discuss the
mathematics of the primitives for planar algebraic curves of degree three or 
less and derive efficient realizations.
As a result, we obtain a complete, exact, and efficient
algorithm for computing arrangements of cubic curves.
Conics and cubic splines are special cases of cubic curves. 
 
The algorithm is complete in that it handles all possible
degeneracies including singularities. It is exact in that it
provides the mathematically correct result. It is efficient in
that it can handle hundreds of curves with a quarter million of
segments in the final arrangement.
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The algorithm is complete in that it handles all possible
degeneracies including singularities. It is exact in that it
provides the mathematically correct result. It is efficient in
that it can handle hundreds of curves with a quarter million of
segments in the final arrangement.
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moreAbstract
A new multimedia disk scheduling algorithm, termed Cascaded-SFC, is presented. 
The Cascaded-SFC multimedia disk scheduler is applicable in environments where 
multimedia data requests arrive with different quality of service (QoS) 
requirements such as real-time deadline and user priority. Previous work on 
disk scheduling has focused on optimizing the seek times and/or meeting the 
real-time deadlines. The Cascaded-SFC disk scheduler provides a unified 
framework for multimedia disk scheduling that scales with the number of 
scheduling parameters. The general idea is based on modeling the multimedia 
disk requests as points in multiple multi-dimensional sub-spaces, where each of 
the dimensions represents one of the parameters (e.g., one dimension represents 
the request deadline, another represents the disk cylinder number, and a third 
dimension represents the priority of the request, etc.). Each multi-dimensional 
sub-space represents a subset of the QoS parameters that share some common 
scheduling characteristics. Then the multimedia disk scheduling problem reduces 
to the problem of finding a linear order to traverse the multi-dimensional 
points in each sub-space. Multiple space-filling curves are selected to fit the 
scheduling needs of the QoS parameters in each sub-space. The orders in each 
sub-space are integrated in a cascaded way to provide a total order for the 
whole space. Comprehensive experiments demonstrate the efficiency and 
scalability of the Cascaded-SFC disk scheduling algorithm over other disk 
schedulers.
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moreAbstract
In this paper we establish a connection between subresultants and locally 
nilpotent derivations over commutative rings containing the rationals. As 
consequence of this connection, we prove that for any commutative ring with 
unit and any polynomials P and Q in $\mathcal{A}[y]$, the ith subresultant of P 
and Q is the determinant of a matrix, depending only on the degrees of P and Q, 
whose entries are taken from the list built with P, Q and their successive 
Hasse derivatives.
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moreAbstract
In the incremental versions of Facility Location and k-Median, the demand 
points arrive one at a time and the algorithm must maintain a good solution by 
either adding each new demand to an existing cluster or placing it in a new 
singleton cluster. The algorithm can also merge some of the existing clusters 
at any point in time. We present the first incremental algorithm for Facility 
Location with uniform facility costs which achieves a constant performance 
ratio and the first incremental algorithm for k-Median which achieves a 
constant performance ratio using  O(k) medians.
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moreAbstract
We investigate algorithms for computing
energy efficient paths in ad-hoc radio networks.
We demonstrate how advanced data structures from computational
geometry can be employed to preprocess the position of
radio stations in such a way that approximately
energy optimal paths can be retrieved in constant time, i.e.,
independent of the network size.
We put particular emphasis on actual implementations which
demonstrate that large constant factors hidden in the theoretical
analysis are not a big problem in practice.
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moreAbstract
Wireless sensor networks have recently posed many new system building 
challenges. One of the main problems is energy conservation since most of the 
sensors are devices with limited battery life and it is infeasible to replenish 
energy via replacing batteries. An effective approach for energy conservation 
is scheduling sleep intervals for some sensors, while the remaining sensors 
stay active providing continuous service. In this paper we consider the problem 
of selecting a set of active sensors of minimum cardinality that maintains 
sensing coverage and network connectivity. We study different variations of 
this problem. The main contribution of this paper is a thorough investigation 
of algorithms for covering an area with sensors that have fixed locations.
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moreAbstract
The location of facilities in order to provide service for customers is a 
well-studied problem in
the operations research literature. In the basic model, there is a predefined 
cost for opening a facility
and also for connecting a customer to a facility, the goal being to minimize 
the total cost. Often,
both in the case of public facilities (such as libraries, municipal swimming 
pools, fire stations, ...)
and private facilities (such as distribution centers, switching stations, ...), 
we may want to find a
‘fair’ allocation of the total cost to the customers—--this is known as the 
cost allocation problem.
A central question in cooperative game theory is whether the total cost can be 
allocated to the
customers such that no coalition of customers has any incentive to build their 
own facility or to ask a
competitor to service them. We establish strong connections between fair cost 
allocations and linear
programming relaxations for several variants of the facility location problem. 
In particular, we show
that a fair cost allocation exists if and only if there is no integrality gap 
for a corresponding linear
programming relaxation; this was only known for the simplest unconstrained 
variant of the facility
location problem. Moreover, we introduce a subtle variant of randomized 
rounding and derive new
proofs for the existence of fair cost allocations for several classes of 
instances. We also show that it is
in general NP-complete to decide whether a fair cost allocation exists and 
whether a given allocation
is fair.
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well-studied problem in
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cost for opening a facility
and also for connecting a customer to a facility, the goal being to minimize 
the total cost. Often,
both in the case of public facilities (such as libraries, municipal swimming 
pools, fire stations, ...)
and private facilities (such as distribution centers, switching stations, ...), 
we may want to find a
&#8216;fair&#8217; allocation of the total cost to the customers&#8212;--this is known as the 
cost allocation problem.
A central question in cooperative game theory is whether the total cost can be 
allocated to the
customers such that no coalition of customers has any incentive to build their 
own facility or to ask a
competitor to service them. We establish strong connections between fair cost 
allocations and linear
programming relaxations for several variants of the facility location problem. 
In particular, we show
that a fair cost allocation exists if and only if there is no integrality gap 
for a corresponding linear
programming relaxation; this was only known for the simplest unconstrained 
variant of the facility
location problem. Moreover, we introduce a subtle variant of randomized 
rounding and derive new
proofs for the existence of fair cost allocations for several classes of 
instances. We also show that it is
in general NP-complete to decide whether a fair cost allocation exists and 
whether a given allocation
is fair.
%J Journal of Algorithms
%V 50
%@ false




	PuRe
	BibTeX

	


        2400
    
                Report
            
D1


        M. Hemmer, L. Kettner, and E. Schömer
    

        “Effects of a modular filter on geometric applications,” INRIA, Sophia Antipolis, ECG-TR-363111-01, 2004.
    
moreBibTeX
@techreport{Hemmer_ECG-TR-363111-01,
TITLE = {Effects of a modular filter on geometric applications},
AUTHOR = {Hemmer, Michael and Kettner, Lutz and Sch{\"o}mer, Elmar},
LANGUAGE = {eng},
NUMBER = {ECG-TR-363111-01},
INSTITUTION = {INRIA},
ADDRESS = {Sophia Antipolis},
YEAR = {2004},
DATE = {2004},
TYPE = {ECG Technical Report},
EDITOR = {{Effective Computational Geometry for Curves and Surfaces}},
}

Endnote
%0 Report
%A Hemmer, Michael
%A Kettner, Lutz
%A Sch&#246;mer, Elmar
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Effects of a modular filter on geometric applications : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2B8F-9
%F EDOC: 237782
%Y INRIA
%C Sophia Antipolis
%D 2004
%Z name of event: Untitled Event
%Z date of event:  - 
%Z place of event: 
%P 7 p.
%B ECG Technical Report




	PuRe
	BibTeX

	


        2401
    
                Article
            
D1


        M. Henz, T. Müller, and S. Thiel
    

        “Global constraints for round robin tournament scheduling,” European Journal of Operational Research, vol. 153, 2004.
    
moreBibTeX
@article{HMT04:round-robin,
TITLE = {Global constraints for round robin tournament scheduling},
AUTHOR = {Henz, Martin and M{\"u}ller, Tobias and Thiel, Sven},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-EE7F9F0F52C6AB2FC1256E1400573C33-HMT04:round-robin},
YEAR = {2004},
DATE = {2004},
JOURNAL = {European Journal of Operational Research},
VOLUME = {153},
PAGES = {92--101},
}

Endnote
%0 Journal Article
%A Henz, Martin
%A M&#252;ller, Tobias
%A Thiel, Sven
%+ Information Services and Technology, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Global constraints for round robin tournament scheduling : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-293F-7
%F EDOC: 231201
%F OTHER: Local-ID: C1256428004B93B8-EE7F9F0F52C6AB2FC1256E1400573C33-HMT04:round-robin
%D 2004
%* Review method: peer-reviewed
%J European Journal of Operational Research
%V 153
%& 92
%P 92 - 101




	PuRe
	BibTeX

	


        2402
    
                Conference paper
            
D1


        I. Katriel
    

        “Dynamic Heaviest Paths in DAGs with Arbitrary Edge Weights,” in Integration of AI and OR techniques in constraint programming for combinatorial optimization problems : First International Conference, CPAIOR 2004, 2004.
    
moreAbstract
We deal with the problem of maintaining the heaviest paths
in a DAG under edge insertion and deletion.
Michel and Van Hentenryck~\cite{Michel} designed algorithms for
this problem which work on DAGs with strictly positive edge
weights. They handle edges of zero or negative weight by
replacing each of them by (potentially many) edges with
positive weights. In this paper we show an alternative
solution, which has the same complexity and handles arbitrary
edge weights without graph transformations. For the case in which
all edge weights are integers, we show a second algorithm
which is asymptotically faster.
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moreAbstract
We present a linear-time algorithm in the algebraic computation tree model
for checking whether two sets of integers are equal.
The significance of this result is in the fact that
it shows that set equality testing is computationally easier when the elements
of the sets are restricted to be integers. In addition, we show a linear-time
algorithm for checking set inclusion in a slightly extended computational
model.
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moreAbstract
The algorithms of computational geometry are designed for a
machine model with exact real arithmetic. Substituting floating point
arithmetic for the assumed real arithmetic may cause implementations to
fail. Although this is well known, there is no comprehensive documentation of
what can go wrong and why. 
In this extended abstract, we study a simple
incremental algorithm for planar convex hulls and give examples which make
the algorithm fail in all possible ways.
We also show how to construct failure-examples
semi-systematically and discuss the geometry of the floating point
implementation of the orientation predicate. We hope that our work will be
useful for teaching computational geometry. The full
paper is available
at~\url{www.mpi-sb.mpg.de/~mehlhorn/ftp/ClassRoomExamples.ps}. It contains
further examples, more theory, and color pictures. We strongly recommend to read
 the
full paper instead of this extended abstract.
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moreAbstract
In classical network flow theory, flow being sent from a source to a 
destination may be split into a large number of chunks traveling on different 
paths through the network. This effect is undesired or even forbidden in many 
applications. Kleinberg introduced the unsplittable flow problem where all flow 
traveling from a source to a destination must be sent on only one path. This is 
a generalization of the NP-complete edge-disjoint paths problem. In particular, 
the randomized rounding technique of Raghavan and Thompson can be applied. A 
generalization of unsplittable flows are k-splittable flows where the number of 
paths used by a commodity $i$ is bounded by a given integer~$k_i$.
 
The contribution of this paper is twofold. First, for the unsplittable flow 
problem, we prove a lower bound of~$\Omega(\log m/\log\log m)$ on the 
performance of randomized rounding. This result matches the best known upper 
bound of~$O(\log m/\log\log m)$. To the best of our knowledge, the problem of 
finding a non-trivial lower bound has so far been open.
 
In the second part of the paper, we study a new variant of the k-splittable 
flow problem with additional constraints on the amount of flow being sent along 
each path. The motivation for these constraints comes from the following 
packing and routing problem: A commodity must be shipped using a given number 
of containers of given sizes. First, one has to make a decision on the fraction 
of the commodity packed into each container. Then, the containers must be 
routed through a network whose edges correspond, for example, to ships or 
trains. Each edge has a capacity bounding the total size or weight of 
containers which are being routed on it. We present approximation results for 
two versions of this problem with multiple commodities and the objective to 
minimize the congestion of the network. The key idea is to reduce the problem 
under consideration to an unsplittable flow problem while only losing a 
constant factor in the performance ratio.
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moreAbstract
In this paper we consider the problem of computing a minimum cycle basis in a 
graph $G$ with $m$ edges and $n$ vertices. The edges of $G$ have non-negative 
weights on them. The previous best result for this problem was an 
$O(m^{\omega}n)$ algorithm, where $\omega$ is the best exponent of matrix 
multiplication. It is presently known that $\omega < 2.376$. 
We obtain an $O(m^2n + mn^2\log n)$ algorithm for this problem. Our algorithm 
also uses fast matrix multiplication.
When the edge weights are integers, we have an $O(m^2n)$ algorithm.
For unweighted graphs which are reasonably dense, our
algorithm runs in $O(m^{\omega})$ time. For any $\epsilon > 0$,
we also design a $1+\epsilon$ approximation algorithm to compute a cycle basis 
which is at most $1+\epsilon$ times the weight of a minimum cycle basis. The 
running time of this algorithm is 
$O(\frac{m^{\omega}}{\epsilon}\log(W/{\epsilon}))$ for
reasonably dense graphs, where $W$ is the largest edge weight.
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moreAbstract
In many scheduling applications it is required that the processing
  of some job must be postponed until some other job, which can be
  chosen from a pre-given set of alternatives, has been completed. The
  traditional concept of precedence constraints fails to model such
  restrictions.  Therefore, the concept has been generalized to
  so-called AND/OR precedence constraints which can cope with
  this kind of requirement.
 
  In the context of traditional precedence constraints, feasibility,
  transitivity, as well as the computation of earliest start times for
  jobs are fundamental, well-studied problems.  The purpose of this
  paper is to provide efficient algorithms for these tasks for the
  more general and complex model of AND/OR precedence constraints.  We
  show that feasibility as well as many questions related to
  transitivity can be solved by applying essentially the same
  linear-time algorithm.  In order to compute earliest start times we
  propose two polynomial-time algorithms to cope with different
  classes of time distances between jobs.
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moreAbstract
We survey a set of algorithmic techniques that make it possible
to build a high performance storage server from a network
of cheap components. Such a storage server offers a very
simple programming model. To the clients it looks like
a single very large disk that can handle many requests
in parallel with minimal interference between the requests.
The algorithms use randomization, redundant storage, and
sophisticated scheduling strategies to achieve this goal.
The focus is on algorithmic techniques and open questions.
The paper summarizes several previous papers and presents
a new strategy for handling heterogeneous disks.
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moreAbstract
Sample sort, a generalization of quicksort that partitions the input
into many pieces, is known as the best practical comparison based
sorting algorithm for distributed memory
parallel computers.  We show that sample sort is also useful on a
single processor.  The main algorithmic insight is that
element comparisons can be decoupled from expensive
conditional branching using predicated instructions.
This transformation facilitates optimizations like
loop unrolling and software pipelining.
The final implementation, albeit cache efficient,
is limited by a linear number of memory accesses rather than 
the $\Oh{n\log n}$ comparisons.
On an Itanium 2 machine, we obtain a speedup of up to \maxspeedup\
over \texttt{std::sort} from the GCC STL library, which is known as one of
the fastest available quicksort implementations.
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moreAbstract
We present two $\twothirds - \epsilon$ approximation algorithms for the
maximum weight matching problem that run in time
$O(m\log\frac{1}{\epsilon})$. We give a simple and practical
randomized algorithm and a somewhat more complicated deterministic
algorithm. Both algorithms are exponentially faster in
terms of $\epsilon$ than a recent algorithm by Drake and Hougardy.
We also show that our algorithms can be generalized to find a
$1-\epsilon$ approximatation to the maximum weight matching, for any
$\epsilon>0$.
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moreAbstract
We consider the problem of computing the largest
region in a terrain that is approximately contained in some
two-dimensional plane. We reduce this problem to the
following one. Given an embedding of a degree-3 graph $G$ on the
unit sphere $\IS^2$, whose vertices are weighted, compute a
connected subgraph of maximum weight that is contained in some
spherical disk of a fixed radius. We give an algorithm that solves
this problem in $O(n^2 \log n (\log\log n)^3)$ time, where $n$
denotes the number of vertices of $G$ or, alternatively, the number
of faces of the terrain. We also give a heuristic that can be used to
compute sufficiently large regions in a terrain that are approximately
planar. We discuss an implementation of this heuristic, and show some
experimental results for terrains representing three-dimensional
(topographical) images of fracture surfaces of metals obtained by
confocal laser scanning microscopy.
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moreAbstract
Flows over time (dymanic flows) generalize standard network flows by 
introducing a new element- time. They naturally model problems where travel and 
transmission are not instantaneous.
I this work we consider two dynamic flows problems: The Quickest multicommodity 
Dynamic Flow problem with Bounded Cost (QMDFP) ant The Maximal Multicommodity 
dynamic flow problem (MMDFP). Both problems are known to be NP-hard. In the 
first part we propose two methods of improving the result obtained by the 
efficient two-approximation algorithm proposed by Lisa Fleischer and Martin 
Skutella for solving the QMDFP. The Approximation algorithm constructs the 
temporally repeated flow using so called "static average flow". In the first 
method we prove that the value of the static average flow can be increased by a 
factor, that depends on the length of th shortest path form a source to a sink 
in the underlying network. Increasing the value of the static average flow 
allows us to save time on sending the necessary amount of flow (the given 
demands) from sources to sinks. The cost of the resulting temporally repeated 
flow remains unchanged. In the second method we porpose an algorithm that 
reconstructs the static average flow in the way that the length of the longest 
path used by the flow becomes shorter. This allows us to wait for a shorter 
period of time until the last sent unit of flow reaches its sink. The drawback 
of the reconstructing of the flow is its increase in cost. But we give a proof 
ot the fact that the cost increases at most by a factor of two.
In the second part of the thesis we deal with MMDFP. We give an instance of the 
network that demonstrates that the optimal solution is not always a temporally 
repeated flow. But we give an easy proof of the fact that the difference 
between the optimal solution and the Maximal Multicommodity Temporally Repeated 
Flow is bounded by a constant that depends on the network and not on the given 
time horizon. This fact allows to approximate the optimal Maximal 
Multicommodity Dynamic Flow with the Maximal Muticommodity Temporally Repeated 
Flow for large enough time horizons.
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first part we propose two methods of improving the result obtained by the 
efficient two-approximation algorithm proposed by Lisa Fleischer and Martin 
Skutella for solving the QMDFP. The Approximation algorithm constructs the 
temporally repeated flow using so called "static average flow". In the first 
method we prove that the value of the static average flow can be increased by a 
factor, that depends on the length of th shortest path form a source to a sink 
in the underlying network. Increasing the value of the static average flow 
allows us to save time on sending the necessary amount of flow (the given 
demands) from sources to sinks. The cost of the resulting temporally repeated 
flow remains unchanged. In the second method we porpose an algorithm that 
reconstructs the static average flow in the way that the length of the longest 
path used by the flow becomes shorter. This allows us to wait for a shorter 
period of time until the last sent unit of flow reaches its sink. The drawback 
of the reconstructing of the flow is its increase in cost. But we give a proof 
ot the fact that the cost increases at most by a factor of two.
In the second part of the thesis we deal with MMDFP. We give an instance of the 
network that demonstrates that the optimal solution is not always a temporally 
repeated flow. But we give an easy proof of the fact that the difference 
between the optimal solution and the Maximal Multicommodity Temporally Repeated 
Flow is bounded by a constant that depends on the network and not on the given 
time horizon. This fact allows to approximate the optimal Maximal 
Multicommodity Dynamic Flow with the Maximal Muticommodity Temporally Repeated 
Flow for large enough time horizons.
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moreAbstract
We present two theoretically interesting and empirically successful
techniques for improving the linear programming approaches, namely
graph transformation and local cuts, in the context of the 
Steiner problem. We show the impact of these techniques on the
solution of the largest benchmark instances ever solved.
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moreAbstract
We present two theoretically interesting and empirically successful
techniques for improving the linear programming approaches, namely
graph transformation and local cuts, in the context of the 
Steiner problem. We show the impact of these techniques on the
solution of the largest benchmark instances ever solved.
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moreAbstract
Smoothed analysis combines elements over worst-case and
average case analysis. For an instance $x$, the smoothed complexity is the
average complexity of an instance obtained from $x$ by a perturbation. The
smoothed complexity of a problem is the worst smoothed complexity of any
instance. Spielman and Teng introduced this notion for
continuous problems. We apply the concept to combinatorial problems and study
the smoothed complexity of three classical discrete problems: quicksort, 
left-to-right maxima counting, and shortest paths.
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moreAbstract
We consider the single-source many-targets shortest-path (SSMTSP) problem in 
directed graphs with non-negative 
edge weights. A source node $s$ and a target set $T$ is specified and the goal 
is to compute a shortest path from $s$ to a node in $T$. 
Our interest in the shortest path problem with many targets stems from its use 
in weighted bipartite matching algorithms. A weighted bipartite matching in a 
graph with $n$ nodes on each side reduces to $n$ SSMTSP problems, where the 
number 
of targets varies between $n$ and $1$. 
 
The SSMTSP problem can be solved by Dijkstra's algorithm. We describe a 
heuristic 
that leads to a significant improvement in running time for the weighted 
matching 
problem; in our experiments a speed-up by up to a factor of 12 was achieved.
We also present a partial analysis that gives some theoretical support for our 
experimental findings.
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moreAbstract
In this paper we introduce the notion of smoothed competitive analysis of 
online algorithms.  Smoothed analysis has been proposed by Spielman and Teng 
\cite{ST01} to explain the behaviour of algorithms that work  well in practice 
while performing very poorly from a worst case analysis  point of view. We 
apply this notion to analyze  the Multi-Level Feedback (MLF) algorithm to 
minimize the total flow time on a sequence of jobs released over time when the 
processing time of a job is only known at time of completion.
 
The initial processing times are integers in the range $[1,2^K]$. We use a 
partial bit randomization model, where the initial processing times are 
smoothened by changing the $k$ least significant bits under a quite general 
class of probability distributions. We show that MLF admits a smoothed 
competitive ratio of $O((2^k/\sigma)^3 + (2^k/\sigma)^2 2^{K-k})$, where 
$\sigma$ denotes the standard deviation of the distribution. In particular, we 
obtain a competitive ratio of $O(2^{K-k})$ if $\sigma = \Theta(2^k)$. We also 
prove an $\Omega(2^{K-k})$ lower bound for any deterministic algorithm that is 
run on processing times smoothened according to the partial bit randomization 
model. For various other smoothening models, including the additive symmetric 
smoothening model used by Spielman and Teng \cite{ST01}, we give a higher 
lower  bound of $\Omega(2^K)$.
 
A direct consequence of our result is also the first average case analysis of 
MLF. We show a constant expected ratio of the total flow time of MLF to the 
optimum under several distributions including the uniform distribution.
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apply this notion to analyze  the Multi-Level Feedback (MLF) algorithm to 
minimize the total flow time on a sequence of jobs released over time when the 
processing time of a job is only known at time of completion.

The initial processing times are integers in the range $[1,2^K]$. We use a 
partial bit randomization model, where the initial processing times are 
smoothened by changing the $k$ least significant bits under a quite general 
class of probability distributions. We show that MLF admits a smoothed 
competitive ratio of $O((2^k/\sigma)^3 + (2^k/\sigma)^2 2^{K-k})$, where 
$\sigma$ denotes the standard deviation of the distribution. In particular, we 
obtain a competitive ratio of $O(2^{K-k})$ if $\sigma = \Theta(2^k)$. We also 
prove an $\Omega(2^{K-k})$ lower bound for any deterministic algorithm that is 
run on processing times smoothened according to the partial bit randomization 
model. For various other smoothening models, including the additive symmetric 
smoothening model used by Spielman and Teng \cite{ST01}, we give a higher 
lower  bound of $\Omega(2^K)$.
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moreAbstract
In this paper, we present the first average-case analysis proving an expected
polynomial running time for an exact algorithm for the 0/1 knapsack problem.
In particular, we prove, for various input distributions, that the number of
{\em dominating solutions\/} (i.e., Pareto-optimal knapsack fillings)
to this problem is polynomially bounded in the number of available items.
An algorithm by Nemhauser and Ullmann can enumerate these solutions very
efficiently so that a polynomial upper bound on the number of dominating 
solutions
implies an algorithm with expected polynomial running time.
 
The random input model underlying our analysis is very general
and not restricted to a particular input distribution. We assume adversarial
weights and randomly drawn profits (or vice versa). Our analysis covers general
probability
distributions with finite mean, and, in its most general form, can even
handle different probability distributions for the profits of different items.
This feature enables us to study the effects of correlations between profits
and weights. Our analysis confirms and explains practical studies showing
that so-called {\em strongly correlated\/} instances are harder to solve than
{\em weakly correlated\/} ones.
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An algorithm by Nemhauser and Ullmann can enumerate these solutions very
efficiently so that a polynomial upper bound on the number of dominating 
solutions
implies an algorithm with expected polynomial running time.

The random input model underlying our analysis is very general
and not restricted to a particular input distribution. We assume adversarial
weights and randomly drawn profits (or vice versa). Our analysis covers general
probability
distributions with finite mean, and, in its most general form, can even
handle different probability distributions for the profits of different items.
This feature enables us to study the effects of correlations between profits
and weights. Our analysis confirms and explains practical studies showing
that so-called {\em strongly correlated\/} instances are harder to solve than
{\em weakly correlated\/} ones.
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moreAbstract
In this paper, we present the first average-case analysis proving an expected
polynomial running time for an exact algorithm for the 0/1 knapsack problem.
In particular, we prove, for various input distributions, that the number of
{\em dominating solutions\/} (i.e., Pareto-optimal knapsack fillings) 
to this problem is polynomially bounded in the number of available items.
An algorithm by Nemhauser and Ullmann can enumerate these solutions very
efficiently so that a polynomial upper bound on the number of dominating 
solutions implies an algorithm with expected polynomial running time.
 
The random input model underlying our analysis is very general
and not restricted to a particular input distribution. We assume adversarial
weights and randomly drawn profits (or vice versa). Our analysis covers 
general probability
distributions with finite mean, and, in its most general form, can even
handle different probability distributions for the profits of different items.
This feature enables us to study the effects of correlations between profits
and weights. Our analysis confirms and explains practical studies showing
that so-called strongly correlated instances are harder to solve than
weakly correlated ones.
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In particular, we prove, for various input distributions, that the number of
{\em dominating solutions\/} (i.e., Pareto-optimal knapsack fillings) 
to this problem is polynomially bounded in the number of available items.
An algorithm by Nemhauser and Ullmann can enumerate these solutions very
efficiently so that a polynomial upper bound on the number of dominating 
solutions implies an algorithm with expected polynomial running time.

The random input model underlying our analysis is very general
and not restricted to a particular input distribution. We assume adversarial
weights and randomly drawn profits (or vice versa). Our analysis covers 
general probability
distributions with finite mean, and, in its most general form, can even
handle different probability distributions for the profits of different items.
This feature enables us to study the effects of correlations between profits
and weights. Our analysis confirms and explains practical studies showing
that so-called strongly correlated instances are harder to solve than
weakly correlated ones.
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moreAbstract
An integral-valued set function f:2^V \mapsto \ZZ is called
polymatroid if it is submodular, non-decreasing, and
f(\emptyset)=0. Given a polymatroid function f
and an integer threshold t≥q 1, let α=α(f,t) denote the number 
of maximal sets X \subseteq V satisfying f(X) < t, let β=β(f,t) 
be the number of minimal sets X \subseteq V  for which f(X) ≥ t,
and let n=|V|. We show that if β ≥ 2 then α ≤
β^(\log t)/c}, where c=c(n,β) is the unique positive root of the 
equation 1=2^c(n^{c/\logβ}-1).
In particular, our bound implies that α ≤ (nβ)^{\log t} for all 
β ≥ 1. We also give examples of polymatroid functions with arbitrarily 
large t, n, α and β for which α ≥ β^{(.551 \log 
t)/c}.
More generally, given a polymatroid function f:2^V \mapsto \ZZ
and an integral threshold t ≥ 1, consider an arbitrary
hypergraph \cH such that |\cH| ≥ 2 and f(H) ≥ t for all
H \in \cH. Let \cS be the family of all maximal independent
sets X of \cH for which f(X) <t. Then |\cS| ≤q
|\cH|^{(\log t)/c(n,|\cH|). As an application, we show that
given a system of polymatroid inequalities f_1(X) ≥
t_1,\ldots,f_m(X) ≥ t_m with quasi-polynomially bounded right
hand sides t_1,\ldots,t_m, all minimal feasible solutions to
this system can be generated in incremental quasi-polynomial time. In contrast 
to this result, the generation of all maximal
infeasible sets is an NP-hard problem for many polymatroid
inequalities of small range.
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moreAbstract
A result of Balas and Yu (1989) states that the number of maximal independent 
sets of a graph G=(V,E) is 
upper-bounded by δ^p} + 1, where δ is the number of pairs of 
vertices in V at distance 2, and p is the cardinality of a maximum induced 
matching in G. 
In this paper, we give an extension of this result for hypergraphs, or more 
generally for subsets of vectors \cB in a product of n lattices 
\cL=\cL_1×⋅s×\cL_n, where the notion of an induced matching in 
G is replaced by a certain mapping of elements of \cB to the nodes of a 
binary tree \bT in some special way. Precisely, for \cB\subseteq\cL, let
γ=γ(\cB) be the number of leaves in the largest tree for which such 
a mapping exists, denote by \cI(\cB) the set of maximal independent elements 
of \cB, and let α=|\cI(\cB)| and β=|\cB|. We show that α 
≤\max{Q,β^{\log γ/c(2Q,β)}}, where
c(ρ,θ) is the unique positive root of the equation 2^c(ρ^{c/\log 
θ}-1)=1, and Q=\sum_{i=1}^n|\cL_i|.
In particular, our bound implies that α ≤ (2Qβ)^{\log γ}. We 
also give examples of hypergraphs with arbitrarily large n, α and 
β for which α ≥ β^{(1-o(1)) \log γ/c.
 
As an application, we get an upper bound on the number 
of maximal infeasible sets for a polymatroid inequality in terms of the number 
of feasible sets. We further show that such a bound allows for the 
incrementally efficient generation of all minimal feasible solutions to a given 
system of polymatroid inequalities f_1(X) ≥ t_1,\ldots,f_m(X) ≥q t_m 
with quasi-polynomially bounded right hand sides t_1,\ldots,t_m.
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moreAbstract
Given two finite sets of points  \mathcal X},{\mathcal Y} in  
{\mathbb{R}}^n which can be separated by a nonnegative linear function, and 
such that the componentwise minimum of any two distinct points in  {\mathcal 
X} is dominated by some point in  {\mathcal Y}, we show that  
\vert{\mathcal X}\vert≤q n\vert{\mathcal Y}\vert. As a consequence of this 
result, we obtain quasi-polynomial time algorithms for generating all maximal 
integer feasible solutions for a given monotone system of separable 
inequalities, for generating all p-inefficient points of a given discrete 
probability distribution, and for generating all maximal empty hyper-rectangles 
for a given set of points in  {\mathbb{R}^n. This provides a substantial 
improvement over previously known exponential algorithms for these generation 
problems related to Integer and Stochastic Programming, and Data Mining. 
Furthermore, we give an incremental polynomial time generation algorithm for 
monotone systems with fixed number of separable inequalities, which, for the 
very special case of one inequality, implies that for discrete probability 
distributions with independent coordinates, both p-efficient and p-inefficient 
points can be separately generated in incremental polynomial time.
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moreAbstract
We present an incremental polynomial-time algorithm for enumerating all 
circuits of a matroid or, more generally, 
all minimal spanning sets for a flat. This result implies, in particular, that 
for a given infeasible system of linear equations, all its maximal feasible 
subsystems, as well as all minimal infeasible subsystems, can be enumerated in 
incremental polynomial time. We also show the NP-hardness of several related 
enumeration problems.
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moreAbstract
Given a finite set V, and a hypergraph , the hypergraph transversal problem 
calls for enumerating all minimal hitting sets (transversals) for . This 
problem plays an important role in practical applications as many other 
problems were shown to be polynomially equivalent to it. Fredman and Khachiyan 
(1996) gave an incremental quasi-polynomial time algorithm for solving the 
hypergraph transversal problem [9]. In this paper, we present an efficient 
implementation of this algorithm. While we show that our implementation 
achieves the same bound on the running time as in [9], practical experience 
with this implementation shows that it can be substantially faster. We also 
show that a slight modification of the algorithm in [9] can be used to give a 
stronger bound on the running time.
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stronger bound on the running time.
%B Algorithms - ESA 2003
%P 556 - 567
%I Springer
%B Lecture Notes in Computer Science
%N 2832




	DOI
	PuRe
	BibTeX

	


        2467
    
                Thesis
            
D1


        A. Bramer
    

        “Zwei Algorithmen zur Bestimmung kostenminimaler Flüsse in Netzwerken,” Universität des Saarlandes, Saarbrücken, 2003.
    
moreBibTeX
@mastersthesis{BramerDipl03,
TITLE = {{Zwei Algorithmen zur Bestimmung kostenminimaler Fl{\"u}sse in Netzwerken}},
AUTHOR = {Bramer, Andreas},
LANGUAGE = {deu},
LOCALID = {Local-ID: C1256428004B93B8-871E334ACBA1588FC1256E190050DF62-BramerDipl03},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2003},
DATE = {2003},
}

Endnote
%0 Thesis
%A Bramer, Andreas
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Zwei Algorithmen zur Bestimmung kostenminimaler Fl&#252;sse in Netzwerken : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-2E8F-F
%F EDOC: 201915
%F OTHER: Local-ID: C1256428004B93B8-871E334ACBA1588FC1256E190050DF62-BramerDipl03
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2003
%V master
%9 master




	PuRe
	BibTeX

	


        2468
    
                Conference paper
            
D1


        S. Burkhardt and J. Kärkkäinen
    

        “Fast Lightweight Suffix Array Construction and Checking,” in Combinatorial Pattern Matching: 14th Annual Symposium, CPM 2003, 2003.
    
moreAbstract
We describe an algorithm that, for any $v\in[2,n]$, constructs
the suffix array of a string of length $n$ in $\Oh{vn + n \log
n}$ time using $\Oh{v+n/\sqrt{v}}$ space in addition to the
input (the string) and the output (the suffix array). By setting
$v=\log n$, we obtain an $\Oh{n \log n}$ time algorithm using
$\Oh{n/\sqrt{\log n}}$ extra space. This solves the open problem
stated by Manzini and Ferragina [ESA\;'02] of whether there
exists a lightweight (sublinear extra space) $\Oh{n \log n}$ time
algorithm. The key idea of the algorithm is to first sort a
sample of suffixes chosen using mathematical constructs called
difference covers. The algorithm is not only lightweight but also
fast in practice as demonstrated by experiments. Additionally,
we describe fast and lightweight suffix array checkers, i.e.,
algorithms that check the correctness of a suffix array.
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moreAbstract
A popular and well-studied class of filters for approximate string
matching compares substrings of length $q$, \emph{the $q$-grams}, in
the pattern and the text to identify text areas that contain potential
matches. A generalization of the method that uses {\em gapped}
$q$-grams instead of contiguous substrings is mentioned a few times in
literature but has never been analyzed in any depth.  In this paper,
we report the first results of a study on gapped $q$-grams.  We show
that gapped $q$-grams can provide orders of magnitude faster and/or
more efficient filtering than contiguous $q$-grams.  To achieve these
results the arrangement of the gaps in the $q$-gram and a filter
parameter called \emph{threshold} have to be optimized.  Both of these
tasks are nontrivial combinatorial optimization problems for which we
present efficient solutions.  We concentrate on the $k$~mismatches
problem, i.e, approximate string matching with the Hamming distance.
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moreAbstract
Let $G$ be a simple graph on $n$ vertices. A conjecture of 
Bollob\'as and Eldridge~\cite{be78} asserts that if $\delta (G)\ge {kn-1 \over 
k+1}$
then $G$ contains any $n$ vertex graph $H$ with $\Delta(H) = k$.
We strengthen this conjecture: we prove that if $H$ is bipartite,
$3 \le \Delta(H)$ is bounded and $n$ is sufficiently large , then there exists
$\beta >0$ such that if $\delta (G)\ge {\Delta \over {\Delta +1}}(1-\beta)n$,
 then
$H \subset G$.
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moreAbstract
Let $G_1$ and $G_2$ be simple graphs on $n$ vertices. If there are
edge-disjoint copies of $G_1$ and $G_2$ in $K_n$, then we say there is
a packing of $G_1$ and $G_2$. A conjecture of Bollob\'as and Eldridge
~\cite{be78} asserts that if $(\Delta(G_1)+1)(\Delta(G_2)+1)\le n+1$ then
there is a packing of $G_1$ and $G_2$. We prove this  conjecture when
$\Delta(G_1)=3$, for sufficiently large $n$.
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moreAbstract
In a simple graph $G$ without isolated nodes the
following random experiment is carried out: 
each node chooses one
of its neighbors uniformly at random. 
We say a rendezvous occurs
if there are adjacent nodes $u$ and $v$ 
such that $u$ chooses $v$
and $v$ chooses $u$;
the probability that this happens is denoted by $s(G)$.
M{\'e}tivier \emph{et al.} (2000) asked 
whether it is true
that $s(G)\ge s(K_n)$
for all $n$-node graphs $G$,
where $K_n$ is the complete graph on $n$ nodes.
We show that this is the case.
Moreover, we show that evaluating $s(G)$
for a given graph $G$ is a \numberP-complete problem,
even if only $d$-regular graphs are considered,
for any $d\ge5$.
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%X In a simple graph $G$ without isolated nodes the
following random experiment is carried out: 
each node chooses one
of its neighbors uniformly at random. 
We say a rendezvous occurs
if there are adjacent nodes $u$ and $v$ 
such that $u$ chooses $v$
and $v$ chooses $u$;
the probability that this happens is denoted by $s(G)$.
M{\'e}tivier \emph{et al.} (2000) asked 
whether it is true
that $s(G)\ge s(K_n)$
for all $n$-node graphs $G$,
where $K_n$ is the complete graph on $n$ nodes.
We show that this is the case.
Moreover, we show that evaluating $s(G)$
for a given graph $G$ is a \numberP-complete problem,
even if only $d$-regular graphs are considered,
for any $d\ge5$.
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moreAbstract
We describe a simple randomized construction for generating pairs of
hash functions h_1,h_2 from a universe U to ranges V=[m]={0,1,...,m-1}
and W=[m] so that for every key set S\subseteq U with 
n=|S| <= m/(1+epsilon) the (random) bipartite (multi)graph with node
set V + W and edge set {(h_1(x),h_2(x)) | x in S} exhibits a structure
that is essentially random. The construction combines d-wise
independent classes for d a relatively small constant with the
well-known technique of random offsets. While keeping the space
needed to store the description of h_1 and h_2 at O(n^zeta), for
zeta<1 fixed arbitrarily, we obtain a much smaller (constant)
evaluation time than previous constructions of this kind, which
involved Siegel's high-performance hash classes. The main new
technique is the combined analysis of the graph structure and the
inner structure of the hash functions, as well as a new way of looking
at the cycle structure of random (multi)graphs. The construction may
be applied to improve on Pagh and Rodler's ``cuckoo hashing'' (2001),
to obtain a simpler and faster alternative to a recent construction of
"Ostlin and Pagh (2002/03) for simulating uniform hashing on a key set
S, and to the simulation of shared memory on distributed memory
machines. We also describe a novel way of implementing (approximate)
d-wise independent hashing without using polynomials.
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%X We describe a simple randomized construction for generating pairs of
hash functions h_1,h_2 from a universe U to ranges V=[m]={0,1,...,m-1}
and W=[m] so that for every key set S\subseteq U with 
n=|S| <= m/(1+epsilon) the (random) bipartite (multi)graph with node
set V + W and edge set {(h_1(x),h_2(x)) | x in S} exhibits a structure
that is essentially random. The construction combines d-wise
independent classes for d a relatively small constant with the
well-known technique of random offsets. While keeping the space
needed to store the description of h_1 and h_2 at O(n^zeta), for
zeta<1 fixed arbitrarily, we obtain a much smaller (constant)
evaluation time than previous constructions of this kind, which
involved Siegel's high-performance hash classes. The main new
technique is the combined analysis of the graph structure and the
inner structure of the hash functions, as well as a new way of looking
at the cycle structure of random (multi)graphs. The construction may
be applied to improve on Pagh and Rodler's ``cuckoo hashing'' (2001),
to obtain a simpler and faster alternative to a recent construction of
"Ostlin and Pagh (2002/03) for simulating uniform hashing on a key set
S, and to the simulation of shared memory on distributed memory
machines. We also describe a novel way of implementing (approximate)
d-wise independent hashing without using polynomials.
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moreAbstract
We show that a 2-variable integer program, defined by $m$ constraints
  involving coefficients with at most $\varphi$ bits can be solved with
  $O(m + \varphi)$ arithmetic operations on rational numbers of
  size~$O(\varphi)$.
 
  This result  closes the gap between the running  time of two-variable
  integer programming with the sum of the running times  of the
  Euclidean algorithm on $\varphi$-bit integers and the problem of checking
  feasibility of an integer point for  $m$~constraints.
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moreAbstract
We report on a project with a German car manufacturer. The task
is to compute (approximate) solutions to a specific large-scale
packing problem.  Given a polyhedral model of a car trunk, the
aim is to pack as many identical boxes of size $4 × 2 × 1$ units
as possible into the interior of the trunk. This measure is
important for car manufacturers, because it is a standard in the
European Union.
 
First, we prove that a natural formal variant of this problem is
NP-complete. Further, we use a combination of integer linear
programming techniques and heuristics that exploit the geometric
structure to attack this problem.  Our experiments show that for
all considered instances, we can get very close to the optimal
solution in reasonable time.
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moreAbstract
We consider the problem of indexing a set of objects moving in d-dimensional 
space along linear trajectories. A simple disk-based indexing scheme is 
proposed to efficiently answer queries of the form: report all objects that 
will pass between two given points within a specified time interval. Our scheme 
is based on mapping the objects to a dual space, where queries about moving 
objects translate into polyhedral queries concerning their speeds and initial 
locations. We then present a simple method for answering such polyhedral 
queries, based on partitioning the space into disjoint regions and using a 
B-tree to index the points in each region. By appropriately selecting the 
boundaries of each region, we can guarantee an average search time that almost 
matches a known lower bound for the problem. Specifically, for a fixed d, if 
the coordinates of a given set of N points are statistically independent, the 
proposed technique answers polyhedral queries, on the average, in 
O((N/B)^1-1/d}.(\log_B N)^{1/d+K/B) I/O's using O(N/B) space, where B 
is the block size, and K is the number of reported points. Our approach is 
novel in that, while it provides a theoretical upper bound on the average query 
time, it avoids the use of complicated data structures, making it an effective 
candidate for practical applications.
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        “An Elementary Approach to Subresultants Theory,” Journal of Symbolic Computation, vol. 35, no. 3, 2003.
    
moreAbstract
In this paper we give an elementary approach to univariate polynomial 
subresultants theory. Most of the known results of subresultants are recovered, 
some with more precision, without using Euclidean divisions or existence of 
roots for univariate polynomials. The main contributions of this paper are not 
new results on subresultants, but rather extensions of the main results over 
integral rings to arbitrary commutative rings.
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moreAbstract
We prove NP-completeness of deciding the existence of an economic equilibrium 
in so-called house allocation markets. House allocation markets are markets 
with indivisible goods in which every agent holds exactly one copy of some 
good.
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moreAbstract
Flows over time (also called dynamic flows) 
generalize standard network flows by introducing
an element of time.  They naturally model problems where
travel and transmission are not instantaneous.  Solving these problems
raises issues that do not arise in standard network flows.
One issue is the question of storage of flow at intermediate nodes.
In most applications
(such as, e.g., traffic routing, evacuation planning,
telecommunications etc.), intermediate storage is limited, undesired,
or prohibited.  
 
The minimum cost flow over time problem is NP-hard.  In this paper we
1)~prove that the minimum cost flow over time never requires storage;
2)~provide the first approximation scheme for minimum cost flows over
time that does not require storage; 3)~provide the first approximation
scheme for minimum cost flows over time that meets hard cost
constraints, while approximating only makespan.
 
Our approach is based on a condensed variant of time-expanded
networks.  It also yields fast approximation schemes with simple
solutions for the quickest multicommodity flow problem.  
 
Finally, using completely different techniques, we describe a very
simple capacity scaling FPAS for the minimum cost flow over time
problem when costs are proportional to transit times.  
The algorithm builds upon our observation about the 
structure of optimal solutions to this problem: 
they are universally quickest flows.  Again, the FPAS
does not use intermediate node storage.
In contrast to the preceding algorithms that use a
time-expanded network, this FPAS runs directly on the original
network.
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moreAbstract
We generalize Cuckoo Hashing \cite{PagRod01} to \emph{$d$-ary Cuckoo Hashing} 
and show how this yields a simple hash table data structure that stores $n$ 
elements in $(1+\epsilon)\,n$ memory cells, for any constant $\epsilon > 0$. 
Assuming uniform hashing, accessing or deleting table entries takes at most $d 
= O(\ln\frac{1}{\epsilon})$ probes and the expected amortized insertion time is 
constant. This is the first dictionary that has worst case constant access time 
and expected constant update time, works with $(1+\epsilon)\,n$ space, and 
supports satellite information. Experiments indicate that $d=4$ choices suffice 
for $\epsilon \approx 0.03$. We also describe a hash table data structure using 
explicit constant time hash functions, using at most $d= 
O(\ln^2\frac{1}{\epsilon})$ probes in the worst case.
 
A corollary is an expected linear time algorithm for finding maximum 
cardinality matchings in a rather natural model of sparse random bipartite 
graphs.
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moreAbstract
We consider the problem of Online Facility Location, where demands arrive 
online and must be irrevocably assigned to an open facility upon arrival. The 
objective is to minimize the sum of facility and assignment costs. We prove 
that the competitive ratio for Online Facility Location is $\Theta(\frac{\log 
n}{\log\log n})$. On the negative side, we show that no randomized algorithm 
can achieve a competitive ratio better than $O(\frac{\log n}{\log\log n})$ 
against an oblivious adversary even if the demands lie on a line segment. On 
the positive side, we present a deterministic algorithm achieving a competitive 
ratio of $O(\frac{\log n}{\log\log n})$. The analysis is based on a 
hierarchical decomposition of the optimal facility locations such that each 
component either is relatively well-separated or has a relatively large 
diameter, and a potential function argument which distinguishes between the two 
kinds of components.
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moreAbstract
Given the positions of $n$ sites in a radio network
we consider the problem of finding routes between any pair of sites
that minimize energy consumption and do not use more than some
constant number $k$ of hops. Known exact algorithms for this problem
required $\Omega(n \log n)$ per query pair $(p,q)$.  In this paper we
relax the exactness requirement and only require approximate
$(1+\epsilon)$ solutions which allows us to derive schemes which
guarantee constant query time using linear space and
$O(n\log n)$ preprocessing time. The dependence on $\epsilon$ is
polynomial in $1/\epsilon$.
 
One tool used might be of independent interest:
For any pair of points $(p,q)\in P\subseteq\mathbb{Z}^2$
report in constant time the cluster pair $(A,B)$ representing $(p,q)$
in a well-separated pair decomposition of $P$.
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        “Boolean Operations on 3D Selective Nef Complexes: Data Structure, Algorithms, and Implementation,” in Algorithms - ESA 2003: 11th Annual European Symposium, Budapest, Hungary, 2003.
    
moreAbstract
We describe a data structure for three-dimensional Nef complexes, algorithms 
for boolean operations on them, and our implementation of data structure and 
algorithms. Nef polyhedra were introduced by W. Nef in his seminal 1978 book on 
polyhedra. They are the closure of half-spaces under boolean operations and can 
represent non-manifold situations, open and closed boundaries, and mixed 
dimensional complexes. Our focus lies on the generality of the data structure, 
the completeness of the algorithms, and the exactness and efficiency of the 
implementation. In particular, all degeneracies are handled.
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moreAbstract
Given a network with capacities and transit times on the arcs, the
  quickest flow problem asks for a `flow over time' that satisfies
  given demands within minimal time.  In the setting of flows over
  time, flow on arcs may vary over time and the transit time of an arc
  is the time it takes for flow to travel through this arc.  In most
  real-world applications (such as, e.g., road traffic, communication
  networks, production systems, etc.), transit times are not fixed but
  depend on the current flow situation in the network.  We consider
  the model where the transit time of an arc is given as a
  nondecreasing function of the rate of inflow into the arc.  We prove
  that the quickest $s$-$t$-flow problem is NP-hard in this setting
  and give various approximation results, including an FPTAS for the
  quickest multicommodity flow problem with bounded cost.
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moreAbstract
Flow variation over time is an important feature in network flow
  problems arising in various applications such as road or air traffic
  control, production systems, communication networks (e.g., the
  Internet), and financial flows.  The common characteristic are
  networks with capacities and transit times on the arcs which specify
  the amount of time it takes for flow to travel through a particular
  arc.  Moreover, in contrast to static flow problems, flow values on
  arcs may change with time in these networks.
 
  While the `maximum $s$-$t$-flow over time' problem can be solved
  efficiently and `min-cost flows over time' are known to be NP-hard,
  the complexity of (fractional) `multicommodity flows over time' has
  been open for many years.  We prove that this problem is NP-hard,
  even for series-parallel networks, and present new and efficient
  algorithms under certain assumptions on the transit times or on the
  network topology.  As a result, we can draw a complete picture of
  the complexity landscape for flow over time problems.
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moreAbstract
We consider the problem of preemptively scheduling a set of $n$ jobs
  on $m$ (identical, uniformly related, or unrelated) parallel
  machines.  The scheduler may reject a subset of the jobs and thereby
  incur job-dependent penalties for each rejected job, and he must
  construct a schedule for the remaining jobs so as to optimize the
  preemptive makespan on the $m$ machines plus the sum of the
  penalties of the jobs rejected.
 
  We provide a complete classification of these scheduling problems
  with respect to complexity and approximability.  Our main results
  are on the variant with an arbitrary number of unrelated machines.
  This variant is \apx-hard, and we design a $1.58$-approximation
  algorithm for it.  All other considered variants are weakly
  \np-hard, and we provide fully polynomial time approximation schemes
  for them.  Finally, we argue that our results for unrelated machines
  can be carried over to the corresponding preemptive open shop
  scheduling problem with rejection.
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moreAbstract
A suffix array represents the suffixes of a string in sorted order.
Being a simpler and more compact alternative to suffix trees, it
is an important tool for full text indexing and other string
processing tasks.  We introduce the \emph{skew algorithm}
for suffix array construction over integer alphabets that can be
implemented to run in linear time using integer sorting as its only
nontrivial subroutine:\\
1. recursively sort suffixes beginning at positions $i\bmod 3\neq 0$.\\
2. sort the remaining suffixes using the information
  obtained in step one.\\
3. merge the two sorted sequences obtained in steps one and two.\\
The algorithm is much
simpler than previous linear time algorithms that
are all based on the more complicated suffix tree data structure.
Since sorting is a well studied problem, we obtain
optimal algorithms for several other models of computation,
e.g.\ external memory with parallel disks, cache oblivious,
and parallel. The adaptations for BSP and EREW-PRAM
are asymptotically faster than the best previously known algorithms.
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moreAbstract
We show an algorithm for bound consistency of {\em global cardinality
constraints}, which runs in time $O(n+n')$ plus the time required to sort
the
assignment variables by range endpoints, where $n$ is the number of
assignment
variables and $n'$ is the number of values in the union of their ranges.
We
thus offer a fast alternative to R\'egin's
arc consistency algorithm~\cite{Regin} which runs
in time $O(n^{3/2}n')$ and space $O(n\cdot n')$. Our algorithm
also achieves bound consistency for the number of occurrences
of each value, which has not been done before.
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moreAbstract
We describe a geometric basis for the visualization of time-varying
  volume data of one or several variables as they occur in scientific
  and engineering applications.  We  demonstrate a prototype
  interface for gridded data, extending the contour spectrum interface of 
  Bajaj, Pascucci, and Schikore to higher dimensions and to topological
  properties that are not decomposable.  We also describe a data structure 
  for pentatope meshes that supports the computation of isosurfaces and their 
  properties.
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moreAbstract
We show that every set of $n$ points in general position has a
  minimum pseudo-triangulation whose maximum vertex degree is five.
  In addition, we demonstrate that every point set in general position
  has a minimum pseudo-triangulation whose maximum face degree is four
  (i.e.\ each interior face of this pseudo-triangulation has at most
  four vertices).  Both degree bounds are tight. Minimum
  pseudo-triangulations realizing these bounds (individually but not
  jointly) can be constructed in $O(n \log n)$ time.
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moreAbstract
The question, whether the preemptive Sum Multicoloring (pSMC)
problem is hard on paths was raised by Halldorsson
et al. ["Multi-coloring trees", Information and Computation,
180(2):113-129,2002]. The pSMC problem is a scheduling problem where the
pairwise conflicting jobs are represented by a conflict graph, and the
time lengths of jobs by integer weights on the nodes. The goal is to
schedule the jobs so that the sum of their finishing times is
minimized. In the paper we give an O(n^3p) time algorithm
for the pSMC problem on paths, where n is the number of nodes and p is
the largest time length. The result easily carries over to cycles.
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moreAbstract
We study the price of selfish routing in non-cooperative
networks like the Internet. In particular, we investigate the
price of selfish routing using the coordination ratio and
other (e.g., bicriteria) measures in the recently introduced game
theoretic network model of Koutsoupias and Papadimitriou. We generalize
this model towards general, monotone families of cost functions and 
cost functions from queueing theory. A summary of our main results 
for general, monotone cost functions is as follows.
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moreAbstract
We investigate variants of the well studied problem of scheduling
tasks on uniformly related machines to minimize the makespan.
In the $k$-splittable scheduling problem each task can be broken into
at most $k \ge 2$ pieces each of which has to be assigned to a different
machine. In the slightly more general SAC problem each task $j$ comes with
its own splittability parameter $k_j$, where we assume $k_j \ge 2$.
These problems are known to be $\npc$-hard and, hence, previous
research mainly focuses on approximation algorithms.
 
Our motivation to study these scheduling problems is traffic allocation
for server farms based on a variant of the Internet Domain Name Service
(DNS) that uses a stochastic splitting of request streams. Optimal 
solutions for the $k$-splittable scheduling problem yield optimal
solutions for this traffic allocation problem. Approximation ratios,
however, do not translate from one problem to the other because of
non-linear latency functions. In fact, we can prove that the traffic
allocation problem with standard latency functions from Queueing Theory
cannot be approximated in polynomial time within any finite factor 
because of the extreme behavior of these functions.
 
Because of the inapproximability, we turn our attention to fixed-parameter
tractable algorithms. Our main result is a polynomial time algorithm
computing an exact solution for the $k$-splittable scheduling problem as
well as the SAC problem for any fixed number of machines.
The running time of our algorithm increases exponentially with the
number of machines but is only linear in the number of tasks.
This result is the first proof that bounded splittability reduces
the complexity of scheduling as the unsplittable scheduling is known
to be $\npc$-hard already for two machines. Furthermore, since our
algorithm solves the scheduling problem exactly, it also solves the
traffic allocation problem that motivated our study.
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tasks on uniformly related machines to minimize the makespan.
In the $k$-splittable scheduling problem each task can be broken into
at most $k \ge 2$ pieces each of which has to be assigned to a different
machine. In the slightly more general SAC problem each task $j$ comes with
its own splittability parameter $k_j$, where we assume $k_j \ge 2$.
These problems are known to be $\npc$-hard and, hence, previous
research mainly focuses on approximation algorithms.

Our motivation to study these scheduling problems is traffic allocation
for server farms based on a variant of the Internet Domain Name Service
(DNS) that uses a stochastic splitting of request streams. Optimal 
solutions for the $k$-splittable scheduling problem yield optimal
solutions for this traffic allocation problem. Approximation ratios,
however, do not translate from one problem to the other because of
non-linear latency functions. In fact, we can prove that the traffic
allocation problem with standard latency functions from Queueing Theory
cannot be approximated in polynomial time within any finite factor 
because of the extreme behavior of these functions.

Because of the inapproximability, we turn our attention to fixed-parameter
tractable algorithms. Our main result is a polynomial time algorithm
computing an exact solution for the $k$-splittable scheduling problem as
well as the SAC problem for any fixed number of machines.
The running time of our algorithm increases exponentially with the
number of machines but is only linear in the number of tasks.
This result is the first proof that bounded splittability reduces
the complexity of scheduling as the unsplittable scheduling is known
to be $\npc$-hard already for two machines. Furthermore, since our
algorithm solves the scheduling problem exactly, it also solves the
traffic allocation problem that motivated our study.
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moreAbstract
We examine the number of triangulations that any set of n points in the plane 
must have, and prove that (i) any set of n points has at least 0.00037*2.2n 
triangulations, (ii) any set with three extreme points and n interior points 
has at least 0.112*2.569n triangulation, and (iii) any set with n interior 
points has at least 0.238 * 2.38n triangulation. The best previously known 
lower bound for the number of triangulations for n points in the plane is 
0.0822 * 2.0129n. We also give a method of automatically extending known 
bounds for small point sets to general lower bounds.
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moreAbstract
Algorithms are the heart of computer science. They make systems work. The 
theory of algorithms, i.e., their design and their analysis, is a highly 
developed part of theoretical computer science [7].
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moreAbstract
We develop an algorithm for parallel disk sorting, whose I/O cost
approaches the lower bound and that guarantees almost perfect
overlap between I/O and computation. Previous algorithms have
either suboptimal I/O volume or cannot guarantee that I/O and
computations can always be overlapped. We give an efficient
implementation that can (at least) compete with the best practical
implementations but gives additional performance guarantees.
For the experiments we have configured a state of the art machine
that can sustain full bandwidth I/O with eight disks and is very cost
effective.
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moreAbstract
The famous max-flow min-cut theorem states that a source node $s$ can
send information through a network (V,E) to a sink node t at a
rate determined by the min-cut separating s and t. Recently it
has been shown that this rate can also be achieved for multicasting to
several sinks provided that the intermediate nodes are allowed to
reencode the information they receive. We give
polynomial time algorithms for solving this problem. We additionally
underline the potential benefit of coding by showing that multicasting
without coding sometimes only allows a rate that is a factor
Omega(log |V|) smaller.
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%X The famous max-flow min-cut theorem states that a source node $s$ can
send information through a network (V,E) to a sink node t at a
rate determined by the min-cut separating s and t. Recently it
has been shown that this rate can also be achieved for multicasting to
several sinks provided that the intermediate nodes are allowed to
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moreAbstract
We present cost sharing methods for connected facility location 
games that are cross-monotonic, competitive, and recover a constant 
fraction of the cost of the constructed solution.
The novelty of this paper is that we use randomized algorithms, and
that we share the expected cost among the participating users.
As a consequence, our cost sharing methods are simple, and achieve 
attractive approximation ratios for various NP-hard problems.
We also provide a primal-dual cost sharing method for the connected 
facility location game with opening costs.
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games that are cross-monotonic, competitive, and recover a constant 
fraction of the cost of the constructed solution.
The novelty of this paper is that we use randomized algorithms, and
that we share the expected cost among the participating users.
As a consequence, our cost sharing methods are simple, and achieve 
attractive approximation ratios for various NP-hard problems.
We also provide a primal-dual cost sharing method for the connected 
facility location game with opening costs.
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moreAbstract
We consider online problems that can be modeled as \emph{metrical 
task systems}: 
An online algorithm resides in a graph $G$ of $n$ nodes and may move
in this graph at a cost equal to the distance.
The algorithm has to service a sequence of \emph{tasks} that arrive 
online; each task specifies for each node a \emph{request cost} that 
is incurred if the algorithm services the task in this particular node. 
The objective is to minimize the total request cost plus the total 
travel cost.
Several important online problems can be modeled as metrical task
systems.
Borodin, Linial and Saks \cite{BLS92} presented a deterministic 
\emph{work function algorithm} (WFA) for metrical task systems
having a tight competitive ratio of $2n-1$.
However, the competitive ratio often is an over-pessimistic 
estimation of the true performance of an online algorithm.
 
In this paper, we present a \emph{smoothed competitive analysis} 
of WFA.
Given an adversarial task sequence, we smoothen the request costs
by means of a symmetric additive smoothing model and analyze the
competitive ratio of WFA on the smoothed task sequence.
Our analysis reveals that the smoothed competitive ratio of WFA
is much better than $O(n)$ and that it depends on several 
topological parameters of the underlying graph $G$, such as 
the minimum edge length $U_{\min}$, the maximum degree $D$, 
and the edge diameter $diam$.
Assuming that the ratio between the maximum and the minimum edge length 
of $G$ is bounded by a constant, the smoothed competitive ratio of WFA
becomes $O(diam (U_{\min}/\sigma + \log(D)))$ and 
$O(\sqrt{n \cdot (U_{\min}/\sigma + \log(D))})$, where 
$\sigma$ denotes the standard deviation of the smoothing distribution.
For example, already for perturbations with $\sigma = \Theta(U_{\min})$ 
the competitive ratio reduces to $O(\log n)$ on a clique and to 
$O(\sqrt{n})$ on a line.
We also prove that for a large class of graphs these bounds are 
asymptotically tight.
Furthermore, we provide two lower bounds for any arbitrary graph.
We obtain a better bound of 
$O(\beta \cdot (U_{\min}/\psigma + \log(D)))$ on 
the smoothed competitive ratio of WFA if each adversarial 
task contains at most $\beta$ non-zero entries.
Our analysis holds for various probability distributions, 
including the uniform and the normal distribution. 
 
We also provide the first average case analysis of WFA.
We prove that WFA has $O(\log(D))$ expected competitive 
ratio if the request costs are chosen randomly from an arbitrary 
non-increasing distribution with standard deviation.
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%X We consider online problems that can be modeled as \emph{metrical 
task systems}: 
An online algorithm resides in a graph $G$ of $n$ nodes and may move
in this graph at a cost equal to the distance.
The algorithm has to service a sequence of \emph{tasks} that arrive 
online; each task specifies for each node a \emph{request cost} that 
is incurred if the algorithm services the task in this particular node. 
The objective is to minimize the total request cost plus the total 
travel cost.
Several important online problems can be modeled as metrical task
systems.
Borodin, Linial and Saks \cite{BLS92} presented a deterministic 
\emph{work function algorithm} (WFA) for metrical task systems
having a tight competitive ratio of $2n-1$.
However, the competitive ratio often is an over-pessimistic 
estimation of the true performance of an online algorithm.

In this paper, we present a \emph{smoothed competitive analysis} 
of WFA.
Given an adversarial task sequence, we smoothen the request costs
by means of a symmetric additive smoothing model and analyze the
competitive ratio of WFA on the smoothed task sequence.
Our analysis reveals that the smoothed competitive ratio of WFA
is much better than $O(n)$ and that it depends on several 
topological parameters of the underlying graph $G$, such as 
the minimum edge length $U_{\min}$, the maximum degree $D$, 
and the edge diameter $diam$.
Assuming that the ratio between the maximum and the minimum edge length 
of $G$ is bounded by a constant, the smoothed competitive ratio of WFA
becomes $O(diam (U_{\min}/\sigma + \log(D)))$ and 
$O(\sqrt{n \cdot (U_{\min}/\sigma + \log(D))})$, where 
$\sigma$ denotes the standard deviation of the smoothing distribution.
For example, already for perturbations with $\sigma = \Theta(U_{\min})$ 
the competitive ratio reduces to $O(\log n)$ on a clique and to 
$O(\sqrt{n})$ on a line.
We also prove that for a large class of graphs these bounds are 
asymptotically tight.
Furthermore, we provide two lower bounds for any arbitrary graph.
We obtain a better bound of 
$O(\beta \cdot (U_{\min}/\psigma + \log(D)))$ on 
the smoothed competitive ratio of WFA if each adversarial 
task contains at most $\beta$ non-zero entries.
Our analysis holds for various probability distributions, 
including the uniform and the normal distribution. 

We also provide the first average case analysis of WFA.
We prove that WFA has $O(\log(D))$ expected competitive 
ratio if the request costs are chosen randomly from an arbitrary 
non-increasing distribution with standard deviation.
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moreAbstract
Banderier, Beier and Mehlhorn showed that the single-source shortest 
path problem has smoothed complexity $O(m+n(K-k))$ if the edge costs are 
$K$-bit integers and the last $k$ least significant bits are perturbed
randomly. Their analysis holds if each bit is set to $0$ or $1$ with 
probability $\frac{1}{2}$.
 
We extend their result and show that the same analysis goes through for 
a large class of probability distributions:
We prove a smoothed complexity of $O(m+n(K-k))$ if the last $k$ bits of 
each edge cost are replaced by some random number chosen from $[0, 
\dots, 2^k-1]$ according to some \emph{arbitrary} probability 
distribution $\pdist$ whose expectation is not too close to zero.
We do not require that the edge costs are perturbed independently.
The same time bound holds even if the random perturbations are
heterogeneous.
If $k=K$ our analysis implies a linear average case running time for 
various probability distributions.
We also show that the running time is $O(m+n(K-k))$ with high 
probability if the random replacements are chosen independently.
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%X Banderier, Beier and Mehlhorn showed that the single-source shortest 
path problem has smoothed complexity $O(m+n(K-k))$ if the edge costs are 
$K$-bit integers and the last $k$ least significant bits are perturbed
randomly. Their analysis holds if each bit is set to $0$ or $1$ with 
probability $\frac{1}{2}$.

We extend their result and show that the same analysis goes through for 
a large class of probability distributions:
We prove a smoothed complexity of $O(m+n(K-k))$ if the last $k$ bits of 
each edge cost are replaced by some random number chosen from $[0, 
\dots, 2^k-1]$ according to some \emph{arbitrary} probability 
distribution $\pdist$ whose expectation is not too close to zero.
We do not require that the edge costs are perturbed independently.
The same time bound holds even if the random perturbations are
heterogeneous.
If $k=K$ our analysis implies a linear average case running time for 
various probability distributions.
We also show that the running time is $O(m+n(K-k))$ with high 
probability if the random replacements are chosen independently.
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moreAbstract
In this paper we introduce the notion of smoothed competitive analysis
of online algorithms. Smoothed analysis has been proposed by Spielman
and Teng [\emph{Smoothed analysis of algorithms: Why the simplex 
algorithm usually takes polynomial time}, STOC, 2001] to explain the behaviour
of algorithms that work well in practice while performing very poorly
from a worst case analysis point of view.
We apply this notion to analyze the Multi-Level Feedback (MLF)
algorithm to minimize the total flow time on a sequence of jobs 
released over time when the processing time of a job is only known at time of
completion.
 
The initial processing times are integers in the range $[1,2^K]$.
We use a partial bit randomization model, where the initial processing
times are smoothened by changing the $k$ least significant bits under
a quite general class of probability distributions.
We show that MLF admits a smoothed competitive ratio of
$O((2^k/\sigma)^3 + (2^k/\sigma)^2 2^{K-k})$, where $\sigma$ denotes
the standard deviation of the distribution.
In particular, we obtain a competitive ratio of $O(2^{K-k})$ if
$\sigma = \Theta(2^k)$.
We also prove an $\Omega(2^{K-k})$ lower bound for any deterministic
algorithm that is run on processing times smoothened according to the
partial bit randomization model.
For various other smoothening models, including the additive symmetric
smoothening model used by Spielman and Teng, we give a higher lower
bound of $\Omega(2^K)$.
 
A direct consequence of our result is also the first average case 
analysis of MLF. We show a constant expected ratio of the total flow time of 
MLF to the optimum under several distributions including the uniform
distribution.
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%X In this paper we introduce the notion of smoothed competitive analysis
of online algorithms. Smoothed analysis has been proposed by Spielman
and Teng [\emph{Smoothed analysis of algorithms: Why the simplex 
algorithm usually takes polynomial time}, STOC, 2001] to explain the behaviour
of algorithms that work well in practice while performing very poorly
from a worst case analysis point of view.
We apply this notion to analyze the Multi-Level Feedback (MLF)
algorithm to minimize the total flow time on a sequence of jobs 
released over time when the processing time of a job is only known at time of
completion.

The initial processing times are integers in the range $[1,2^K]$.
We use a partial bit randomization model, where the initial processing
times are smoothened by changing the $k$ least significant bits under
a quite general class of probability distributions.
We show that MLF admits a smoothed competitive ratio of
$O((2^k/\sigma)^3 + (2^k/\sigma)^2 2^{K-k})$, where $\sigma$ denotes
the standard deviation of the distribution.
In particular, we obtain a competitive ratio of $O(2^{K-k})$ if
$\sigma = \Theta(2^k)$.
We also prove an $\Omega(2^{K-k})$ lower bound for any deterministic
algorithm that is run on processing times smoothened according to the
partial bit randomization model.
For various other smoothening models, including the additive symmetric
smoothening model used by Spielman and Teng, we give a higher lower
bound of $\Omega(2^K)$.

A direct consequence of our result is also the first average case 
analysis of MLF. We show a constant expected ratio of the total flow time of 
MLF to the optimum under several distributions including the uniform
distribution.
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moreAbstract
Real algebraic numbers are real roots of polynomials with integral
coefficients. They can be represented as expressions whose
leaves are integers and whose internal nodes are additions, subtractions,
multiplications, divisions, k-th root operations for integral k,
or taking roots of polynomials whose coefficients are given by the value
of subexpressions. This last operator is called the diamond operator.
I explain the implementation of the diamond operator in a LEDA extension
package.
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%X Real algebraic numbers are real roots of polynomials with integral
coefficients. They can be represented as expressions whose
leaves are integers and whose internal nodes are additions, subtractions,
multiplications, divisions, k-th root operations for integral k,
or taking roots of polynomials whose coefficients are given by the value
of subexpressions. This last operator is called the diamond operator.
I explain the implementation of the diamond operator in a LEDA extension
package.
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moreAbstract
The purpose of the present text is to give an elementary
introduction to the arithmetic of elliptic curves over number
fields from a computational point of view. This branch of
number theory is particularly accessible to computer assisted 
calculations, and the authors make use of this feature by
approaching the theory from a computational point of view.
Specifically, the computer-algebra package SIMATH is applied
on several occasions.
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on several occasions.
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moreAbstract
Let $G$ be a biconnected planar graph given together with its planar drawing.
A {\em face-vertex walk} in $G$ of length $k$ 
is an alternating sequence $x_0, \ldots x_k$ of
vertices and faces (i.e., if $x_{i - 1}$ is a face then $x_i$ is
a vertex and vice versa) such that $x_{i - 1}$ and $x_i$ are incident
with each other for $1 \leq i \leq k$.
For each vertex or face $x$ of $G$, let $\alpha_x$ denote
the length of the shortest face-vertex walk from the outer face of $G$ to $x$.
Let $\alpha_G$ denote the maximum of $\alpha_x$ over all vertices/faces $x$.
We show that there always exits a branch-decomposition of $G$ with width
$\alpha_G$ and that such a decomposition 
can be constructed in linear time. We also give experimental results, 
in which we compare the width of our decomposition with the optimal 
width and with the width obtained by some heuristics for general 
graphs proposed by previous researchers, on test instances used 
by those researchers. 
On 56 out of the total 59 test instances, our 
method gives a decomposition within additive 2 of the optimum width and 
on 33 instances it achieves the optimum width.
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%X Let $G$ be a biconnected planar graph given together with its planar drawing.
A {\em face-vertex walk} in $G$ of length $k$ 
is an alternating sequence $x_0, \ldots x_k$ of
vertices and faces (i.e., if $x_{i - 1}$ is a face then $x_i$ is
a vertex and vice versa) such that $x_{i - 1}$ and $x_i$ are incident
with each other for $1 \leq i \leq k$.
For each vertex or face $x$ of $G$, let $\alpha_x$ denote
the length of the shortest face-vertex walk from the outer face of $G$ to $x$.
Let $\alpha_G$ denote the maximum of $\alpha_x$ over all vertices/faces $x$.
We show that there always exits a branch-decomposition of $G$ with width
$\alpha_G$ and that such a decomposition 
can be constructed in linear time. We also give experimental results, 
in which we compare the width of our decomposition with the optimal 
width and with the width obtained by some heuristics for general 
graphs proposed by previous researchers, on test instances used 
by those researchers. 
On 56 out of the total 59 test instances, our 
method gives a decomposition within additive 2 of the optimum width and 
on 33 instances it achieves the optimum width.
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moreAbstract
A strategy of merging several traveling salesman tours
into a better tour, called ACC (Alternating Cycles Contribution)
is introduced. Two algorithms embodying this strategy for
geometric instances is
implemented and used to enhance Helsgaun's implementaton
of his variant of the Lin-Kernighan heuristic. Experiments
on the large instances in TSPLIB show that a significant 
improvement of performance is obtained. 
These algorithms were used in September 2002 to find a 
new best tour for the largest instance pla85900 
in TSPLIB.
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%X A strategy of merging several traveling salesman tours
into a better tour, called ACC (Alternating Cycles Contribution)
is introduced. Two algorithms embodying this strategy for
geometric instances is
implemented and used to enhance Helsgaun's implementaton
of his variant of the Lin-Kernighan heuristic. Experiments
on the large instances in TSPLIB show that a significant 
improvement of performance is obtained. 
These algorithms were used in September 2002 to find a 
new best tour for the largest instance pla85900 
in TSPLIB.
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moreAbstract
Orthogonal range searches arise in many areas of application, most often, in 
database queries. Many techniques have been developed for this problem and 
related geometric search problems where the points are replaced by general 
objects like simplices, discs etc. This report is a brief study of some of the 
techniques developed and how they can be plugged together to give various 
solutions for this problem. The motivation for this study was to find a general 
method to solve this problem in time O(log n) and space O (npolylog n) where 
the dependency on the dimension affects only the constant in the query time and 
the polylogarithmic factor in the space complexity. The study hasn't led to any 
such algorithm so far but it helps us to see the common thread in some of the 
structures and tools available in the study of algorithms. Interestingly, some 
of these structures and tools were proposed for quite other purposes than 
answering Orthogonal Range Queries. A small part of the thesis also deals with 
Dominance Queries because of their close relation to the Orthogonal Range 
Queries in terms of both problem definition and solution.
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%X Orthogonal range searches arise in many areas of application, most often, in <br>database queries. Many techniques have been developed for this problem and <br>related geometric search problems where the points are replaced by general <br>objects like simplices, discs etc. This report is a brief study of some of the <br>techniques developed and how they can be plugged together to give various <br>solutions for this problem. The motivation for this study was to find a general <br>method to solve this problem in time O(log n) and space O (npolylog n) where <br>the dependency on the dimension affects only the constant in the query time and <br>the polylogarithmic factor in the space complexity. The study hasn't led to any <br>such algorithm so far but it helps us to see the common thread in some of the <br>structures and tools available in the study of algorithms. Interestingly, some <br>of these structures and tools were proposed for quite other purposes than <br>answering Orthogonal Range Queries. A small part of the thesis also deals with <br>Dominance Queries because of their close relation to the Orthogonal Range <br>Queries in terms of both problem definition and solution.
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moreAbstract
We present an approach that extends the Bentley-Ottmann
sweep-line algorithm to the exact computation of
the topology of arrangements induced by non-singular 
algebraic curves of arbitrary degrees. Algebraic curves 
of degree greater than 1 are difficult to handle in 
case one is interested in exact and efficient solutions. 
In general, the coordinates of intersection points of two
curves are not rational but algebraic numbers and this 
fact has a great negative impact on the efficiency of 
algorithms coping with them. The most serious problem 
when computing arrangements of non-singular algebraic 
curves turns out be the detection and location of 
tangential intersection points of two curves. The 
main contribution of this paper is a solution to 
this problem, using only rational arithmetic. We do this 
by extending the concept of Jacobi curves. Our algorithm 
is output-sensitive in the sense that the algebraic 
effort we need for sweeping a tangential intersection 
point depends on its multiplicity.
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%X We present an approach that extends the Bentley-Ottmann
sweep-line algorithm to the exact computation of
the topology of arrangements induced by non-singular 
algebraic curves of arbitrary degrees. Algebraic curves 
of degree greater than 1 are difficult to handle in 
case one is interested in exact and efficient solutions. 
In general, the coordinates of intersection points of two
curves are not rational but algebraic numbers and this 
fact has a great negative impact on the efficiency of 
algorithms coping with them. The most serious problem 
when computing arrangements of non-singular algebraic 
curves turns out be the detection and location of 
tangential intersection points of two curves. The 
main contribution of this paper is a solution to 
this problem, using only rational arithmetic. We do this 
by extending the concept of Jacobi curves. Our algorithm 
is output-sensitive in the sense that the algebraic 
effort we need for sweeping a tangential intersection 
point depends on its multiplicity.
%B Algorithms - ESA 2003
%P 532 - 543
%I Springer
%C Berlin
%S Lecture Notes in Computer Science
%N 2832




	DOI
	PuRe
	BibTeX


                            2002
                        
	


        2549
    
                Conference paper
            
D1


        M. Adler, H. Räcke, N. Sivadasan, C. Sohler, and B. Vöcking
    

        “Randomized Pursuit-Evasion in Graphs,” in Automata, Languages and Programming : 29th International Colloquium, ICALP 2002, Málaga, Spain, 2002.
    
moreAbstract
{
We analyze a randomized pursuit-evasion game on graphs.  This game is
played by two players, a {\em hunter} and a {\em rabbit}.  Let
$G$ be any connected, undirected graph with $n$ nodes.
The game is played in rounds and in each round both the
hunter and the rabbit are located at a node of the graph.  Between rounds
both the hunter and the rabbit can stay at the current node or move to
another node.  The hunter is assumed to be {\em restricted} to the
graph $G$: in every round, the hunter can move using at most one edge.
For the rabbit we investigate two models: in one
model the rabbit is restricted to the same graph as the hunter, and in
the other model the rabbit is {\em unrestricted}, i.e., it can jump to
an arbitrary node in every round.
 
We say that the rabbit is {\em caught}\/ as soon as hunter and rabbit
are located at the same node in a round. The goal of the hunter is to
catch the rabbit in as few rounds as possible, whereas the rabbit aims
to maximize the number of rounds until it is caught.  Given a
randomized hunter strategy for $G$, the {\em escape length} for that
strategy is the worst case expected number of rounds it takes the
hunter to catch the rabbit, where the worst case is with regards to
all (possibly randomized) rabbit strategies.
Our main result is a hunter strategy for general graphs
with an escape length of only $\O(n \log (\diam(G)))$ against
restricted as well as unrestricted rabbits.
This bound is close to optimal since $\Omega(n)$ is a trivial lower bound
on the escape length in both models.
Furthermore, we prove that our upper bound is optimal
up to constant factors against unrestricted rabbits.
}
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We analyze a randomized pursuit-evasion game on graphs.  This game is
played by two players, a {\em hunter} and a {\em rabbit}.  Let
$G$ be any connected, undirected graph with $n$ nodes.
The game is played in rounds and in each round both the
hunter and the rabbit are located at a node of the graph.  Between rounds
both the hunter and the rabbit can stay at the current node or move to
another node.  The hunter is assumed to be {\em restricted} to the
graph $G$: in every round, the hunter can move using at most one edge.
For the rabbit we investigate two models: in one
model the rabbit is restricted to the same graph as the hunter, and in
the other model the rabbit is {\em unrestricted}, i.e., it can jump to
an arbitrary node in every round.

We say that the rabbit is {\em caught}\/ as soon as hunter and rabbit
are located at the same node in a round. The goal of the hunter is to
catch the rabbit in as few rounds as possible, whereas the rabbit aims
to maximize the number of rounds until it is caught.  Given a
randomized hunter strategy for $G$, the {\em escape length} for that
strategy is the worst case expected number of rounds it takes the
hunter to catch the rabbit, where the worst case is with regards to
all (possibly randomized) rabbit strategies.
Our main result is a hunter strategy for general graphs
with an escape length of only $\O(n \log (\diam(G)))$ against
restricted as well as unrestricted rabbits.
This bound is close to optimal since $\Omega(n)$ is a trivial lower bound
on the escape length in both models.
Furthermore, we prove that our upper bound is optimal
up to constant factors against unrestricted rabbits.
}
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moreAbstract
Let $C$ be a compact set in $\IR^2$ and let $S$ be a set
of $n$ points in $\IR^2$. We consider the problem of computing a
translate of $C$ that contains the maximum number, $\kappa^*$, of points
%denoted by $\kappa^*$,
of $S$.
It is known that this problem can be solved in a time that is
roughly quadratic in $n$.
We show how random-sampling and bucketing techniques
can be used to develop a near-linear-time Monte Carlo algorithm
that computes a placement of $C$ containing
at least $(1-\eps) \kappa^*$ points of $S$, for
given $\eps>0$, with high probability.
Finally, we present a deterministic algorithm that
solves the $\eps$-approximate version of the optimal-placement
problem for convex $m$-gons in $O(n^{1+\delta} + (n/\eps)\log m)$ time,
for arbitrary constant $\delta>0$.
%, for  convex $m$-gons.


BibTeX
@inproceedings{Rahul2002,
TITLE = {Translating a Planar Object to Maximize Point Containment},
AUTHOR = {Agarwal, Pankaj and Hagerup, Torben and Ray, Rahul and Sharir, Micha and Smid, Michiel and Welzl, Emo},
EDITOR = {M{\"o}hring, Rolf and Raman, Rajeev},
LANGUAGE = {eng},
ISSN = {0302-9743},
LOCALID = {Local-ID: C1256428004B93B8-DEDAEE38A05F3663C1256C850055D604-Rahul2002},
PUBLISHER = {Springer},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {Let $C$ be a compact set in $\IR^2$ and let $S$ be a set of $n$ points in $\IR^2$. We consider the problem of computing a translate of $C$ that contains the maximum number, $\kappa^*$, of points %denoted by $\kappa^*$, of $S$. It is known that this problem can be solved in a time that is roughly quadratic in $n$. We show how random-sampling and bucketing techniques can be used to develop a near-linear-time Monte Carlo algorithm that computes a placement of $C$ containing at least $(1-\eps) \kappa^*$ points of $S$, for given $\eps>0$, with high probability. Finally, we present a deterministic algorithm that solves the $\eps$-approximate version of the optimal-placement problem for convex $m$-gons in $O(n^{1+\delta} + (n/\eps)\log m)$ time, for arbitrary constant $\delta>0$. %, for convex $m$-gons.},
BOOKTITLE = {Algorithms -- ESA 2002 : 10th Annual European Symposium},
PAGES = {42--53},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {2461},
ADDRESS = {Rome, Italy},
}

Endnote
%0 Conference Proceedings
%A Agarwal, Pankaj
%A Hagerup, Torben
%A Ray, Rahul
%A Sharir, Micha
%A Smid, Michiel
%A Welzl, Emo
%E M&#246;hring, Rolf
%E Raman, Rajeev
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Translating a Planar Object to Maximize Point Containment : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-30AD-1
%F EDOC: 202060
%F OTHER: Local-ID: C1256428004B93B8-DEDAEE38A05F3663C1256C850055D604-Rahul2002
%D 2002
%B ESA 2002
%Z date of event: 2002-09-17 - 2002-09-21
%C Rome, Italy
%X Let $C$ be a compact set in $\IR^2$ and let $S$ be a set
of $n$ points in $\IR^2$. We consider the problem of computing a
translate of $C$ that contains the maximum number, $\kappa^*$, of points
%denoted by $\kappa^*$,
of $S$.
It is known that this problem can be solved in a time that is
roughly quadratic in $n$.
We show how random-sampling and bucketing techniques
can be used to develop a near-linear-time Monte Carlo algorithm
that computes a placement of $C$ containing
at least $(1-\eps) \kappa^*$ points of $S$, for
given $\eps>0$, with high probability.
Finally, we present a deterministic algorithm that
solves the $\eps$-approximate version of the optimal-placement
problem for convex $m$-gons in $O(n^{1+\delta} + (n/\eps)\log m)$ time,
for arbitrary constant $\delta>0$.
%, for  convex $m$-gons.
%B Algorithms - ESA 2002 : 10th Annual European Symposium
%P 42 - 53
%I Springer
%B Lecture Notes in Computer Science
%N 2461
%@ false




	PuRe
	BibTeX

	


        2551
    
                Article
            
D1


        S. Albers, K. Kursawe, and S. Schuierer
    

        “Exploring unkown environments with obstacles,” Algorithmica, vol. 32, 2002.
    
moreBibTeX
@article{Kursawe2002,
TITLE = {Exploring unkown environments with obstacles},
AUTHOR = {Albers, Susanne and Kursawe, Klaus and Schuierer, Sven},
LANGUAGE = {eng},
ISSN = {0178-4617},
LOCALID = {Local-ID: C1256428004B93B8-BCE46206EE77372400256D20004BC704-Kursawe2002},
YEAR = {2002},
DATE = {2002},
JOURNAL = {Algorithmica},
VOLUME = {32},
PAGES = {123--143},
}

Endnote
%0 Journal Article
%A Albers, Susanne
%A Kursawe, Klaus
%A Schuierer, Sven
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Exploring unkown environments with obstacles : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2F74-1
%F EDOC: 202067
%F OTHER: Local-ID: C1256428004B93B8-BCE46206EE77372400256D20004BC704-Kursawe2002
%D 2002
%* Review method: peer-reviewed
%J Algorithmica
%V 32
%& 123
%P 123 - 143
%@ false




	PuRe
	BibTeX

	


        2552
    
                Conference paper
            
D1BIO


        E. Althaus, A. Caprara, H.-P. Lenhof, and K. Reinert
    

        “Multiple sequence alignment with arbitrary gap costs: Computing an optimal solution using polyhedral combinatorics,” in Proceedings of the European Conference on Computational Biology (ECCB 2002), Saarbrücken, 2002.
    
moreAbstract
Multiple sequence alignment is one of the dominant problems in computational 
molecular biology. Numerous scoring functions and methods have been proposed, 
most of which result in NP-hard problems. In this paper we propose for the 
first time a general formulation for multiple alignment with arbitrary 
gap-costs based on an integer linear program (ILP). In addition we describe a 
branch-and-cut algorithm to effectively solve the ILP to optimality. We 
evaluate the performances of our approach in terms of running time and quality 
of the alignments using the BAliBase database of reference alignments. The 
results show that our implementation ranks amongst the best programs developed 
so far.
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moreAbstract
We investigate the problem of reconstruction a surface given its contours on 
parallel slices. We present a branch-and-cut algorithm which computes the 
surface with the minimal area. This surface is assumed to be the best 
reconstruction since a long time. Nevertheless there were no algorithms to 
compute this surface. Our experiments show that the running time of our 
algorithm is very reasonable and that the computed surfaces are highly similar 
to the original surfaces.
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moreAbstract
We describe a new software system SCIL that introduces symbolic constraints 
into branch-and-cut-and-price algorithms for integer linear programs. Symbolic 
constraints are known from constraint programming and contribute significantly 
to the expressive power, ease of use, and efficiency of constraint programming 
systems.
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moreAbstract
Hierarchical specifications of graphs have been widely used in many important 
applications, such as VLSI design, parallel programming and software 
engineering. A well known hierarchical specification model, considered in this 
work, is that of Lengauer [9, 10] referred to as L-specifications. In this 
paper we discuss a restriction on the L-specifications resulting to graphs 
which we call Well-Separated (WS). This class is characterized by a polynomial 
time (to the size of the specification of the graph) testable combinatorial 
property. 
 
In this work we study the Radiocoloring Problem (RCP) on WS L-specified 
hierarchical planar graphs. The optimization version of RCP studied here, 
consists in assigning colors to the vertices of a graph, such that any two 
vertices of distance at most two get different colors. The objective here is to 
minimize the number of colors used. This problem is equivalent to the problem 
of vertex coloring the square of a graph $G$, $G^2$, where $G^2$ has the same 
vertex set as $G$ and there is an edge between any two vertices of $G^2$ if 
their distance in $G$ is at most 2. 
 
We first show that RCP is PSPACE-complete for WS L-specified hierarchical 
planar graphs. Second, we present a polynomial time 3-approximation algorithm 
as well as a more efficient 4-approximation algorithm for RCP on graphs of this 
class. 
 
We note that, the best currently known approximation ratio for the RCP on 
ordinary (non-hierarchical) planar graphs of general degree is 2 ([6, 1]). Note 
also that the only known results on any kind of coloring problems have been 
shown for another special kind of hierarchical graphs (unit disk graphs) 
achieving a 6-approximation solution [13].
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moreAbstract
The emerging discipline of algorithm engineering has primarily focussed
  on transforming pencil-and-paper sequential algorithms into
  robust, efficient, well tested, and easily used implementations. As
  parallel computing becomes ubiquitous, we need to extend algorithm
  engineering techniques to parallel computation.  Such an extension
  adds significant complications.  After a short review of algorithm
  engineering achievements for sequential computing, we review the various
  complications caused by parallel computing, present some examples of
  successful efforts, and give a personal view of possible future research.
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moreAbstract
We investigate particularly simple algorithms for optimizing the tradeoff
between load imbalance and assignment overheads in dynamic multiprocessor
scheduling scenarios, when the information that is available about the 
processing time of a task before it is completed is vague.  
We describe a simple and elegant generic algorithm that, in a very
general model, always comes surprisingly close to the theoretical optimum,
and the performance of which we can analyze exactly with respect to constant
factors.  In contrast, we prove that algorithms that assign tasks
in equal-sized portions 
perform far from optimal in general. In fact, we give evidence that the
performance of our generic scheme cannot be improved by any constant factor
without sacrificing the simplicity of the algorithm.  We also give lower
bounds on the performance of the various decreasing-size heuristics that
have typically been used so far in concrete applications.
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moreAbstract
This article introduces the sum of weights of distinct values
constraint, which can be seen as a generalization of the number of
distinct values as well as of the alldifferent, and the relaxed
alldifferent constraints. This constraint holds if a cost variable is
equal to the sum of the weights associated to the distinct values taken
by a given set of variables. For the first aspect, which is related to
domination, we present four filtering algorithms. Two of them lead to
perfect pruning when each domain variable consists of one set of
consecutive values, while the two others take advantage of holes in the
domains. For the second aspect, which is connected to maximum matching
in a bipartite graph, we provide a complete filtering algorithm for the
general case. Finally we introduce several generic deduction rules,
which link both aspects of the constraint. These rules can be applied to
other optimization constraints such as the minimum weight alldifferent
constraint or the global cardinality constraint with costs. They also
allow taking into account external constraints for getting enhanced
bounds for the cost variable. In practice, the sum of weights of
distinct values constraint occurs in assignment problems where using a
resource once or several times costs the same. It also captures
domination problems where one has to select a set of vertices in order
to control every vertex of a graph.
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moreAbstract
We give an exact geometry kernel for conic arcs, algorithms for exact
computation with low-degree algebraic numbers, and an algorithm for
computing the arrangement of conic arcs that immediately leads to
a realization of regularized boolean operations on conic polygons. A conic
polygon, or polygon for short, is anything that can be obtained from
linear or conic halfspaces (= the set of points where a linear or quadratic
function is non-negative) by regularized boolean operations. The algorithm and
its implementation are complete (they can handle all cases), exact (they give
the mathematically correct result), and efficient (they can handle inputs with
several hundred primitives).
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moreAbstract
This paper surveys some recent results on the generation of
implicitly given hypergraphs and their applications in Boolean and integer 
programming, data mining, reliability theory, and
combinatorics. 
 
Given a monotone property π over the
subsets of a finite set V, we consider the problem of
incrementally generating the family \cF_π} of all
minimal subsets satisfying property π, when
π is given by a polynomial-time satisfiability oracle.
For a number of interesting monotone properties, the family \cF_{π} turns 
out to be {\em uniformly dual-bounded}, allowing for the incrementally 
efficient enumeration of the members of \cF_{π.
 
Important applications include the efficient generation of minimal infrequent 
sets of a database (data mining), minimal connectivity ensuring collections of 
subgraphs from a given list (reliability theory), minimal feasible solutions to 
a system of monotone inequalities in integer variables (integer programming), 
minimal spanning collections of subspaces from a given list (linear algebra) 
and maximal independent sets in the intersection of matroids (combinatorial 
optimization).
In contrast to these results, the analogous problem of generating
the family of all maximal subsets not having property π 
is NP-hard for almost all applications mentioned above.
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moreAbstract
Given m matroids M_1,\ldots, M_m on the common ground set V, it is shown 
that all maximal subsets of V, independent in the m matroids, can be 
generated in quasi-polynomial time. More generally, given a system of 
polymatroid inequalities f_1(X) ≥ t_1,\ldots,f_m(X) ≥ t_m with 
quasi-polynomially bounded right hand sides t_1,\ldots,t_m, all minimal 
feasible solutions X \subseteq V to the system can be generated in 
incremental quasi-polynomial time. Our proof of these results is based on a 
combinatorial inequality for polymatroid functions which may be of independent 
interest. Precisely, for a polymatroid function f and an integer threshold 
t≥q 1, let α=α(f,t) denote the number of maximal sets X 
\subseteq V satisfying f(X)< t, let β=β(f,t) be the number of 
minimal sets X \subseteq V  for which f(X) ≥ t, and let n=|V|. We show 
that α ≤\maxn,β^{(\log t)/c}}, where c=c(n,β) is the 
unique positive root of the equation 2^c(n^{c/\logβ}-1)=1. In 
particular, our bound implies that α ≤ (nβ)^{\log t}. We also 
give examples of polymatroid functions with arbitrarily large t, n, α 
and β for which α ≥ β^{(.551 \log t)/c.
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moreAbstract
We consider the problem of enumerating all minimal integer
solutions of a monotone system of linear inequalities. We first show that for 
any monotone system of r linear inequalities in n variables, the number of 
maximal infeasible integer vectors is at most rn times the number of minimal 
integer solutions to the system. This bound is accurate up to a polylog(r) 
factor and leads to a polynomial-time reduction of the enumeration problem to a 
natural generalization of the well-known dualization problem for hypergraphs, 
in which dual pairs of hypergraphs are replaced by dual collections of integer 
vectors in a box. We provide a quasi-polynomial algorithm for the latter 
dualization problem. These results imply, in particular, that the problem of
incrementally generating all minimal integer solutions to a monotone system of 
linear inequalities can be done in quasi-polynomial time.
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moreAbstract
In this paper we describe an algorithm for computing the dual of a projective 
plane curve. The algorithm requires no extension of the field of coefficients 
of the curve and runs in polynomial time.
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moreAbstract
We have recently shown that $q$-gram filters based on gapped $q$-grams
instead of the usual contiguous $q$-grams can provide orders of
magnitude faster and/or more efficient filtering for the Hamming
distance.  In this paper, we extend the results for the Levenshtein
distance, which is more problematic for gapped $q$-grams because an
insertion or deletion in a gap affects a $q$-gram while a
replacement does not. To keep this effect under control, we
concentrate on gapped $q$-grams with just one gap.  We demostrate with
experiments that the resulting filters provide a significant
improvement over the contiguous $q$-gram filters.  We also develop new
techniques for dealing with complex $q$-gram filters.
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moreAbstract
The construction of full-text indexes on very large text collections
  is nowadays a hot problem. The suffix array [Manber-Myers,~1993] is
  one of the most attractive full-text indexing data structures due to
  its simplicity, space efficiency and powerful/fast search operations
  supported. In this paper we analyze, both theoretically and
  experimentally, the I/O-complexity and the working space of six
  algorithms for constructing large suffix arrays.  Three of them are
  the state-of-the-art, the other three algorithms are our new
  proposals. We perform a set of experiments based on three different
  data sets (English texts, Amino-acid sequences and random texts) and
  give a precise hierarchy of these algorithms according to their
  working-space vs.  construction-time tradeoff.  Given the current
  trends in model design~\cite{Farach-et-al,Vitter} and disk
  technology~\cite{quantum,Ruemmler-Wilkes}, we will pose particular
  attention to differentiate between ``random'' and ``contiguous''
  disk accesses, in order to reasonably explain some practical
  I/O-phenomena which are related to the experimental behavior of
  these algorithms and that would be otherwise meaningless in the
  light of other simpler external-memory models.
 
  At the best of our knowledge, this is the first study which provides
  a wide spectrum of possible approaches to the construction of suffix
  arrays in external memory, and thus it should be helpful to anyone
  who is interested in building full-text indexes on very large text
  collections.
 
  Finally, we conclude our paper by addressing two other issues. The
  former concerns with the problem of building word-indexes; we show
  that our results can be successfully applied to this case too,
  without any loss in efficiency and without compromising the
  simplicity of programming so to achieve a uniform, simple and
  efficient approach to both the two indexing models. The latter issue
  is related to the intriguing and apparently counterintuitive
  ``contradiction'' between the effective practical performance of the
  well-known BaezaYates-Gonnet-Snider's algorithm~\cite{book-info},
  verified in our experiments, and its unappealing (i.e., cubic)
  worst-case behavior.  We devise a new external-memory algorithm that
  follows the basic philosophy underlying that algorithm but in a
  significantly different manner, thus resulting in a novel approach
  which combines good worst-case bounds with efficient practical
  performance.
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  the state-of-the-art, the other three algorithms are our new
  proposals. We perform a set of experiments based on three different
  data sets (English texts, Amino-acid sequences and random texts) and
  give a precise hierarchy of these algorithms according to their
  working-space vs.  construction-time tradeoff.  Given the current
  trends in model design~\cite{Farach-et-al,Vitter} and disk
  technology~\cite{quantum,Ruemmler-Wilkes}, we will pose particular
  attention to differentiate between ``random'' and ``contiguous''
  disk accesses, in order to reasonably explain some practical
  I/O-phenomena which are related to the experimental behavior of
  these algorithms and that would be otherwise meaningless in the
  light of other simpler external-memory models.

  At the best of our knowledge, this is the first study which provides
  a wide spectrum of possible approaches to the construction of suffix
  arrays in external memory, and thus it should be helpful to anyone
  who is interested in building full-text indexes on very large text
  collections.

  Finally, we conclude our paper by addressing two other issues. The
  former concerns with the problem of building word-indexes; we show
  that our results can be successfully applied to this case too,
  without any loss in efficiency and without compromising the
  simplicity of programming so to achieve a uniform, simple and
  efficient approach to both the two indexing models. The latter issue
  is related to the intriguing and apparently counterintuitive
  ``contradiction'' between the effective practical performance of the
  well-known BaezaYates-Gonnet-Snider's algorithm~\cite{book-info},
  verified in our experiments, and its unappealing (i.e., cubic)
  worst-case behavior.  We devise a new external-memory algorithm that
  follows the basic philosophy underlying that algorithm but in a
  significantly different manner, thus resulting in a novel approach
  which combines good worst-case bounds with efficient practical
  performance.
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moreAbstract
We  introduce the boolean inductive query evaluation problem, which is 
concerned with answering inductive que
ries 
that are arbitrary boolean expressions over monotonic and anti-monotonic 
predicates. Secondly, we develop a d
ecomposition theory for inductive query evaluation in which
a boolean query $Q$ is reformulated into $k$ sub-queries $Q_i = Q_A \wedge Q_M$ 
that are the conjunction of a
 monotonic and an anti-monotonic predicate.
The solution to each sub-query can be represented using a version space.
We investigate how the number of version spaces $k$ needed to answer the query
can be minimized. 
Thirdly, for the pattern domain of strings, we show how the version spaces can 
be  represented using a novel
data structure, called the version space tree, and can  be computed using a 
variant of the famous Apriori alg
orithm.
Finally, we present some experiments  that  validate the approach.


BibTeX
@inproceedings{deRJaeLeeMan02,
TITLE = {A Theory of Inductive Query Answering},
AUTHOR = {de Raedt, Luc and Jaeger, Manfred and Lee, Sau Dan and Mannila, Heikki},
LANGUAGE = {eng},
ISBN = {0-7695-1754-4},
LOCALID = {Local-ID: C1256104005ECAFC-E441266330064017C1256CAF00665F14-deRJaeLeeMan02},
PUBLISHER = {IEEE},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {We introduce the boolean inductive query evaluation problem, which is concerned with answering inductive que ries that are arbitrary boolean expressions over monotonic and anti-monotonic predicates. Secondly, we develop a d ecomposition theory for inductive query evaluation in which a boolean query $Q$ is reformulated into $k$ sub-queries $Q_i = Q_A \wedge Q_M$ that are the conjunction of a monotonic and an anti-monotonic predicate. The solution to each sub-query can be represented using a version space. We investigate how the number of version spaces $k$ needed to answer the query can be minimized. Thirdly, for the pattern domain of strings, we show how the version spaces can be represented using a novel data structure, called the version space tree, and can be computed using a variant of the famous Apriori alg orithm. Finally, we present some experiments that validate the approach.},
BOOKTITLE = {Proceedings of the 2002 IEEE International Conference on Data Mining (ICDM'02)},
PAGES = {123--130},
ADDRESS = {Maebashi City, Japan},
}

Endnote
%0 Conference Proceedings
%A de Raedt, Luc
%A Jaeger, Manfred
%A Lee, Sau Dan
%A Mannila, Heikki
%+ Programming Logics, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Theory of Inductive Query Answering : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2F15-A
%F EDOC: 202138
%F OTHER: Local-ID: C1256104005ECAFC-E441266330064017C1256CAF00665F14-deRJaeLeeMan02
%D 2002
%B ICDM 2002
%Z date of event: 2002-12-09 - 2002-12-12
%C Maebashi City, Japan
%X We  introduce the boolean inductive query evaluation problem, which is 
concerned with answering inductive que
ries 
that are arbitrary boolean expressions over monotonic and anti-monotonic 
predicates. Secondly, we develop a d
ecomposition theory for inductive query evaluation in which
a boolean query $Q$ is reformulated into $k$ sub-queries $Q_i = Q_A \wedge Q_M$ 
that are the conjunction of a
 monotonic and an anti-monotonic predicate.
The solution to each sub-query can be represented using a version space.
We investigate how the number of version spaces $k$ needed to answer the query
can be minimized. 
Thirdly, for the pattern domain of strings, we show how the version spaces can 
be  represented using a novel
data structure, called the version space tree, and can  be computed using a 
variant of the famous Apriori alg
orithm.
Finally, we present some experiments  that  validate the approach.
%B Proceedings of the 2002 IEEE International Conference on Data Mining (ICDM'02)
%P 123 - 130
%I IEEE
%@ 0-7695-1754-4




	PuRe
	BibTeX

	


        2579
    
                Report
            
D1


        A. Eigenwillig, E. Schömer, and N. Wolpert
    

        “Sweeping Arrangements of Cubic Segments Exactly and Efficiently,” Effective Computational Geometry for Curves and Surfaces, Sophia Antipolis, ECG-TR-182202-01, 2002.
    
moreAbstract
A method is presented to compute the planar arrangement 
induced by segments of algebraic curves of degree three 
(or less), using an improved Bentley-Ottmann sweep-line
algorithm. Our method is exact (it provides the 
mathematically correct result), complete (it handles 
all possible geometric degeneracies), and efficient 
(the implementation can handle hundreds of segments). 
The range of possible input segments comprises conic 
arcs and cubic splines as special cases of particular 
practical importance.
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moreAbstract
Let \mathcalP}=\mathcal{P}_1×\ldots×\mathcal{P}_n be the product 
of n partially ordered sets, each with an acyclic precedence graph in which 
either the in-degree or the out-degree of each element is bounded. Given a 
subset \mathcal{A}\subseteq\mathcal{P}, it is shown that the set of maximal 
independent elements of \mathcal{A} in \mathcal{P can be incrementally 
generated in quasi-polynomial time. We discuss some applications in data mining 
related to this dualization problem.
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moreAbstract
Let \cL=\cL_1×⋅s×\cL_n be the product of n
lattices, each of which has a bounded width. Given a subset
\cA\subseteq\cL, we show that the problem of extending a given partial list 
of maximal independent elements of \cA in \cL can be solved in 
quasi-polynomial time. 
This result implies, in particular, that the problem of generating all minimal 
infrequent elements for a database with semi-lattice attributes, and the 
problem of generating
all maximal boxes that contain at most a specified number of points from a 
given n-dimensional point set, can both be solved in incremental 
quasi-polynomial time.
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moreAbstract
In this paper we address the Poincaré problem, on plane
polynomial vector fields, under some conditions on the nature
of the singularities of invariant curves. Our main idea
consists in transforming a given vector field of degree m
into another one of degree at most m+1 having its invariant
curves in projective quasi-generic position. This allows us to
give bounds on degree for some well known classes of curves
such as the nonsingular ones and curves with ordinary nodes.
We also give a bound on degree for any invariant curve in terms
of the maximum Tjurina number of its singularities and the
degree of the vector field.
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moreAbstract
We consider a generalized 2-server problem on the uniform space
in which servers have different costs. Previous work focused on the
case where the ratio between these costs was very large.
We give results for varying ratios.
For ratios below 2.2, we present an optimal algorithm which is trackless.
%Furthermore, our algorithm is trackless,
%which means that it is restricted from storing
%explicitly points from the metric space.
We present a general lower bound for trackless algorithms
depending on the cost ratio, proving that our algorithm
is the optimal trackless algorithm up to a constant factor
for any cost ratio.
The results are extended for the case where we have two sets of
servers with different costs.
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moreAbstract
We consider the problem of computing minimum congestion, fault-tolerant, 
redundant assignments of messages to faulty, parallel delivery channels. In 
particular, we are given a set $K$ of faulty channels, each having an integer 
capacity $c_i$ and failing independently with probability $f_i$. We are also 
given a set $M$ of messages to be delivered over $K$, and a fault-tolerance 
constraint $(1-\epsilon)$, and we seek a redundant assignment $\phi$; that 
minimizes congestion ${\sf Cong}(\phi)$, i.e. the maximum channel load, subject 
to the constraint that, with probability no less than $(1-\epsilon)$, all the 
messages have a copy on at least one active channel. We present a 
polynomial-time 4-approximation algorithm for identical capacity channels and 
arbitrary message sizes, and a $2 \lceil \ln(|K|/\epsilon)/\ln(1/f_{{\rm max}}) 
\rceil$-approximation algorithm for related capacity channels and unit size 
messages.
 
Both algorithms are based on computing a collection $\{K_1, \ldots, K_\nu\}$ of 
disjoint channel subsets such that, with probability no less than (1-\epsilon), 
at least one channel is active in each subset. The objective is to maximize the 
sum of the minimum subset capacities. Since the exact version of this problem 
is NP-complete, we provide a 2-approximation algorithm for identical 
capacities, and a polynomial-time $(8+{\rm o}(1))$-approximation algorithm for 
arbitrary capacities.
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ABSTRACT = {We consider the problem of computing minimum congestion, fault-tolerant, redundant assignments of messages to faulty, parallel delivery channels. In particular, we are given a set $K$ of faulty channels, each having an integer capacity $c_i$ and failing independently with probability $f_i$. We are also given a set $M$ of messages to be delivered over $K$, and a fault-tolerance constraint $(1-\epsilon)$, and we seek a redundant assignment $\phi$; that minimizes congestion ${\sf Cong}(\phi)$, i.e. the maximum channel load, subject to the constraint that, with probability no less than $(1-\epsilon)$, all the messages have a copy on at least one active channel. We present a polynomial-time 4-approximation algorithm for identical capacity channels and arbitrary message sizes, and a $2 \lceil \ln(|K|/\epsilon)/\ln(1/f_{{\rm max}}) \rceil$-approximation algorithm for related capacity channels and unit size messages. Both algorithms are based on computing a collection $\{K_1, \ldots, K_\nu\}$ of disjoint channel subsets such that, with probability no less than (1-\epsilon), at least one channel is active in each subset. The objective is to maximize the sum of the minimum subset capacities. Since the exact version of this problem is NP-complete, we provide a 2-approximation algorithm for identical capacities, and a polynomial-time $(8+{\rm o}(1))$-approximation algorithm for arbitrary capacities.},
JOURNAL = {Algorithmica},
VOLUME = {32},
PAGES = {396--422},
}

Endnote
%0 Journal Article
%A Fotakis, Dimitris
%A Spirakis, Paul G.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Minimum Congestion Redundant Assignments to Tolerate Random Faults : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2FEE-4
%F EDOC: 202089
%F OTHER: Local-ID: C1256428004B93B8-2B1CC069EE382173C1256D1F003600BB-FS2002a
%D 2002
%* Review method: peer-reviewed
%X We consider the problem of computing minimum congestion, fault-tolerant, 
redundant assignments of messages to faulty, parallel delivery channels. In 
particular, we are given a set $K$ of faulty channels, each having an integer 
capacity $c_i$ and failing independently with probability $f_i$. We are also 
given a set $M$ of messages to be delivered over $K$, and a fault-tolerance 
constraint $(1-\epsilon)$, and we seek a redundant assignment $\phi$; that 
minimizes congestion ${\sf Cong}(\phi)$, i.e. the maximum channel load, subject 
to the constraint that, with probability no less than $(1-\epsilon)$, all the 
messages have a copy on at least one active channel. We present a 
polynomial-time 4-approximation algorithm for identical capacity channels and 
arbitrary message sizes, and a $2 \lceil \ln(|K|/\epsilon)/\ln(1/f_{{\rm max}}) 
\rceil$-approximation algorithm for related capacity channels and unit size 
messages.

Both algorithms are based on computing a collection $\{K_1, \ldots, K_\nu\}$ of 
disjoint channel subsets such that, with probability no less than (1-\epsilon), 
at least one channel is active in each subset. The objective is to maximize the 
sum of the minimum subset capacities. Since the exact version of this problem 
is NP-complete, we provide a 2-approximation algorithm for identical 
capacities, and a polynomial-time $(8+{\rm o}(1))$-approximation algorithm for 
arbitrary capacities.
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moreAbstract
In this work, we study the combinatorial structure and the computational
complexity of Nash equilibria for a certain game that models {\em selfish 
routing}
over a network consisting of $m$ parallel {\em links}.
We assume a collection of {\em $n$ users,} each employing a {\em mixed 
strategy,}
which is a probability distribution over links, to control the routing
of its own assigned {\em traffic}. In a {\em Nash equilibrium,}
each user selfishly routes its traffic on those links
that minimize its {\em expected latency cost,}
given the network congestion caused by the other users.
The {\em social cost} of a Nash equilibrium
is the expectation, over all random choices of the users,
of the maximum, over all links,
{\em latency} through a link.
 
We embark on a systematic study of several algorithmic problems
related to the computation of Nash equilibria for the selfish
routing game we consider. In a nutshell, these problems relate to
deciding the existence of a Nash equilibrium, constructing a Nash
equilibrium with given support characteristics, constructing the
{\em worst} Nash equilibrium (the one with {\em maximum} social
cost), constructing the {\em best} Nash equilibrium (the one with
{\em minimum} social cost), or computing the social cost of a
(given) Nash equilibrium. Our work provides a comprehensive
collection of efficient algorithms, hardness results (both as
$\NP$-hardness and $\#\Pc$-completeness results), and structural
results for these algorithmic problems. Our results span and
contrast a wide range of assumptions on the syntax of the Nash
equilibria and on the parameters of the system.


BibTeX
@inproceedings{FKKMS02,
TITLE = {The Structure and Complexity of Nash Equilibria for a Selfish Routing Game},
AUTHOR = {Fotakis, Dimitris and Kontogiannis, Spyros and Koutsoupias, Elias and Mavronicolas, Marios and Spirakis, Paul G.},
EDITOR = {Widmayer, Peter and Triguero, Francisco and Morales, Rafael and Hennessy, Matthew and Eidenbenz, Stephan and Conejo, Ricardo},
LANGUAGE = {eng},
ISBN = {3-540-43864-5},
LOCALID = {Local-ID: C1256428004B93B8-E53C35265502B4D9C1256B9E004B4898-FKKMS02},
PUBLISHER = {Springer},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {In this work, we study the combinatorial structure and the computational complexity of Nash equilibria for a certain game that models {\em selfish routing} over a network consisting of $m$ parallel {\em links}. We assume a collection of {\em $n$ users,} each employing a {\em mixed strategy,} which is a probability distribution over links, to control the routing of its own assigned {\em traffic}. In a {\em Nash equilibrium,} each user selfishly routes its traffic on those links that minimize its {\em expected latency cost,} given the network congestion caused by the other users. The {\em social cost} of a Nash equilibrium is the expectation, over all random choices of the users, of the maximum, over all links, {\em latency} through a link. We embark on a systematic study of several algorithmic problems related to the computation of Nash equilibria for the selfish routing game we consider. In a nutshell, these problems relate to deciding the existence of a Nash equilibrium, constructing a Nash equilibrium with given support characteristics, constructing the {\em worst} Nash equilibrium (the one with {\em maximum} social cost), constructing the {\em best} Nash equilibrium (the one with {\em minimum} social cost), or computing the social cost of a (given) Nash equilibrium. Our work provides a comprehensive collection of efficient algorithms, hardness results (both as $\NP$-hardness and $\#\Pc$-completeness results), and structural results for these algorithmic problems. Our results span and contrast a wide range of assumptions on the syntax of the Nash equilibria and on the parameters of the system.},
BOOKTITLE = {Automata, Languages and Programming : 29th International Colloquium, ICALP 2002},
PAGES = {123--134},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {2380},
ADDRESS = {M{\'a}laga, Spain},
}

Endnote
%0 Conference Proceedings
%A Fotakis, Dimitris
%A Kontogiannis, Spyros
%A Koutsoupias, Elias
%A Mavronicolas, Marios
%A Spirakis, Paul G.
%E Widmayer, Peter
%E Triguero, Francisco
%E Morales, Rafael
%E Hennessy, Matthew
%E Eidenbenz, Stephan
%E Conejo, Ricardo
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T The Structure and Complexity of Nash Equilibria for a Selfish Routing Game : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-30A2-8
%F EDOC: 202082
%F OTHER: Local-ID: C1256428004B93B8-E53C35265502B4D9C1256B9E004B4898-FKKMS02
%D 2002
%B ICALP 2002
%Z date of event: 2002-07-08 - 2002-07-13
%C M&#225;laga, Spain
%X In this work, we study the combinatorial structure and the computational
complexity of Nash equilibria for a certain game that models {\em selfish 
routing}
over a network consisting of $m$ parallel {\em links}.
We assume a collection of {\em $n$ users,} each employing a {\em mixed 
strategy,}
which is a probability distribution over links, to control the routing
of its own assigned {\em traffic}. In a {\em Nash equilibrium,}
each user selfishly routes its traffic on those links
that minimize its {\em expected latency cost,}
given the network congestion caused by the other users.
The {\em social cost} of a Nash equilibrium
is the expectation, over all random choices of the users,
of the maximum, over all links,
{\em latency} through a link.

We embark on a systematic study of several algorithmic problems
related to the computation of Nash equilibria for the selfish
routing game we consider. In a nutshell, these problems relate to
deciding the existence of a Nash equilibrium, constructing a Nash
equilibrium with given support characteristics, constructing the
{\em worst} Nash equilibrium (the one with {\em maximum} social
cost), constructing the {\em best} Nash equilibrium (the one with
{\em minimum} social cost), or computing the social cost of a
(given) Nash equilibrium. Our work provides a comprehensive
collection of efficient algorithms, hardness results (both as
$\NP$-hardness and $\#\Pc$-completeness results), and structural
results for these algorithmic problems. Our results span and
contrast a wide range of assumptions on the syntax of the Nash
equilibria and on the parameters of the system.
%B Automata, Languages and Programming : 29th International Colloquium, ICALP 2002
%P 123 - 134
%I Springer
%@ 3-540-43864-5
%B Lecture Notes in Computer Science
%N 2380




	PuRe
	BibTeX

	


        2586
    
                Conference paper
            
D1


        D. Fotakis, S. Nikoletseas, V. Papadopoulou, and P. G. Spirakis
    

        “Radiocolorings in Periodic Planar Graphs: PSPACE-Completeness and Efficient Approximations for the Optimal Range of Frequencies,” in Graph-Theoretic Concepts in Computer Science : 28th International Workshop, WG 2002, Ceský Krumlov, Czech Republic, 2002.
    
moreAbstract
The Frequency Assignment Problem (FAP) in radio networks is the problem of 
assigning frequencies to transmitters exploiting frequency reuse while keeping 
signal interference to acceptable levels.
 
The FAP is usually modelled by variations of the graph coloring problem. The 
Radiocoloring (RC) of a graph $G(V, E)$ is an assignment function $\Phi : V 
\mapsto N$ such that $|\Phi(u) - \Phi(v)| \geq 2$, when $u, v$ are neighbors in 
$G$, and $|\Phi(u) - \Phi(v)| \geq 1$ when the distance of $u, v$ in $G$ is 
two. The range of frequencies used is called {\em span}. Here, we consider the 
optimization version of the Radiocoloring
Problem (RCP) of finding a radiocoloring assignment of minimum span, called 
{\em min span RCP}.
 
In this paper, we deal with a variation of RCP: that of satisfying frequency 
assignment requests with some {\em periodic} behavior. In this case, the 
interference graph is an (infinite) periodic graph. Infinite periodic graphs 
model finite networks that accept periodic (in time, e.g. daily) requests for 
frequency assignment. Alternatively, they may model very
large networks produced by the repetition of a small graph.
 
A {\em periodic graph $G$} is defined by an infinite two-way sequence of 
repetitions of the same finite graph $G_i(V_i, E_i)$. The edge set of $G$ is 
derived by connecting the vertices of each iteration $G_i$ to some of the 
vertices of the next iteration $G_{i+1}$, the same for all $G_i$. The
model of periodic graphs considered here is similar to that of periodic graphs 
in Orlin [13], Marathe et al [10]. We focus on planar periodic graphs, because 
in many cases real networks are planar and also because of their independent 
mathematical interest. We give two basic results:
 
- We prove that the min span RCP is PSPACE-complete for periodic planar graphs.
 
- We provide an $O(n(\Delta(G_i) + \sigma))$ time algorithm, (where $|V_i| = 
n$, $\Delta(G_i)$ is the maximum degree of the graph $G_i$ and $\sigma$ is the 
number of edges connecting each $G_i$ to $G_{i+1})$, which obtains a 
radiocoloring of a periodic planar graph G that {\em approximates the minimum 
span within a ratio which tends to 2 as $\Delta(G_i) + \sigma$ tends to
infinity}.
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\mapsto N$ such that $|\Phi(u) - \Phi(v)| \geq 2$, when $u, v$ are neighbors in 
$G$, and $|\Phi(u) - \Phi(v)| \geq 1$ when the distance of $u, v$ in $G$ is 
two. The range of frequencies used is called {\em span}. Here, we consider the 
optimization version of the Radiocoloring
Problem (RCP) of finding a radiocoloring assignment of minimum span, called 
{\em min span RCP}.

In this paper, we deal with a variation of RCP: that of satisfying frequency 
assignment requests with some {\em periodic} behavior. In this case, the 
interference graph is an (infinite) periodic graph. Infinite periodic graphs 
model finite networks that accept periodic (in time, e.g. daily) requests for 
frequency assignment. Alternatively, they may model very
large networks produced by the repetition of a small graph.

A {\em periodic graph $G$} is defined by an infinite two-way sequence of 
repetitions of the same finite graph $G_i(V_i, E_i)$. The edge set of $G$ is 
derived by connecting the vertices of each iteration $G_i$ to some of the 
vertices of the next iteration $G_{i+1}$, the same for all $G_i$. The
model of periodic graphs considered here is similar to that of periodic graphs 
in Orlin [13], Marathe et al [10]. We focus on planar periodic graphs, because 
in many cases real networks are planar and also because of their independent 
mathematical interest. We give two basic results:

- We prove that the min span RCP is PSPACE-complete for periodic planar graphs.

- We provide an $O(n(\Delta(G_i) + \sigma))$ time algorithm, (where $|V_i| = 
n$, $\Delta(G_i)$ is the maximum degree of the graph $G_i$ and $\sigma$ is the 
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moreAbstract
Workflow management systems ({WFMS}) that are geared for the orchestration of 
business processes across multiple organizations are complex distributed 
systems: they consist of multiple workflow engines, application servers, and 
communication middleware servers such as {ORB}s, where each of these server 
types can be replicated on multiple computers for scalability and 
availability.Finding an appropriate system configuration with guaranteed 
application-specific quality of service in terms of throughput, response time, 
and tolerable downtime is a major challenge for human system administrators. 
This paper presents a tool that largely automates the task of configuring a 
distributed WFMS. Based on a suite of mathematical models, the tool derives the 
necessary degrees of replication for the various server types in order to meet 
specified goals for performance and availability as well as "performability" 
when service is degraded due to outages of individual servers. The paper 
describes the configuration tool, with emphasis on how to capture the load 
behavior of workflows in a realistic manner. We also present extensive 
experiments that evaluate the accuracy of the tool's underlying models and 
demonstrate the practical feasibility of automating the task of configuring a 
distributed {WFMS}. The experiments use a detailed simulation which in turn has 
been validated through measurements with the Mentor-lite prototype system.
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moreAbstract
We describe a set of tools that support the running, documentation,
and evaluation of computational experiments. The tool set is designed
not only to make computational experimentation easier but also to support
good scientific practice by making results reproducable and more easily
comparable to others' results by automatically documenting the experimental
environment. The tools can be used separately or in concert and support
all manner of experiments (\textit{i.e.}, any executable can be an experiment).
The tools capitalize on the rich functionality available in Python 
to provide extreme flexibility and ease of use, but one need know nothing
of Python to use the tools.
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not only to make computational experimentation easier but also to support
good scientific practice by making results reproducable and more easily
comparable to others' results by automatically documenting the experimental
environment. The tools can be used separately or in concert and support
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moreAbstract
We present two problems in multiple-robot motion planning that can be quite
naturally solved using techniques from the parallel processing community to
dictate how the robots interact with each other and techniques from
computational geometry to apply these techniques in the geometric environment
in which the robots operate.  The first problem we consider is a load-balancing
problem in which a pool of work must be divided among a set of
processors in order to minimize the amount of time required to complete all
the work.  We describe a simple polygon partitioning algorithm that allows
techniques from parallel processor scheduling to be applied in the
multiple-robot setting in order to achieve a good balance of the work.
The second problem is that of collision avoidance, where one must avoid that
two (or more) processors occupy the same resource at the same time.
For this problem, we describe a procedure for robot interaction that is
derived from procedures used to shared-memory computers along with a geometric
data structure that can efficiently determine when there are potential
robot collisions.
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moreAbstract
The uncapacitated facility location problem (UFLP) is a problem that has been studied intensively in operational
research. Recently a variety of new deterministic and heuristic approximation algorithms have evolved. In this paper,
we compare five new approaches to this problem - the JMS- and the MYZ-approximation algorithms, a version of local
search, a Tabu Search algorithm as well as a version of the Volume algorithm with randomized rounding. We compare
solution quality and running times on different standard benchmark instances. With these instances and additional
material a web page was set up, where the material used in this study is accessible.
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moreAbstract
A popular and much studied class of filters for approximate string
matching is based on finding common $q$-grams, substrings of length
$q$, between the pattern and the text. A variation of the basic idea uses
\emph{gapped} $q$-grams and has been recently shown to provide
significant improvements in practice. A major difficulty with gapped
$q$-gram filters is the computation of the so-called \emph{threshold}
which defines the filter criterium. We describe the first general
method for computing the threshold for $q$-gram filters. The method is
based on a carefully chosen precise statement of the problem which is
then transformed into a constrained shortest path problem.
In its generic form the method leaves certain parts open
but is applicable to a large variety of $q$-gram filters and may be
extensible even to other classes of filters. We also give a full
algorithm for a specific subclass. For this subclass, the algorithm
has been implemented and used succesfully in an experimental
comparison.
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moreAbstract
We present a simple new algorithm for computing minimum spanning trees
that is more than two times faster than the best previously known
algorithms (for dense, ``difficult'' inputs). It is of conceptual interest
that the algorithm uses the property that the heaviest edge in a cycle can
be discarded. Previously this has only been exploited in asymptotically
optimal algorithms that are considered to be impractical. An additional 
advantage is that the algorithm can greatly profit from pipelined memory
access. Hence, an implementation on a vector machine is up to 13 times
faster than previous algorithms. We outline additional refinements for
MSTs of implicitly defined graphs and the use of the central data
structure for querying the heaviest edge between two nodes in the MST.
The latter result is also interesting for sparse graphs.


BibTeX
@techreport{MPI-I-2002-1-003,
TITLE = {A practical minimum spanning tree algorithm using the cycle property},
AUTHOR = {Katriel, Irit and Sanders, Peter and Tr{\"a}ff, Jesper Larsson},
LANGUAGE = {eng},
NUMBER = {MPI-I-2002-1-003},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {We present a simple new algorithm for computing minimum spanning trees that is more than two times faster than the best previously known algorithms (for dense, ``difficult'' inputs). It is of conceptual interest that the algorithm uses the property that the heaviest edge in a cycle can be discarded. Previously this has only been exploited in asymptotically optimal algorithms that are considered to be impractical. An additional advantage is that the algorithm can greatly profit from pipelined memory access. Hence, an implementation on a vector machine is up to 13 times faster than previous algorithms. We outline additional refinements for MSTs of implicitly defined graphs and the use of the central data structure for querying the heaviest edge between two nodes in the MST. The latter result is also interesting for sparse graphs.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Katriel, Irit
%A Sanders, Peter
%A Tr&#228;ff, Jesper Larsson
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A practical minimum spanning tree algorithm using the cycle property : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-6C98-2
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2002
%P 21 p.
%X We present a simple new algorithm for computing minimum spanning trees
that is more than two times faster than the best previously known
algorithms (for dense, ``difficult'' inputs). It is of conceptual interest
that the algorithm uses the property that the heaviest edge in a cycle can
be discarded. Previously this has only been exploited in asymptotically
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moreAbstract
In this paper we study the problem of assigning unit-size tasks to
related machines when only limited online information is provided
to each task. This is a general framework whose special cases are
the classical multiple-choice games for the assignment of
unit-size tasks to identical machines. The latter case was the
subject of intensive research for the last decade. The problem is
intriguing in the sense that the natural extensions of the greedy
oblivious schedulers, which are known to achieve near-optimal
performance in the case of identical machines, are proved to
perform quite poorly in the case of the related machines.
 
In this work we present a rather surprising lower bound stating
that any oblivious scheduler that assigns an arbitrary number of
tasks to $n$ related machines would need $\Omega\left(\frac{\log
n}{\log\!\log n}\right)$ polls of machine loads per task, in order to
achieve a constant competitive ratio versus the optimum offline
assignment of the same input sequence to these machines. On the
other hand, we prove that the missing information for an oblivious
scheduler to perform almost optimally, is the amount of tasks to
be inserted into the system. In particular, we provide an
oblivious scheduler that only uses $\cal{O}(\log\!\log n)$ polls, along with
the additional information of the size of the input sequence, in
order to achieve a constant competitive ratio vs. the optimum
offline assignment. The philosophy of this scheduler is based on
an interesting exploitation of the {\sc slowfit} concept
([AAFPW97,BFN00,BCK97]; for a survey see
[BY98,Azar98,Sgall98]) for the assignment of the tasks to the
related machines despite the restrictions on the provided online
information, in combination with a layered induction argument for
bounding the tails of the number of tasks passing from slower to
faster machines. We finally use this oblivious scheduler as the
core of an adaptive scheduler that does not demand the knowledge
of the input sequence and yet achieves almost the same
performance.
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related machines when only limited online information is provided
to each task. This is a general framework whose special cases are
the classical multiple-choice games for the assignment of
unit-size tasks to identical machines. The latter case was the
subject of intensive research for the last decade. The problem is
intriguing in the sense that the natural extensions of the greedy
oblivious schedulers, which are known to achieve near-optimal
performance in the case of identical machines, are proved to
perform quite poorly in the case of the related machines.

In this work we present a rather surprising lower bound stating
that any oblivious scheduler that assigns an arbitrary number of
tasks to $n$ related machines would need $\Omega\left(\frac{\log
n}{\log\!\log n}\right)$ polls of machine loads per task, in order to
achieve a constant competitive ratio versus the optimum offline
assignment of the same input sequence to these machines. On the
other hand, we prove that the missing information for an oblivious
scheduler to perform almost optimally, is the amount of tasks to
be inserted into the system. In particular, we provide an
oblivious scheduler that only uses $\cal{O}(\log\!\log n)$ polls, along with
the additional information of the size of the input sequence, in
order to achieve a constant competitive ratio vs. the optimum
offline assignment. The philosophy of this scheduler is based on
an interesting exploitation of the {\sc slowfit} concept
([AAFPW97,BFN00,BCK97]; for a survey see
[BY98,Azar98,Sgall98]) for the assignment of the tasks to the
related machines despite the restrictions on the provided online
information, in combination with a layered induction argument for
bounding the tails of the number of tasks passing from slower to
faster machines. We finally use this oblivious scheduler as the
core of an adaptive scheduler that does not demand the knowledge
of the input sequence and yet achieves almost the same
performance.
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moreAbstract
Virtual prototyping and assembly planning require physically based simulation 
techniques. In this setting the relevant objects are mostly mechanical parts, 
designed in CAD-programs. 
When exported to the prototyping and planning systems, curved parts are 
approximated by large polygonal models, thus confronting the simulation 
algorithms with high complexity. Algorithms for collision detection in 
particular are a bottleneck of efficiency and suffer from accuracy and 
robustness problems.
To overcome these problems, our algorithm directly operates on the original 
CAD-data. This approach reduces the input complexity and avoids accuracy 
problems due to approximation errors. 
We present an efficient algorithm for computing the distance between patches of 
quadratic surfaces trimmed by quadratic curves. The distance calculation 
problem is reduced to the problem of solving univariate polynomials of a degree 
of at most 24. Moreover, we will identify an important subclass for which the 
degree of the polynomials is bounded by 8.
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moreAbstract
Breadth-first search (BFS) is a basic graph exploration technique.
We give the first external-memory algorithm for sparse
undirected graphs with sublinear I/O. The best
previous algorithm requires O( n + sort(n+m) ) I/Os
on a graph with n nodes and m edges and a machine with
main-memory of size M, D parallel disks, and block size B.
 
We present two versions of a new algorithm which requires only
O( sqrt( n/m * (n+m)/(D*B) ) * log_{M/B} (n/B) + sort(n+m)) I/Os
(expected or worst-case, respectively).
Hence, for m = O(n), they improve upon the I/O-performance
of the best previous algorithm by nearly a factor of sqrt(D*B).
Our approach is fairly simple and we conjecture at least the
randomized version to be practical.
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moreAbstract
We describe the implementation of an algorithm which solves the 
weighted matching problem in general graphs with $n$ vertices 
and $m$ edges in time $O(nm \log n)$. Our algorithm is a variant
of the algorithm of Galil, Micali and Gabow [Galil et al., 1986,
SIAM J. Computing, 15, 120--130] and extensively uses 
sophisticated data structures, in particular 
\emph{concatenable priority queues}, so as to reduce 
the time needed to perform dual adjustments and to find tight 
edges in Edmonds' blossom-shrinking algorithm.
 
We compare our implementation to the experimentally fastest 
implementation, named \emph{Blossom IV}, due to Cook and 
Rohe [Cook and Rohe, Technical Report 97863, Forschungsinstitut 
f{\"u}r Diskrete Mathematik, Universit{\"a}t Bonn].
Blossom IV requires only very simple data structures and 
has an asymptotic running time of $O(n^2m)$.
Our experiments show that our new implementation is superior 
to Blossom IV. 
A closer inspection reveals that the running time of Edmonds' 
blossom-shrinking algorithm in practice heavily depends on the 
time spent to perform dual adjustments and to find tight edges. 
Therefore, optimizing these operations, as is done in our 
implementation, indeed speeds-up the practical performance of 
implementations of Edmonds' algorithm.
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moreAbstract
Near-optimal gossiping algorithms are given for two- and higher 
  dimensional tori assuming the full-port store-and-forward 
  communication model. For two-dimensional tori, a previous algorithm 
  achieved optimality in an intricate way, with an adaptive routing 
  pattern. In contrast, the PUs in our algorithm forward the received 
  packets always in the same way. We thus achieve almost the same 
  performance with patterns that might be hardwired.
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moreAbstract
We study the average-case complexity of 
the parallel single-source shortest-path (SSSP) problem,
assuming arbitrary directed graphs with $n$ nodes, $m$ edges,
and independent random edge weights uniformly distributed in
$[0,1]$. We provide a new bucket-based parallel SSSP algorithm that runs in 
$T={\cal O}(\log^2 n \cdot \min_{i} \{2^i \cdot \Diam + |V_i| \})$
average-case time using  ${\cal O}(n +m+T)$ work on a 
PRAM where $\Diam$ denotes the 
maximum shortest-path weight and $|V_i|$ is 
the number of graph vertices with in-degree at least $2^i$.
All previous algorithms either required more time or more work. 
The minimum performance gain is a logarithmic factor improvement; on
certain graph classes, accelerations by factors of more than $n^{0.4}$
can be achieved.
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moreAbstract
For the Steiner tree problem in networks, we present a practical algorithm
 that uses the fixed-parameter tractability of
the problem with respect to a certain width parameter closely
related to pathwidth. The running time of the algorithm is linear in
the number of vertices when the pathwidth is constant. Combining this
algorithm with our previous techniques, we can already profit from
small width in subgraphs of an instance. Integrating this
algorithm into our program package for the Steiner problem
accelerates the solution process on some groups of instances and
leads to a fast solution of 
some previously unsolved benchmark instances.
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moreAbstract
We consider the problem of computing the largest region in a terrain that is 
approximately contained in some two-dimensional plane. We reduce this problem 
to the following one. Given an
     embedding of a degree-3 graph G on the unit sphere S2, whose vertices are 
weighted, compute a connected subgraph of maximum weight that is contained in 
some spherical disk of a fixed
     radius. We given an algorithm that solves this problem in O(n2 log n (log 
log n)3) time, where n denotes the number of vertices of G or, alternatively, 
the number of faces of the terrain. We also
     give a heuristic that can be used to compute sufficiently large regions in 
a terrain that are approximately planar. We discuss a web-based implementation 
of this heuristic, and show some results
     for terrains representing three-dimensional (topographical) images of 
fracture surfaces of metals obtained by confocal laser scanning microscopy.
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moreAbstract
We present an algorithm for all-to-all personalized
communication, in which every processor has an individual message to
deliver to every other processor. The machine model we consider is a
cluster of processing nodes where each node, possibly consisting of
several processors, can participate in only one communication
operation with another node at a time. The nodes may have different
numbers of processors. This general model is important for the
implementation of all-to-all communication in libraries such as MPI
where collective communication may take place over arbitrary subsets
of processors. The algorithm is simple and optimal up to an additive
term that is small if the total number of processors is large compared
to the maximal number of processors in a node.
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moreAbstract
Algorithmic experiments yield large amounts of data that depends on
many parameters. This paper collects a number of rules for presenting
this data in concise, meaningful, understandable graphs that have
sufficiently high quality to be printed in scientific journals. The
focus is on common sense rules that are frequently useful and can be
easily implemented using tools such as gnuplot
The source codes of the examples in this paper can be
 found under www.mpi-sb.mpg.de/~sanders/gnuplot/
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moreAbstract
For the design and analysis of algorithms that process huge data sets, a
machine model is needed that handles parallel disks. There seems to be
a dilemma between simple and flexible use of such a  model and accurate
modelling of details of the hardware.  This paper explains how many
aspects of this problem can be resolved.  The programming model
implements one large logical disk allowing concurrent access to
arbitrary sets of variable size blocks.  This model can 
be implemented efficienctly on multiple
independent disks even if zones with different speed, 
communication bottlenecks
and failed disks are allowed.  These results not only provide useful
algorithmic tools but also imply a theoretical justification for
studying external memory algorithms using simple abstract models.
 
The algorithmic approach is random redundant placement of data and
optimal scheduling of accesses. The analysis generalizes a previous
analysis for simple abstract external memory models in several ways
(Higher efficiency, variable block sizes, more detailed disk model).
As a side effect, an apparently new Chernoff-Hoeffding bound for sums of
weighted 0-1 random variables is derived.
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%X For the design and analysis of algorithms that process huge data sets, a
machine model is needed that handles parallel disks. There seems to be
a dilemma between simple and flexible use of such a  model and accurate
modelling of details of the hardware.  This paper explains how many
aspects of this problem can be resolved.  The programming model
implements one large logical disk allowing concurrent access to
arbitrary sets of variable size blocks.  This model can 
be implemented efficienctly on multiple
independent disks even if zones with different speed, 
communication bottlenecks
and failed disks are allowed.  These results not only provide useful
algorithmic tools but also imply a theoretical justification for
studying external memory algorithms using simple abstract models.

The algorithmic approach is random redundant placement of data and
optimal scheduling of accesses. The analysis generalizes a previous
analysis for simple abstract external memory models in several ways
(Higher efficiency, variable block sizes, more detailed disk model).
As a side effect, an apparently new Chernoff-Hoeffding bound for sums of
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moreAbstract
The design-for-assembly technique requires realistic physically based 
simulation algorithms and in particular efficient geometric   collision 
detection routines. Instead of approximating mechanical parts by large 
polygonal models, we work with the much smaller original CAD-data directly, 
thus avoiding precision and tolerance problems.
We present a generic algorithm, which can decide whether two solids intersect 
or not. We identify classes of objects for which this algorithm can be 
efficiently specialized, and describe in detail how this specialization is 
done. These classes are objects that are bounded by quadric surface patches and 
conic arcs, objects that are bounded by natural quadric patches, torus patches, 
line segments and circular arcs, and objects that are
bounded by quadric surface patches, segments of quadric intersection curves and 
segments of cubic spline curves. We show that all necessary geometric 
predicates can be evaluated by finding the roots of univariate polynomials of 
degree at most $4$ for the first two classes, and at most $8$ for the third 
class.
In order to speed up the intersection tests we
use bounding volume hierarchies. With the help of numerical
optimization techniques we succeed in calculating smallest enclosing spheres 
and bounding boxes for a given set of surface patches fulfilling the properties 
mentioned above.
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detection routines. Instead of approximating mechanical parts by large 
polygonal models, we work with the much smaller original CAD-data directly, 
thus avoiding precision and tolerance problems.
We present a generic algorithm, which can decide whether two solids intersect 
or not. We identify classes of objects for which this algorithm can be 
efficiently specialized, and describe in detail how this specialization is 
done. These classes are objects that are bounded by quadric surface patches and 
conic arcs, objects that are bounded by natural quadric patches, torus patches, 
line segments and circular arcs, and objects that are
bounded by quadric surface patches, segments of quadric intersection curves and 
segments of cubic spline curves. We show that all necessary geometric 
predicates can be evaluated by finding the roots of univariate polynomials of 
degree at most $4$ for the first two classes, and at most $8$ for the third 
class.
In order to speed up the intersection tests we
use bounding volume hierarchies. With the help of numerical
optimization techniques we succeed in calculating smallest enclosing spheres 
and bounding boxes for a given set of surface patches fulfilling the properties 
mentioned above.
%B Proceedings of the Seventh ACM Symposium on Solid Modeling and Applications
%P 321 - 328
%I ACM
%@ 1-58113-506-8




	PuRe
	BibTeX

	


        2623
    
                Conference paper
            
D1


        J. F. Sibeyn, J. Abello, and U. Meyer
    

        “Heuristics for Semi-External Depth First Search on Directed Graphs,” in SPAA 2002 : Fourteenth Annual ACM Symposium on Parallel Algorithms and Architectures, Winnipeg, Canada, 2002.
    
moreAbstract
Computing the strong components of a directed graph is an essential 
  operation for a basic structural analysis of it. This problem can
  be solved by twice running a depth-first search (DFS). 
  In an external setting, in which  all data can no longer be stored in 
  the main memory, the DFS problem is unsolved so far. Assuming that 
  node-related data can be stored internally, semi-external computing 
  does not make the problem substantially easier. Considering the 
  definite need to analyze very large graphs, we have developed a set 
  of heuristics which together allow the performance of semi-external DFS for 
  directed graphs in practice. The heuristics have been applied to 
  graphs with very different graph properties, including ``web graphs'' 
  as described in the most recent literature and some call graphs from 
  ATT. Depending on the graph structure, the program is between 10 and 
  200 times faster than the best alternative, a factor that will 
  further increase with future technological developments.
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moreAbstract
Using topographical images obtained by confocal laser scanning microscopy, the 
topography of brittle fracture
surfaces and wire-eroded surfaces was quantified. The global topometry values 
show a significant dependency
on the imaging conditions and on the computing algorithm. An algorithm was 
developed and implemented for the
automatic detection and measuring of feature-related parameters in 
topographies, which uses methods of
computational geometry. The software was tested using brittle fracture surfaces 
of steel.
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%X Using topographical images obtained by confocal laser scanning microscopy, the 
topography of brittle fracture
surfaces and wire-eroded surfaces was quantified. The global topometry values 
show a significant dependency
on the imaging conditions and on the computing algorithm. An algorithm was 
developed and implemented for the
automatic detection and measuring of feature-related parameters in 
topographies, which uses methods of
computational geometry. The software was tested using brittle fracture surfaces 
of steel.
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moreAbstract
In this thesis, we present an approach for the exact and efficient
computation of a cell in an arrangement of quadric surfaces. All
calculations are based on exact rational algebraic methods and provide
the correct mathematical results in all, even degenerate, cases. By
projection, the spatial problem can be reduced to the one of computing
planar arrangements of algebraic curves. We  succeed in locating all
event points in these arrangements, including tangential intersections
and singular points. By introducing an additional curve, which we call
the {\em Jacobi curve}, we are able to find non-singular tangential
intersections. By a generalization of the Jacobi curve we are able to
determine non-singular tangential intersections in arbitrary planar
arrangements. We show that the coordinates of the singular points in
our special projected planar arrangements are roots of quadratic
polynomials. The coefficients of these polynomials are usually
rational and contain at most a single square root. A prototypical
implementation indicates that our approach leads to good performance in
practice.
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moreAbstract
An instance of the curve reconstruction problem is a finite sample set $V$ of an
unknown curve $\gamma$. The task is to connect the points in $V$ in the
order in which they lie on $\gamma$. Giesen~\cite{Giesen:TSP} showed recently
that the Traveling Salesman tour of $V$ solves the reconstruction problem under
fairly week assumptions on $\gamma$ and $V$. We extend his result along three
dimensions. We weaken the assumptions, give an alternate proof, and
show that in the context of curve reconstruction,
the Traveling Salesman tour can be constructed in polynomial time.
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        “An Efficient Algorithm for the Configuration Problem of Dominance Graphs,” in SODA ’01, 12th Annual ACM-SIAM Symposium on Discrete Algorithms, Washington DC, USA, 2001.
    
moreAbstract
Dominance constraints are logical 
tree descriptions originating from automata theory that have multiple
applications in computational linguistics. The satisfiability problem
of dominance constraints is NP-complete. In most applications,
however, only \emph{normal} dominance constraints are used.  The
satisfiability problem of normal dominance constraints can be reduced
in linear time to the configuration problem of dominance graphs, as
shown recently. In this paper, we give a polynomial time algorithm
testing configurability of dominance graphs (and thus satisfiability
of normal dominance constraints).  Previous to our work no polynomial
time algorithms were known.
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moreAbstract
Even though a large number of I/O-efficient graph algorithms 
have been developed, a number of fundamental problems still 
remain open. For example, no space- and I/O-efficient algorithms 
are known for depth-first search or breadth-first search in sparse 
graphs. In this paper we present two new results on I/O-efficient 
depth-first search in an important class of sparse graphs, namely 
undirected embedded planar graphs. We develop a new efficient 
depth-first search algorithm and show how planar depth-first search 
in general can be reduced to planar breadth-first search. As part 
of the first result we develop the first I/O-efficient algorithm 
for finding a simple cycle separator of a biconnected planar graph. 
Together with other recent reducibility results, the second result 
provides further evidence that external memory breadth-first search
is among the hardest problems on planar graphs.
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moreAbstract
We consider the problem of enumerating all minimal integer solutions of a 
monotone system of linear inequalities. We first show that for any monotone 
system of  linear inequalities in  variables, the number of maximal infeasible 
integer vectors is at most  times the number of minimal integer solutions to 
the system. This bound is accurate up to a factor and leads to a 
polynomial-time reduction of the enumeration problem to a natural 
generalization of the well-known dualization problem for hypergraphs, in which 
dual pairs of hypergraphs are replaced by dual collections of integer vectors 
in a box. We provide a quasi-polynomial algorithm for the latter dualization 
problem. These results imply, in particular, that the problem of incrementally 
generating minimal integer solutions of a monotone system of linear 
inequalities can be done in quasi-polynomial time.
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moreAbstract
The q-gram filter is a popular filtering method for approximate
string matching. It compares substrings of length q (the q-grams)
in the pattern and  the text to identify the text areas that might
contain a match. A generalization of the method is to use gapped
q-grams, subsets of q characters in some fixed non-contiguous
shape, instead of contiguous substrings. Although mentioned a few
times in the literature, this generalization has never been studied
in any depth. In ths paper, we report the first results from a 
study on gapped q-grams. We show that gapped q-grams can provide
orders of magnitude faster and/or more efficient filtering than
contiguous q-grams. The performance, however, depends on the shape
of the q-grams. The best shaoes are rare and often posess no
apparen regularity. We show how to recognize good shapes and 
demonstrate with experiments their advantage over both contiguous
and average shapes. We concentrate here on the k mismatches
problem, but also outline an approach for extending the results 
to the more common k differences problem.
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moreAbstract
In this paper we compare the performance of eight different priority
  queue implementations: four of them are explicitly designed to work
  in an external-memory setting, the others are standard
  internal-memory queues available in the LEDA library~\cite{leda}.
  Two of the external-memory priority queues are obtained by
  engineering known internal-memory priority queues with the aim of
  achieving effective performance on external storage devices (i.e.,
  Radix heaps~\cite{Ahuja-et-al} and array heaps~\cite{Thorup}). Our
  experimental framework includes some simple tests, like random
  sequences of insert or delete-minimum operations, as well as more
  advanced tests consisting of intermixed sequences of update
  operations and ``application driven'' update sequences originated
  by simulations of Dijkstra's algorithm on large graph instances.
  Our variegate spectrum of experimental results gives a good picture
  of the features of these priority queues, thus being helpful to
  anyone interested in the use of such data structures on very large
  data sets.
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  experimental framework includes some simple tests, like random
  sequences of insert or delete-minimum operations, as well as more
  advanced tests consisting of intermixed sequences of update
  operations and ``application driven'' update sequences originated
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  Our variegate spectrum of experimental results gives a good picture
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moreAbstract
We give a O(n^2 \over 3}\log{n})-competitive randomized k--server 
algorithm when the underlying metric space is given by n equally spaced 
points on a line. For n = k + o(k^{3 \over 2}/\log{k), this algorithm is 
o(k)--competitive.
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moreAbstract
We establish $O(n \log n)$  minimum-space algorithms that 
omit both the open and the closed list to determine the 
shortest path between every two nodes and study the gap
in between full memorization in a hash table and the 
information-theoretic lower bound. The proposed structure 
of suffix-lists elaborates on a concise binary representation of
states by applying bit-state hashing techniques. 
Significantly more states can be stored while searching and 
inserting $n$ items into suffix lists is still available in 
$O(n \log n)$ time. Bit-state hashing leads to the new paradigm of 
partial iterative-deepening heuristic search, in which full exploration 
is sacrificed for a better detection of duplicates in large search 
depth. We give first promising results in the application area of 
communication protocols.
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moreAbstract
In this paper we give algorithms for solving linear complementarity problems 
for $\mathcal{P}$-matrices and symmetric positive semidefinite matrices. Our 
approach of the problem turns out to be an improvement and a more precise 
formulation of Baraff’s method for problems arising from collision response. 
The theorems that prove the correctness of our algorithm can also be used to 
prove the correctness of Baraff’s algorithm.
 
An important feature of the method we present lies in its validity for 
arbitrary real closed fields, thus it is well suited to handle, at least 
locally, parametric linear complementarity problems.
 
This article presents the theoretical principles of the algorithms and gives 
detailed pseudo-code descriptions of them.
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moreAbstract
We present two approaches to the problem of calculating a cell in a
3-dimensional arrangement of quadrics. The first approach solves the
problem using rational arithmetic. It works with reductions to
planar arrangements of algebraic curves. Degenerate
situations such as tangential intersections and self-intersections of
curves are intrinsic to the planar arrangements we obtain.
The coordinates of the intersection points are given by
the roots of univariate polynomials.
We succeed in locating all intersection points either by extended
local box hit counting arguments or by globally characterizing
them with simple square root expressions.
The latter is realized by a clever factorization of the univariate
polynomials. Only the combination of these two results
facilitates a practical and implementable algorithm.
 
The second approach operates directly in 3-space by applying
classical solid modeling techniques. Whereas the first
approach guarantees a correct solution in every case the second one
may fail in some degenerate situations. But with the
help of verified floating point arithmetic it can detect these 
critical cases and is faster if the quadrics are in general
position.


BibTeX
@inproceedings{ghs-qsi-01,
TITLE = {Computing a 3-dimensional Cell in an Arrangement of Quadrics: Exactly and Actually!},
AUTHOR = {Geismann, Nicola and Hemmer, Michael and Sch{\"o}mer, Elmar},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-DAEA50F63741FF02C1256B7B004AC4FE-ghs-qsi-01},
PUBLISHER = {ACM},
YEAR = {2001},
DATE = {2001},
ABSTRACT = {We present two approaches to the problem of calculating a cell in a 3-dimensional arrangement of quadrics. The first approach solves the problem using rational arithmetic. It works with reductions to planar arrangements of algebraic curves. Degenerate situations such as tangential intersections and self-intersections of curves are intrinsic to the planar arrangements we obtain. The coordinates of the intersection points are given by the roots of univariate polynomials. We succeed in locating all intersection points either by extended local box hit counting arguments or by globally characterizing them with simple square root expressions. The latter is realized by a clever factorization of the univariate polynomials. Only the combination of these two results facilitates a practical and implementable algorithm. The second approach operates directly in 3-space by applying classical solid modeling techniques. Whereas the first approach guarantees a correct solution in every case the second one may fail in some degenerate situations. But with the help of verified floating point arithmetic it can detect these critical cases and is faster if the quadrics are in general position.},
BOOKTITLE = {Proceedings of the 17th Annual Symposium on Computational Geometry (SCG-01)},
PAGES = {264--273},
}

Endnote
%0 Conference Proceedings
%A Geismann, Nicola
%A Hemmer, Michael
%A Sch&#246;mer, Elmar
%+ Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Computing a 3-dimensional Cell in an Arrangement of Quadrics: Exactly and Actually! : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-317E-3
%F EDOC: 518207
%F OTHER: Local-ID: C1256428004B93B8-DAEA50F63741FF02C1256B7B004AC4FE-ghs-qsi-01
%I ACM
%D 2001
%B Untitled Event
%Z date of event: 2001 - 
%C Boston, Massachusetts
%X We present two approaches to the problem of calculating a cell in a
3-dimensional arrangement of quadrics. The first approach solves the
problem using rational arithmetic. It works with reductions to
planar arrangements of algebraic curves. Degenerate
situations such as tangential intersections and self-intersections of
curves are intrinsic to the planar arrangements we obtain.
The coordinates of the intersection points are given by
the roots of univariate polynomials.
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local box hit counting arguments or by globally characterizing
them with simple square root expressions.
The latter is realized by a clever factorization of the univariate
polynomials. Only the combination of these two results
facilitates a practical and implementable algorithm.

The second approach operates directly in 3-space by applying
classical solid modeling techniques. Whereas the first
approach guarantees a correct solution in every case the second one
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moreAbstract
The treatment of curved algebraic surfaces becomes more and more the
focus of attention in Computational Geometry. We present a video that
illustrates the computation of the convex hull of a set of
ellipsoids. The underlying algorithm is an application of our
work on determining a cell in a 3-dimensional arrangement of
quadrics, see \cite{ghs-ccaq-01}. In the video, the main
emphasis is on a simple and comprehensible visualization of the
geometric aspects of the algorithm. In addition, we give some insights
into the underlying mathematical problems.
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moreAbstract
Geometric algorithms are based on geometric objects such as points,
 lines and circles. The term \textit{kernel\/} refers to a collection
 of representations for constant-size geometric objects and
 operations on these representations. This paper describes how such a
 geometry kernel can be designed and implemented in C++, having
 special emphasis on adaptability, extensibility and efficiency. We
 achieve these goals following the generic programming paradigm and
 using templates as our tools. These ideas are realized and tested in
 \cgal~\cite{svy-cgal}, the Computational Geometry Algorithms
 Library.
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moreAbstract
We present an algorithm to solve the following polygon partitioning
problem, which is motivated by a terrain-covering application in robotics:
Given a simply connected polygon $\cal P$ and values
\subrange{a}{1}{p+1} such that $\sum_{i = 1}^{p+1} a_i = Area({\cal P})$,
find a partitioning of $\cal P$ into $p+1$ polygons \subrange{P}{1}{p+1}
such that $Area(P_i) = a_i$ for all $i$ and polygon $P_{p+1}$ is connected
to each of the other polygons.  The algorithm we present runs in
$O(n + q \log q + pn)$ time for a polygon with $n$ vertices that has
been partitioned into $q$ convex pieces.
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moreAbstract
Geometric algorithms are based on geometric objects such as points,
  lines and circles. The term \textit{Kernel\/} refers to a collection
  of representations for constant-size geometric objects and
  operations on these representations. This paper describes how such a
  geometry kernel can be designed and implemented in C++, having
  special emphasis on adaptability, extensibility and efficiency.  We
  achieve these goals following the generic programming paradigm and
  using templates as our tools. These ideas are realized and tested in
  \cgal~\cite{svy-cgal}, the Computational Geometry Algorithms
  Library.
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moreAbstract
Parallel disks promise to be a cost effective means for achieving
high bandwidth in applications involving massive data sets, but
algorithms for parallel disks can be difficult to devise. To combat
this problem, we define a useful and natural duality between writing
to parallel disks and the seemingly more difficult problem of
prefetching. We first explore this duality for applications involving
read-once accesses using parallel disks.  We get a simple linear time
algorithm for computing optimal prefetch schedules and analyze the
efficiency of the resulting schedules for randomly placed data and for
arbitrary interleaved accesses to striped sequences.  Duality also
provides an optimal schedule for the integrated caching and
prefetching problem, in which blocks can be accessed multiple times.
Another application of this duality gives us the first parallel disk
sorting algorithms that are provably optimal up to lower order terms.
One of these algorithms is a simple and practical variant of multiway
merge sort, addressing a question that has been open for some time.
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moreAbstract
The problem of finding the minimum size 2-connected subgraph is 
a classical problem in network design. It is known to be NP-hard even on
cubic planar graphs and Max-SNP hard.
We study the generalization of this problem, where requirements of 1 or 2 
edge or vertex disjoint paths are specified between every pair of vertices, 
and the aim is to find a minimum subgraph satisfying these requirements.
For both problems we give $3/2$-approximation algorithms. This improves on
the straightforward $2$-approximation algorithms for these problems, and 
generalizes earlier results for 2-connectivity.
We also give analyses of the classical local optimization heuristics for
these two network design problems.
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We present a generic package for resource constrained network optimization 
problems. We illustrate the flexibility and the use of our package by solving 
four applications: route planning, curve approximation, minimum cost 
reliability constrained spanning trees and the table layout problem.
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moreAbstract
We consider the single-source many-targets shortest-path (SSMTSP) problem in 
directed graphs with non-negative edge weights. A source node $s$ and a target 
set $T$ is specified and the goal is to compute a shortest path from $s$ to a 
node in $T$. 
Our interest in the shortest path problem with many targets stems from its use
in weighted bipartite matching algorithms. A weighted bipartite matching in a
graph with $n$ nodes on each side reduces to $n$ SSMTSP problems, where the 
number
of targets varies between $n$ and $1$.
 
The SSMTSP problem can be solved by Dijkstra's algorithm. We describe a 
heuristic
that leads to a significant improvement in running time for the weighted 
matching
problem; in our experiments a speed-up by up to a factor of 10 was achieved.
We also present a partial analysis that gives some theoretical support for our
experimental findings.
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moreAbstract
The quest for a linear-time single-source shortest-path (SSSP) algorithm on
directed graphs with positive edge weights is an ongoing hot research
topic. While Thorup recently found an ${\cal O}(n+m)$ time RAM algorithm
for undirected graphs with $n$ nodes, $m$ edges and integer edge weights in
$\{0,\ldots, 2^w-1\}$ where $w$ denotes the word length, the currently
best time bound for directed sparse graphs on a RAM is
${\cal O}(n+m \cdot \log\log n)$.
 
In the present paper we study the average-case complexity of SSSP.
We give a simple algorithm for arbitrary directed graphs
with random edge weights uniformly distributed in $\left[0,1\right]$
and show that it needs linear time ${\cal O}(n+m)$ with high probability.
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In the present paper we study the average-case complexity of SSSP.
We give a simple algorithm for arbitrary directed graphs
with random edge weights uniformly distributed in $\left[0,1\right]$
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moreAbstract
We give the first external memory algorithm for breadth-first search (BFS)
which achieves $o(n)$ I/Os on arbitrary undirected graphs with
$n$ nodes and maximum node degree $d$. Let $M$ and $B>d$ denote
the main memory size and block size, respectively. Using
$\mathrm{Sort}(x)=\Theta(\frac{x}{B}\cdot \log_{M/B}\frac{x}{B})$,
our algorithm needs ${\cal O}(\frac{n}{\gamma \cdot \log_d B} 
+ \mathrm{Sort}(n \cdot B^\gamma))$ I/Os and 
${\cal O}(n \cdot B^\gamma)$ external space
for an arbitrary parameter $0 <\gamma \le 1/2$. 
The result carries over to BFS, depth-first search (DFS) and single 
source shortest paths (SSSP) on undirected planar graphs with
arbitrary node degrees.
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moreAbstract
We propose a new parallel algorithm for the
single-source shortest-path problem (SSSP). Its
heap data structure is particularly advantageous on graphs with
a moderate number of high degree nodes.
On arbitrary directed graphs with
$n$ nodes, $m$ edges and independent random edge weights
uniformly distributed in the range $[0,1]$ and maximum
shortest path weight $\Diam$ the PRAM version of our algorithm runs in
${\cal O}(\log^2 n \cdot \min_{i} \{2^i \cdot \Diam \cdot \log n+ |V_i| \})$
average-case time using ${\cal O}(n \cdot \log n +m )$ operations
where $|V_i|$ is the number of graph vertices with degree at least $2^i$.
For power-law graph models of the Internet or call graphs
this results in the first work-efficient $o(n^{1/4})$ average-case time 
algorithm.
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moreAbstract
The quest for a linear-time single-source shortest-path (SSSP) algorithm
on
directed graphs with positive edge weights is an ongoing hot research
topic. While Thorup recently found an ${\cal O}(n+m)$ time RAM algorithm
for undirected graphs with $n$ nodes, $m$ edges and integer edge weights
in
$\{0,\ldots, 2^w-1\}$ where $w$ denotes the word length, the currently
best time bound for directed sparse graphs on a RAM is
${\cal O}(n+m \cdot \log\log n)$.
 
In the present paper we study the average-case complexity of SSSP.
We give simple label-setting and label-correcting algorithms for 
arbitrary directed graphs with random real edge weights 
uniformly distributed in $\left[0,1\right]$ and show that they
need linear time ${\cal O}(n+m)$ with high probability.
A variant of the label-correcting approach also supports 
parallelization.
Furthermore, we propose a general method to construct graphs with
random edge weights which incur large non-linear expected running times on
many traditional shortest-path algorithms.
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In the present paper we study the average-case complexity of SSSP.
We give simple label-setting and label-correcting algorithms for 
arbitrary directed graphs with random real edge weights 
uniformly distributed in $\left[0,1\right]$ and show that they
need linear time ${\cal O}(n+m)$ with high probability.
A variant of the label-correcting approach also supports 
parallelization.
Furthermore, we propose a general method to construct graphs with
random edge weights which incur large non-linear expected running times on
many traditional shortest-path algorithms.
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moreAbstract
A key ingredient of the most successful algorithms for the Steiner problem are reduction methods, i.e. methods to reduce the size of a given instance while preserving at least one optimal solution (or the
ability to efficiently reconstruct one). While classical reduction tests just inspected simple patterns (vertices or edges), recent and more sophisticated tests extend the scope of inspection to more general patterns (like
trees). In this paper, we present such an extended reduction test, which generalizes different tests in the literature. We use the new approach of combining alternative- and bound-based methods, which
substantially improves the impact of the tests. We also present several algorithmic improvements, especially for the computation of the needed information. The experimental results show a substantial improvement over previous methods using the idea of extension.
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moreAbstract
There are many (mixed) integer programming formulations of the Steiner problem 
in
networks. The corresponding linear programming relaxations are of great interest
particularly, but not exclusively, for computing lower bounds; but not much has 
been
known about the relative quality of these relaxations. We compare all classical 
and some
new relaxations from a theoretical point of view with respect to their optimal 
values.
Among other things, we prove that the optimal value of a flow-class relaxation 
(e.g. the
multicommodity flow or the dicut relaxation) cannot be worse than the optimal 
value of
a tree-class relaxation (e.g. degree-constrained spanning tree relaxation) and 
that the
ratio of the corresponding optimal values can be arbitrarily large. 
Furthermore, we
present a new flow based relaxation, which is to the authors' knowledge the 
strongest
linear relaxation of polynomial size for the Steiner problem in networks.
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(e.g. the
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moreAbstract
We present several new techniques for dealing with the Steiner problem in 
(undirected)
networks. We consider them as building blocks of an exact algorithm, but each 
of them
could also be of interest in its own right. First, we consider some relaxations 
of integer
programming formulations of this problem and investigate different methods for 
dealing
with these relaxations, not only to obtain lower bounds, but also to get 
additional
information which is used in the computation of upper bounds and in reduction
techniques. Then, we modify some known reduction tests and introduce some new 
ones.
We integrate some of these tests into a package with a small worst case time 
which
achieves impressive reductions on a wide range of instances. On the side of 
upper
bounds, we introduce the new concept of heuristic reductions. On the basis of 
this
concept, we develop heuristics that achieve sharper upper bounds than the 
strongest
known heuristics for this problem despite running times which are smaller by 
orders of
magnitude. Finally, we integrate these blocks into an exact algorithm. We 
present
computational results on a variety of benchmark instances. The results are 
clearly
superior to those of all other exact algorithms known to the authors.
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%X We present several new techniques for dealing with the Steiner problem in 
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networks. We consider them as building blocks of an exact algorithm, but each 
of them
could also be of interest in its own right. First, we consider some relaxations 
of integer
programming formulations of this problem and investigate different methods for 
dealing
with these relaxations, not only to obtain lower bounds, but also to get 
additional
information which is used in the computation of upper bounds and in reduction
techniques. Then, we modify some known reduction tests and introduce some new 
ones.
We integrate some of these tests into a package with a small worst case time 
which
achieves impressive reductions on a wide range of instances. On the side of 
upper
bounds, we introduce the new concept of heuristic reductions. On the basis of 
this
concept, we develop heuristics that achieve sharper upper bounds than the 
strongest
known heuristics for this problem despite running times which are smaller by 
orders of
magnitude. Finally, we integrate these blocks into an exact algorithm. We 
present
computational results on a variety of benchmark instances. The results are 
clearly
superior to those of all other exact algorithms known to the authors.
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moreAbstract
Partitioning is one of the basic ideas for designing efficient
algorithms, but on \NP-hard problems like the Steiner problem 
straightforward application of the classical paradigms 
for exploiting this idea rarely leads to empirically successful
algorithms. In this paper, we present a new approach which is based on 
vertex separators. We show several contexts in which this
approach can be used profitably. Our approach is new in the sense that it 
uses partitioning to design reduction methods. We introduce two such 
methods; and show their impact empirically.
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%X Partitioning is one of the basic ideas for designing efficient
algorithms, but on \NP-hard problems like the Steiner problem 
straightforward application of the classical paradigms 
for exploiting this idea rarely leads to empirically successful
algorithms. In this paper, we present a new approach which is based on 
vertex separators. We show several contexts in which this
approach can be used profitably. Our approach is new in the sense that it 
uses partitioning to design reduction methods. We introduce two such 
methods; and show their impact empirically.
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moreAbstract
The state-of-the-art algorithms for geometric Steiner
problems use a two-phase approach based on full Steiner trees
(FSTs). The bottleneck of this approach is the second phase (FST
concatenation phase), in which an optimum Steiner tree is constructed
out of the FSTs generated in the first phase. The hitherto most
successful algorithm for this phase considers the FSTs as edges 
of a hypergraph and is based on an LP-relaxation of the minimum spanning
tree in hypergraph (MSTH) problem. In this paper, we compare this
original and some new relaxations of this problem and show their
equivalence, and thereby refute a conjecture in the literature. 
Since the second phase can also be formulated as a Steiner
problem in graphs, we clarify the relation of this MSTH-relaxation to
all classical relaxations of the Steiner problem. 
Finally, we perform some experiments, both on the quality of the
relaxations and on FST-concatenation methods based on them, 
leading to the surprising result that an algorithm of ours 
which is designed for general
graphs is superior to the MSTH-approach.
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%X The state-of-the-art algorithms for geometric Steiner
problems use a two-phase approach based on full Steiner trees
(FSTs). The bottleneck of this approach is the second phase (FST
concatenation phase), in which an optimum Steiner tree is constructed
out of the FSTs generated in the first phase. The hitherto most
successful algorithm for this phase considers the FSTs as edges 
of a hypergraph and is based on an LP-relaxation of the minimum spanning
tree in hypergraph (MSTH) problem. In this paper, we compare this
original and some new relaxations of this problem and show their
equivalence, and thereby refute a conjecture in the literature. 
Since the second phase can also be formulated as a Steiner
problem in graphs, we clarify the relation of this MSTH-relaxation to
all classical relaxations of the Steiner problem. 
Finally, we perform some experiments, both on the quality of the
relaxations and on FST-concatenation methods based on them, 
leading to the surprising result that an algorithm of ours 
which is designed for general
graphs is superior to the MSTH-approach.
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moreAbstract
Consider an arbitrary distributed network in which large numbers of
objects are continuously being created, replicated, and destroyed.  A
basic problem arising in such an environment is that of organizing a
distributed directory service for locating object copies.  In this
paper, we present a new {\em data tracking scheme}\/ for locating
nearby copies of objects in arbitrary distributed environments.
 
Our tracking scheme supports efficient accesses to data objects while
keeping the local memory overhead low.  In particular, our tracking
scheme achieves an expected $\polylog(n)$-approximation in the cost of
any access operation, for an arbitrary network.  The memory overhead
incurred by our scheme is $O(\polylog(n))$ times the maximum number of
objects stored at any node, with high probability.  We also show that
our tracking scheme adapts well to dynamic changes in the network.
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moreAbstract
For the design and analysis of algorithms that process huge data sets,
a machine model is needed that handles parallel disks. There seems to
be a dilemma between simple and flexible use of such a model and
accurate modelling of details of the hardware.  This paper explains
how many aspects of this problem can be resolved.  The programming
model implements one large logical disk allowing concurrent access to
arbitrary sets of variable size blocks.  This model can be implemented
efficienctly on multiple independent disks even if zones with
different speed, communication bottlenecks and failed disks are
allowed.  These results not only provide useful algorithmic tools but
also imply a theoretical justification for studying external memory
algorithms using simple abstract models.
 
The algorithmic approach is random redundant placement of data and
optimal scheduling of accesses. The analysis generalizes a previous
analysis for simple abstract external memory models in several ways
(Higher efficiency, variable block sizes, more detailed disk model).
As a side effect, an apparently new Chernoff bound for sums of
weighted 0-1 random variables is derived.
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moreAbstract
We study the problem of exchanging a set of messages among a group of
processors, where messages may consist of different numbers of
packets.  We consider the model of half-duplex communication.  Let
$\Lmax$ denote the maximum number of packets that a processor must
send and receive.  If all the packets need to be delivered directly,
at least $\frac{3}{2}\Lmax$ communication steps are needed to solve
the problem in the worst case.  We show that by allowing forwarding,
only $\frac{6}{5}\Lmax + \Oh{1}$ time steps are needed to exchange all
the messages, and this is optimal. Our work was motivated by the
importance of irregular message exchanges in distributed-memory
parallel computers, but it can also be viewed as an answer to an open
problem on scheduling file transfers posed by Coffmann, Garey,
Johnsson, and LaPaugh in 1985.
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moreAbstract
A planar Nef polyhedron is any set that can be obtained from the open half-space by a finite number of set complement and set intersection operations. The set of Nef polyhedra is closed under the Boolean set operations. We describe a date structure that realizes two-dimensional Nef polyhedra and offers a large set of binary and unary set operations. The underlying set operations are realized by an efficient and complete algorithm for the overlay of two Nef polyhedra. The algorithm is efficient in the sense that its running time is bounded by the size of the inputs plus the size of the output times a logarithmic factor. The algorithm is complete in the sense that it can handle all inputs and requires no general position assumption. The seecond part of the algorithmic interface considers point location and ray shooting in planar subdivisions.
 
The implementation follows the generic programming paradigm in C++ and CGAL. Several concept interfaces are defined that allow the adaptation of the software by the means of traits classes. The described project is part of the CGAL libarary version 2.3.
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moreAbstract
This paper deals with permutation routing on hypercube networks in the
store-and-forward model. We introduce the first (on-line and off-line)
algorithms routing any permutation on the $d$-dimensional hypercube
in $d+o(d)$ steps. The best previously known results were
$2d+o(d)$ (oblivious on-line) and $2d-3$ (off-line).
In particular, we present
\begin{itemize}
\item a randomized, oblivious on-line algorithm with routing time
$d + O(d / \log d)$,
\item a matching lower bound of $d + \Omega(d / \log d)$ for
(randomized) oblivious on-line routing, and
\item a deterministic, off-line algorithm with routing time
$d+O(\sqrt{d \log d})$.
\end{itemize}
Previous algorithms lose a factor of two mainly because packets are
first sent to intermediate destinations in order to resolve congestion.
As a consequence, the maximum path length becomes $2d - o(d)$.
Our algorithms use intermediate destinations as well, but we introduce
a simple, elegant trick ensuring that the routing paths are not stretched
too much. In fact, we achieve small congestion using paths of length
at most $d$.
 
The main focus of our work, however, lies on the scheduling aspect.
On one hand, we investigate well-known and practical scheduling policies for
on-line routing, namely {\em Farthest-to-Go\/} and {\em Nearest-to-Origin}.
On the other hand, we present a new off-line scheduling scheme that is
based on frugal colorings of multigraphs. This scheme might be of interest
for other sparse scheduling problems, too.
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$d + O(d / \log d)$,
\item a matching lower bound of $d + \Omega(d / \log d)$ for
(randomized) oblivious on-line routing, and
\item a deterministic, off-line algorithm with routing time
$d+O(\sqrt{d \log d})$.
\end{itemize}
Previous algorithms lose a factor of two mainly because packets are
first sent to intermediate destinations in order to resolve congestion.
As a consequence, the maximum path length becomes $2d - o(d)$.
Our algorithms use intermediate destinations as well, but we introduce
a simple, elegant trick ensuring that the routing paths are not stretched
too much. In fact, we achieve small congestion using paths of length
at most $d$.

The main focus of our work, however, lies on the scheduling aspect.
On one hand, we investigate well-known and practical scheduling policies for
on-line routing, namely {\em Farthest-to-Go\/} and {\em Nearest-to-Origin}.
On the other hand, we present a new off-line scheduling scheme that is
based on frugal colorings of multigraphs. This scheme might be of interest
for other sparse scheduling problems, too.
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moreAbstract
Multiple-choice allocation algorithms have been studied intensively
over the last decade. These algorithms have several applications
in the areas of load balancing, routing, resource allocation and
hashing. The underlying idea is simple and can be explained best
in the balls-and-bins model: Instead of assigning balls
(jobs, requests, or keys) simply at random to bins (machines, servers,
or positions in a hash table), choose first a small set of bins at
random, inspect these bins, and place the ball into one of the bins
containing the smallest number of balls among them.
 
The simple idea of first selecting a small set of alternatives at
random and then making the final choice after careful inspection of
these alternatives leads to great improvements against algorithms
that place their decisions simply at random. We illustrate the power
of this principle in terms of simple balls-and-bins processes.
In particular, we study recently presented algorithms that
treat bins asymmetrically in order to obtain a better load balancing.
We compare the behavior of these asymmetric schemes with symmetric
schemes and prove that the asymmetric schemes achieve a better load
balancing than their symmetric counterparts.


BibTeX
@inproceedings{Voecking2001c,
TITLE = {Symmetric vs. Asymmetric Multiple-Choice Algorithms},
AUTHOR = {V{\"o}cking, Berthold},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-D5614A051ADC0E3DC1256B7F005CAAAE-Voecking2001c},
PUBLISHER = {Carleton Scientific},
YEAR = {2001},
DATE = {2001},
ABSTRACT = {Multiple-choice allocation algorithms have been studied intensively over the last decade. These algorithms have several applications in the areas of load balancing, routing, resource allocation and hashing. The underlying idea is simple and can be explained best in the balls-and-bins model: Instead of assigning balls (jobs, requests, or keys) simply at random to bins (machines, servers, or positions in a hash table), choose first a small set of bins at random, inspect these bins, and place the ball into one of the bins containing the smallest number of balls among them. The simple idea of first selecting a small set of alternatives at random and then making the final choice after careful inspection of these alternatives leads to great improvements against algorithms that place their decisions simply at random. We illustrate the power of this principle in terms of simple balls-and-bins processes. In particular, we study recently presented algorithms that treat bins asymmetrically in order to obtain a better load balancing. We compare the behavior of these asymmetric schemes with symmetric schemes and prove that the asymmetric schemes achieve a better load balancing than their symmetric counterparts.},
BOOKTITLE = {Proceedings of the 2nd International Workshop on Approximation and Randomized Algorithms in Communication Networks (ARACNE)},
PAGES = {1--10},
}

Endnote
%0 Conference Proceedings
%A V&#246;cking, Berthold
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Symmetric vs. Asymmetric Multiple-Choice Algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-31C3-3
%F EDOC: 518213
%F OTHER: Local-ID: C1256428004B93B8-D5614A051ADC0E3DC1256B7F005CAAAE-Voecking2001c
%I Carleton Scientific
%D 2001
%B Untitled Event
%Z date of event: 2001-08-27 - 2001-08-27
%C Aarhus
%X Multiple-choice allocation algorithms have been studied intensively
over the last decade. These algorithms have several applications
in the areas of load balancing, routing, resource allocation and
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(jobs, requests, or keys) simply at random to bins (machines, servers,
or positions in a hash table), choose first a small set of bins at
random, inspect these bins, and place the ball into one of the bins
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The simple idea of first selecting a small set of alternatives at
random and then making the final choice after careful inspection of
these alternatives leads to great improvements against algorithms
that place their decisions simply at random. We illustrate the power
of this principle in terms of simple balls-and-bins processes.
In particular, we study recently presented algorithms that
treat bins asymmetrically in order to obtain a better load balancing.
We compare the behavior of these asymmetric schemes with symmetric
schemes and prove that the asymmetric schemes achieve a better load
balancing than their symmetric counterparts.
%B Proceedings of the 2nd International Workshop on Approximation and Randomized Algorithms in Communication Networks (ARACNE)
%P 1 - 10
%I Carleton Scientific




	PuRe
	BibTeX

	


        2704
    
                Conference paper
            
D1


        T. Warken and E. Schömer
    

        “Rolling Rigid Objects,” in Proceedings of the 9th International Conference in Central Europe on Computer Graphics, Visualization and Computer Vision (WSCG-01), 2001.
    
moreAbstract
Simulating the dynamics of rigid bodies plays an important role in virtual 
reality applications such as virtual assembly planning and ergonomy studies but
also in the field of computer animation. In order to decrease the complexity of 
the object representations and to increase the accuracy of the simulation
algorithms one goal is to deal with objects with curved surfaces directly 
instead of approximating them by polyhedra. One important aspect of the dynamic
behaviour of objects with curved surfaces is the rolling process. In this paper 
we develop the dynamics equations that describe the rolling motion of
arbitrarily shaped rigid objects that are in a one-point contact with an 
arbitrary surface or in a two-point contact with a plane. As a method to keep 
track
of the pairs of closest points we use techniques from differential geometry.
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we develop the dynamics equations that describe the rolling motion of
arbitrarily shaped rigid objects that are in a one-point contact with an 
arbitrary surface or in a two-point contact with a plane. As a method to keep 
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moreAbstract
The classical shortest path problem, to find a path
of minimal cost between two nodes in a graph, is efficiently solvable
in polynomial time. However, in many applications we also have additional
budget or resource constraints on a path. This problem is known as 
constrained shortest path problem and unfortunately belongs to the 
class of ``hard''
problems for which no polynomial time algorithm is known.
In this thesis, we propose a 2-step method for the constrained shortest 
path problem. We first solve
a relaxation to get upper and lower bounds and then close the gap with
clever path ranking  to
obtain the exact solution. We compare different old and new methods
both theoretically and experimentally.
The 2-step method also works for a more general class of 
constrained network optimization problems. We illustrate the 
generic approach using several examples. We have also developed 
a software package {\sc Cnop} that provides this generic 2-step 
approach as well as all state of the art algorithms for 
constrained shortest paths.
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moreAbstract
An instance of the curve reconstruction problem is a finite sample set $V$ of an
unknown curve $\gamma$. The task is to connect the points in $V$ in the
order in which they lie on $\gamma$. Giesen~\cite{SCG99*207} showed recently 
that the Traveling Salesman tour of $V$ solves the reconstruction problem under
fairly week assumptions on $\gamma$ and $V$. We extend his result along three
dimensions. We weaken the assumptions, give an alternate proof, and
show that in the context of curve reconstruction, 
the Traveling Salesman tour can be constructed in polynomial time.
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moreAbstract
\begin{abstract}
Rigid body docking approaches are not sufficient to predict the structure of a
protein complex from the unbound (native) structures of the two proteins.
Accounting for side--chain flexibility is an important step towards fully
flexible protein docking.  This work describes an approach that allows
conformational flexibility for the side--chains while keeping the protein
backbone rigid.  Starting from candidates created by a rigid docking
algorithm, we demangle the side--chains of the docking site, thus creating
reasonable approximations of the true complex structure.  These structures are
ranked with respect to the binding free energy. We present two new techniques
for side--chain demangling. Both approaches are based on a discrete
representation of the side--chain conformational space by the use of a rotamer
library. This leads to a combinatorial optimization problem. For the solution
of this problem we propose a fast heuristic approach and an exact, albeit
slower method using branch--\&--cut techniques. As a test set we use the
unbound structures of three proteases and the corresponding protein
inhibitors. For each of the examples the highest--ranking conformation
produced was a good approximation of the true complex structure.
\end{abstract}
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algorithm, we demangle the side--chains of the docking site, thus creating
reasonable approximations of the true complex structure.  These structures are
ranked with respect to the binding free energy. We present two new techniques
for side--chain demangling. Both approaches are based on a discrete
representation of the side--chain conformational space by the use of a rotamer
library. This leads to a combinatorial optimization problem. For the solution
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moreAbstract
Rigid--body docking approaches are not sufficient to predict the structure of a
protein complex from the unbound (native) structures of the two proteins.
Accounting for side chain flexibility is an important step towards fully
flexible protein docking. This work describes an approach that allows
conformational flexibility for the side chains while keeping the protein
backbone rigid. Starting from candidates created by a rigid--docking
algorithm, we demangle the side chains of the docking site, thus creating
reasonable approximations of the true complex structure. These structures are
ranked with respect to the binding free energy. We present two new techniques
for side chain demangling. Both approaches are based on a discrete
representation of the side chain conformational space by the use of a rotamer
library. This leads to a combinatorial optimization problem. For the solution
of this problem we propose a fast heuristic approach and an exact, albeit
slower, method that uses branch--\&--cut techniques. As a test set we use the
unbound structures of three proteases and the corresponding protein
inhibitors. For each of the examples, the highest--ranking conformation
produced was a good approximation of the true complex structure.
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ranked with respect to the binding free energy. We present two new techniques
for side chain demangling. Both approaches are based on a discrete
representation of the side chain conformational space by the use of a rotamer
library. This leads to a combinatorial optimization problem. For the solution
of this problem we propose a fast heuristic approach and an exact, albeit
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moreAbstract
We describe a randomized algorithm for computing the trapezoidal decomposition
of a simple polygon. Its expected running time is linear in the size of the 
polygon.
By a well-known and simple linear time reduction, this implies a linear time
algorithm for triangulating a simple polygon. Our algorithm is considerably 
simpler
than Chazelle's (1991) celebrated optimal deterministic algorithm
and, hence, positively answers his question of whether a simpler randomized
algorithm for the problem exists. The new algorithm can be viewed as a 
combination
of Chazelle's algorithm and of non-optimal randomized algorithms due to Clarkson
{\it et al.} (1991) and to Seidel (1991), with the essential innovation that 
sampling
is performed on subchains of the initial polygonal chain, rather than on its 
edges.
It is also essential, as in Chazelle's algorithm, to include a bottom-up
preprocessing phase previous to the top-down construction phase.
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moreAbstract
The range searching problem is a fundamental problem in computational geometry, 
with numerous important applications. Most research has focused on solving this 
problem exactly, but lower bounds show that if linear space is assumed, the 
problem cannot be solved in polylogarithmic time, except for the case of 
orthogonal ranges. In this paper we show that if one is willing to allow
approximate ranges, then it is possible to do much better. In particular, given 
a bounded range Q of diameter w and >0, an approximate range query treats the 
range as a fuzzy object, meaning that points lying within distance w of the 
boundary of Q either may or may not be counted. We show that in any fixed 
dimension d, a set of n points in  can be preprocessed in O(n+logn) time and 
O(n) space, such that approximate queries can be answered in O(logn(1/)d) time. 
The only assumption we make about ranges is that the intersection of a range 
and a d-dimensional cube can be answered in constant time (depending on 
dimension). For convex ranges, we tighten this to O(logn+(1/)d-1) time. We also 
present a lower bound for approximate range searching based on partition trees 
of (logn+(1/)d-1), which implies optimality for convex ranges (assuming fixed 
dimensions). Finally, we give empirical evidence showing that allowing small 
relative errors can significantly
improve query execution times.
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moreAbstract
We consider the problem of processing a given number of tasks on a given 
number of processors as quickly as possible when only vague information
       about the processing time of a task is available before it is completed. 
Whenever a processor is idle, it can be assigned, at the price of a certain 
overhead, a
       portion, called a chunk, of the unassigned tasks. The goal is to 
minimize the makespan, that is, the time that passes until all the tasks are 
completed. The
       difficulty then is to find the optimal tradeoff between the processors' 
load balance, which is favoured by having small, and therefore many, chunks, and
       the total scheduling overhead, which is lower when there are fewer 
chunks. This scheduling problem has been the subject of intensive research in 
the
       past, and a large variety of heuristics have been proposed. Its 
mathematical analysis, however, turned out to be difficult even for simplistic 
models of the
       vague-information issue, and little theoretical work has been presented 
to date. In this work we present a novel theoretical model that covers a
       multitude of natural vague-information scenarios, and for which we can 
prove general upper and lower bounds on the achievable makespan. From
       this we derive optimal bounds and algorithms for a whole variety of 
specific scenarios, including the modelling of task processing times as 
independent,
       identically distributed random variables, which guided the design of 
most of the previously existing heuristics. Unlike traditional approaches, our 
model
       neither ignores a priori knowledge of the input (the processing times) 
nor does it restrict the distribution of the input, but instead works with the 
concepts
       of an a priori estimate of the processing times, which is implicit in 
every algorithm, and a measure for the deviation of this estimate from the 
actual
       processing times, which is not known until all the tasks are completed.
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overhead, a
       portion, called a chunk, of the unassigned tasks. The goal is to 
minimize the makespan, that is, the time that passes until all the tasks are 
completed. The
       difficulty then is to find the optimal tradeoff between the processors' 
load balance, which is favoured by having small, and therefore many, chunks, and
       the total scheduling overhead, which is lower when there are fewer 
chunks. This scheduling problem has been the subject of intensive research in 
the
       past, and a large variety of heuristics have been proposed. Its 
mathematical analysis, however, turned out to be difficult even for simplistic 
models of the
       vague-information issue, and little theoretical work has been presented 
to date. In this work we present a novel theoretical model that covers a
       multitude of natural vague-information scenarios, and for which we can 
prove general upper and lower bounds on the achievable makespan. From
       this we derive optimal bounds and algorithms for a whole variety of 
specific scenarios, including the modelling of task processing times as 
independent,
       identically distributed random variables, which guided the design of 
most of the previously existing heuristics. Unlike traditional approaches, our 
model
       neither ignores a priori knowledge of the input (the processing times) 
nor does it restrict the distribution of the input, but instead works with the 
concepts
       of an a priori estimate of the processing times, which is implicit in 
every algorithm, and a measure for the deviation of this estimate from the 
actual
       processing times, which is not known until all the tasks are completed.
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moreAbstract
We consider the problem of processing a given number of tasks on a given number of processors as quickly as possible when the processing times of the tasks are variable and not known in advance. The tasks are assigned to the processors in chunks consisting of several tasks at a time, and the difficulty lies in finding the optimal trade off between the processors' load balance, which is favoured by having small chunks, and the total scheduling overhead, which will be the lower the fewer chunks there are. Our studies are motivated by a practical problem from high-performance computing, namely parallel-loop scheduling, for which a large variety of heuristics have been proposed in the past, but hardly any rigorous analysis has been presented to date. Our work is based on a generic approach that covers the whole spectrum of processing time irregularity. This approach does not make any assumptions about task processing times, but instead works with estimated ranges for processing times, one for each chunk size, and a measure for the overall deviation of the actual processing times from these estimates. Our analysis provides a general upper bound applicable for every conceivable setting of these parameters, together with lower bounds showing that no algorithm can do significantly better than the ones we propose. Our general result implies optimal bounds for a whole variety of specific settings, including the modelling of task processing times as independent, identically distributed random variables, which underlies most of the previously existing heuristics. Our results confirm the practicability of certain well-established techniques for parallel-loop scheduling, while, on the other hand, revealing major flaws in other approaches.
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moreAbstract
Given an arbitrary polygon with $n$ vertices, we wish to partition it
into $p$ connected pieces of given areas.  The problem is motivated by a
robotics application in which the polygon is a workspace that is to be
divided among $p$ robots performing a terrain-covering task.  We show that
finding an area partitioning with minimal cut length is NP-hard in the number
of pieces and that it is even hard to approximate to within any factor that
is independent of the shape of the polygon.
We then present a simple $O(pn)$-time algorithm that produces
non-optimal, but often quite reasonable, area partitionings for arbitrary
polygons.
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moreAbstract
A refined heuristic for computing schedules for gossiping in the
 telephone model is presented. The heuristic is fast: for a network
 with n nodes and m edges, requiring R rounds for gossiping, the
 running time is O(R n log(n) m) for all tested
 classes of graphs. This moderate time consumption allows to compute
 gossiping schedules for networks with more than 10,000 PUs and
 100,000 connections. The heuristic is good: in practice the computed
 schedules never exceed the optimum by more than a few rounds. The
 heuristic is versatile: it can also be used for broadcasting and
 more general information dispersion patterns. It can handle both the
 unit-cost and the linear-cost model.
 
 Actually, the heuristic is so good, that for CCC, shuffle-exchange,
 butterfly de Bruijn, star and pancake networks the constructed
 gossiping schedules are better than the best theoretically derived
 ones. For example, for gossiping on a shuffle-exchange network with
 2^{13} PUs, the former upper bound was 49 rounds, while our
 heuristic finds a schedule requiring 31 rounds. Also for broadcasting
 the heuristic improves on many formerly known results.
 
 A second heuristic, works even better for CCC, butterfly, star and
 pancake networks. For example, with this heuristic we found that
 gossiping on a pancake network with 7! PUs can be performed in 15
 rounds, 2 fewer than achieved by the best theoretical construction.
 This second heuristic is less versatile than the first, but by
 refined search techniques it can tackle even larger problems, the
 main limitation being the storage capacity. Another advantage is that
the constructed schedules can be represented concisely.
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 the heuristic improves on many formerly known results.

 A second heuristic, works even better for CCC, butterfly, star and
 pancake networks. For example, with this heuristic we found that
 gossiping on a pancake network with 7! PUs can be performed in 15
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moreAbstract
We provide an analysis of the elements needed
in an object--oriented scene graph API and give a
contrasting, non--competing, exposition of how such
elements are implemented in modern graphics and geometry
API's. The objectives are to show the sensibility of the
adopted design options and to give the flavors, both
common and distinct, of various modern scene graph API's.
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moreAbstract
We show that for hypergraphs of bounded edge size,  the problem
of extending a given list of maximal independent sets  is
$NC$-reducible to the computation of an arbitrary maximal
independent set for an induced sub-hypergraph.  The latter problem is known to 
be in $RNC$. In particular, our reduction yields an incremental $RNC$ 
dualization algorithm for hypergraphs of bounded edge size, a problem 
previously known to be solvable in polynomial incremental time. We also give a 
similar parallel algorithm for the dualization problem on  the product  of 
arbitrary lattices which have a bounded number of immediate predecessors for 
each element.
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        “Applications of the Generic Programming Paradigm in the Design of CGAL,” in Generic programming - International Seminar on Generic Programming Dagstuhl Castle, Germany, April 27 - May 1, 1998, selected papers, Berlin, Germany: Springer, 2000.
    
moreAbstract
We report on the use of the generic programming paradigm in the Computational
Geometry Algorithms Library CGAL. The parameterization of 
the geometric algorithms in CGAL enhances flexibility and adaptability and 
opens an easy way for abolishing precision and robustness problems by exact but
nevertheless efficient computation. Furthermore we discuss circulators, which 
are an extension of the iterator concept to circular structures. Such structures
arise frequently in geometric computing.
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moreAbstract
We consider arithmetic expressions over operators + , - , * , / , and 
$\sqrt[k]$ , with integer operands. For an expression E having value $\xi$ , a 
separation bound sep (E) is a positive real number with the property that 
$\xi\neq$ 0 implies $|\xi | \geq$ sep (E) . We propose a new separation bound 
that is easy to compute and stronger than previous bounds.
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moreAbstract
A mimicking network for a k -terminal network, N , is one whose realizable 
external flows are the same as those of N . Let S(k) denote the minimum size of 
a mimicking network for a k-terminal network. In this paper we give new 
constructions of mimicking networks and prove the following results (the values 
in brackets are the previously best known results): S(4)=5 [216] , S(5)=6 [232] 
. For bounded treewidth networks we show S(k)= O(k) [2^ 2k ] , and for 
outerplanar networks we show S(k) $\leq$ 10k-6 [k22k+2] .
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moreAbstract
We consider the problem of preprocessing an n -vertex digraph with real edge 
weights so that subsequent queries for the shortest path or distance between 
any two vertices can be   efficiently answered. We give algorithms that depend 
on the treewidth of the input graph. When the treewidth is a constant, our 
algorithms can answer distance queries in O(α(n)) time after O(n) 
preprocessing. This improves upon previously known results for the same 
problem. We also give a dynamic algorithm which, after a change in an edge 
weight, updates the data         structure in time O(nβ) , for any 
constant 0 < β < 1 . Furthermore, an algorithm of independent interest is 
given: computing a shortest path tree, or finding a negative cycle in linear 
time.
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on the treewidth of the input graph. When the treewidth is a constant, our 
algorithms can answer distance queries in O(&alpha;(n)) time after O(n) 
preprocessing. This improves upon previously known results for the same 
problem. We also give a dynamic algorithm which, after a change in an edge 
weight, updates the data         structure in time O(n&beta;) , for any 
constant 0 &lt; &beta; &lt; 1 . Furthermore, an algorithm of independent interest is 
given: computing a shortest path tree, or finding a negative cycle in linear 
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moreAbstract
We study the average-case complexity of shortest-paths problems in the 
vertex-potential model.  The vertex-potential model is a family of probability 
distributions on complete directed graphs with arbitrary real edge lengths but 
without negative cycles.  We show that on a graph with $n$ vertices and with 
respect to this model, the single-source shortest-paths problem can be solved 
in $O(n^2)$ expected time, and the all-pairs shortest-paths problem can be 
solved in $O(n^2 \log n)$ expected time.
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moreAbstract
Curve reconstruction algorithms are supposed to reconstruct curves from point
samples. Recent papers present algorithms that come with a
guarantee: Given a sufficiently dense sample of a closed smooth curve,
the algorithms construct the correct
polygonal reconstruction. Nothing is claimed about the output of the
algorithms, if the input is not a dense sample of a closed smooth curve, e.g.,
a sample of a curve with endpoints.
We present an algorithm that comes with a guarantee for any set $P$ of
input points. The algorithm
constructs a polygonal reconstruction $G$ and a smooth curve $\Gamma$
that justifies $G$ as the reconstruction from $P$.
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moreAbstract
In this paper we give a semi-algebraic description of Hopf bifurcation fixed 
points for
a given parameterized polynomial vector field. The description is carried out 
by use of
the Hurwitz determinants, and produces a first-order formula which is 
transformed into
a quantifier free formula by use of usual quantifier elimination algorithms. We 
apply
techniques from the theory of sub-resultant sequences and of Gr¨obner bases to 
come up
with efficient reductions, which lead to quantifier elimination questions that 
can often
be handled by existing quantifier elimination packages.
We could implement the algorithms for the conditions on Hopf bifurcations by 
combining
the computer algebra system Maple with packages for quantifier elimination using
a Java based component architecture recently developed by the second author. In 
addition
to some textbook examples we applied our software system to an example discussed
in a recent research paper.
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%X In this paper we give a semi-algebraic description of Hopf bifurcation fixed 
points for
a given parameterized polynomial vector field. The description is carried out 
by use of
the Hurwitz determinants, and produces a first-order formula which is 
transformed into
a quantifier free formula by use of usual quantifier elimination algorithms. We 
apply
techniques from the theory of sub-resultant sequences and of Gr&#168;obner bases to 
come up
with efficient reductions, which lead to quantifier elimination questions that 
can often
be handled by existing quantifier elimination packages.
We could implement the algorithms for the conditions on Hopf bifurcations by 
combining
the computer algebra system Maple with packages for quantifier elimination using
a Java based component architecture recently developed by the second author. In 
addition
to some textbook examples we applied our software system to an example discussed
in a recent research paper.
%J Journal of Symbolic Computation
%V 30
%N 2
%& 161
%P 161 - 179
%@ false




	PuRe
	BibTeX

	


        2742
    
                Article
            
D1


        A. Fabri, G.-J. Giezeman, L. Kettner, S. Schirra, and S. Schönherr
    

        “On the Design of CGAL, a computational geometry algorithms library,” Software - Practice and Experience, vol. 30, no. 11, 2000.
    
moreAbstract
CGAL is a {\em Computational Geometry Algorithms Library\/} written
in C{\tt ++}, which is being developed by research groups in Europe and Israel.
The goal is to make the large body of geometric algorithms developed in 
the field of computational geometry available for industrial application.
We discuss the major design goals for CGAL, which are correctness, 
flexibility, ease-of-use, efficiency, and robustness, and present our approach 
to reach these goals. 
Generic programming using templates in C{\tt ++} 
plays a central role in the architecture of \cgal. We give a short
introduction to generic programming in C{\tt ++}, compare it to the 
object-oriented programming paradigm, and present examples where
both paradigms are used effectively in CGAL. 
Moreover, we give an overview of the current structure of the CGAL-library
and consider software engineering aspects in the CGAL-project.
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%X CGAL is a {\em Computational Geometry Algorithms Library\/} written
in C{\tt ++}, which is being developed by research groups in Europe and Israel.
The goal is to make the large body of geometric algorithms developed in 
the field of computational geometry available for industrial application.
We discuss the major design goals for CGAL, which are correctness, 
flexibility, ease-of-use, efficiency, and robustness, and present our approach 
to reach these goals. 
Generic programming using templates in C{\tt ++} 
plays a central role in the architecture of \cgal. We give a short
introduction to generic programming in C{\tt ++}, compare it to the 
object-oriented programming paradigm, and present examples where
both paradigms are used effectively in CGAL. 
Moreover, we give an overview of the current structure of the CGAL-library
and consider software engineering aspects in the CGAL-project.
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moreAbstract
In this paper, we present a randomized, online, space-efficient 
algorithm for the general class of programs with synchronization 
variables (such programs are produced by parallel programming 
languages, like, e.g., Cool, ID, Sisal, Mul-T, OLDEN and Jade).
The algorithm achieves good locality and low scheduling overheads
for this general class of computations, by combining work-stealing 
and depth-first scheduling.
 
More specifically, given a computation with work $T_1$,
depth $T_\infty$ and $\sigma$ synchronizations that its 
execution requires space $S_1$ on a single-processor 
computer, our algorithm achieves expected space
complexity at most $S_1 + O(PT_\infty \log (PT_\infty))$
and runs in an expected number of
$O(T_1/P + \sigma \log (PT_\infty)/P + T_\infty \log (PT_\infty))$
timesteps on a shared-memory, parallel machine with $P$ processors.
Moreover, for any $\varepsilon > 0$, the space complexity of our 
algorithm is at most $S_1 + O(P(T_\infty + \ln (1/\varepsilon))
\log (P(T_\infty + \ln(P(T_\infty + \ln (1/\varepsilon))/\varepsilon))))$
with probability at least $1-\varepsilon$. Thus, even for values 
of $\varepsilon$ as small as $e^{-T_\infty}$, the space complexity
of our algorithm is at most $S_1 + O(PT_\infty \log(PT_\infty))$, 
with probability at least $1-e^{-T_\infty}$. The algorithm achieves
good locality and low scheduling overheads by automatically
increasing the granularity of the work scheduled on each 
processor.
 
Our results combine and extend previous algorithms and
analysis techniques (published by Blelloch et. al [6]
and by Narlikar [26]). Our algorithm not only exhibits the 
same good space complexity for the general class of programs 
with synchronization variables as its deterministic analog
presented in [6], but it also achieves good locality and 
low scheduling overhead as the algorithm presented in [26], 
which however performs well only for the more restricted class
of nested parallel computations.
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%X In this paper, we present a randomized, online, space-efficient 
algorithm for the general class of programs with synchronization 
variables (such programs are produced by parallel programming 
languages, like, e.g., Cool, ID, Sisal, Mul-T, OLDEN and Jade).
The algorithm achieves good locality and low scheduling overheads
for this general class of computations, by combining work-stealing 
and depth-first scheduling.

More specifically, given a computation with work $T_1$,
depth $T_\infty$ and $\sigma$ synchronizations that its 
execution requires space $S_1$ on a single-processor 
computer, our algorithm achieves expected space
complexity at most $S_1 + O(PT_\infty \log (PT_\infty))$
and runs in an expected number of
$O(T_1/P + \sigma \log (PT_\infty)/P + T_\infty \log (PT_\infty))$
timesteps on a shared-memory, parallel machine with $P$ processors.
Moreover, for any $\varepsilon > 0$, the space complexity of our 
algorithm is at most $S_1 + O(P(T_\infty + \ln (1/\varepsilon))
\log (P(T_\infty + \ln(P(T_\infty + \ln (1/\varepsilon))/\varepsilon))))$
with probability at least $1-\varepsilon$. Thus, even for values 
of $\varepsilon$ as small as $e^{-T_\infty}$, the space complexity
of our algorithm is at most $S_1 + O(PT_\infty \log(PT_\infty))$, 
with probability at least $1-e^{-T_\infty}$. The algorithm achieves
good locality and low scheduling overheads by automatically
increasing the granularity of the work scheduled on each 
processor.

Our results combine and extend previous algorithms and
analysis techniques (published by Blelloch et. al [6]
and by Narlikar [26]). Our algorithm not only exhibits the 
same good space complexity for the general class of programs 
with synchronization variables as its deterministic analog
presented in [6], but it also achieves good locality and 
low scheduling overhead as the algorithm presented in [26], 
which however performs well only for the more restricted class
of nested parallel computations.
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moreAbstract
In this paper we study the problem of
efficiently scheduling a wide class of multithreaded
computations, called {\em strict};
that is, computations in which all dependencies
from a thread go to the thread's
ancestors in the computation tree.
Strict multithreaded computations allow the
limited use of synchronization primitives.
We present the {\em first} fully distributed
scheduling algorithm which applies to {\em any}
strict multithreaded computation. The algorithm
is asynchronous, on-line and follows the
{\em work-stealing} paradigm. We prove that
our algorithm is efficient not only in terms of
its memory requirements and its execution time, but also in terms of its
communication complexity.
Our analysis applies to both shared and distributed memory
machines.
 
More specifically,
the expected execution time of our algorithm
is $O(T_1/P + hT_{\infty})$, where
$T_1$ is the minimum serial execution
time, $T_{\infty}$ is the minimum execution
time with an infinite number of processors,
$P$ is the number of processors
and $h$ is the maximum ``distance'' in the
{\em computation tree} between
any two threads that need to communicate.
Furthermore, the total space required during the execution
is $O(S_1 P)$, where $S_1$ is the space required
by a serial computer to execute the
computation, while the expected communication cost
incurred by our algorithm is $O(PhT_{\infty} (1+n_d) S_{max})$,
where $n_d$ is the maximum number of dependencies
entering any thread and $S_{max}$ is the largest
amount of storage needed for the execution of
any specific thread of the computation.
Our communication complexity bound is {\em the first}
nontrivial bound ever proved for the
model of strict parallel programming.
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%X In this paper we study the problem of
efficiently scheduling a wide class of multithreaded
computations, called {\em strict};
that is, computations in which all dependencies
from a thread go to the thread's
ancestors in the computation tree.
Strict multithreaded computations allow the
limited use of synchronization primitives.
We present the {\em first} fully distributed
scheduling algorithm which applies to {\em any}
strict multithreaded computation. The algorithm
is asynchronous, on-line and follows the
{\em work-stealing} paradigm. We prove that
our algorithm is efficient not only in terms of
its memory requirements and its execution time, but also in terms of its
communication complexity.
Our analysis applies to both shared and distributed memory
machines.

More specifically,
the expected execution time of our algorithm
is $O(T_1/P + hT_{\infty})$, where
$T_1$ is the minimum serial execution
time, $T_{\infty}$ is the minimum execution
time with an infinite number of processors,
$P$ is the number of processors
and $h$ is the maximum ``distance'' in the
{\em computation tree} between
any two threads that need to communicate.
Furthermore, the total space required during the execution
is $O(S_1 P)$, where $S_1$ is the space required
by a serial computer to execute the
computation, while the expected communication cost
incurred by our algorithm is $O(PhT_{\infty} (1+n_d) S_{max})$,
where $n_d$ is the maximum number of dependencies
entering any thread and $S_{max}$ is the largest
amount of storage needed for the execution of
any specific thread of the computation.
Our communication complexity bound is {\em the first}
nontrivial bound ever proved for the
model of strict parallel programming.
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moreAbstract
Given a weighted graph with some subsets of vertices called groups, the group 
Steiner tree problem is to find a minimum-weight subgraph which contains at 
least one vertex from each group. We give a randomized algorithm with a 
polylogarithmic approximation guarantee for the group Steiner tree problem. The 
previous best approximation guarantee was O (i2k1/i) in time O (nik2i) 
(Charikar, Chekuri, Goel, and Guha). Our algorithm also improves existing 
approximation results for network design problems with location-based 
constraints and for the symmetric generalized traveling salesman problem


BibTeX
@article{GargKonjevodRavi2000,
TITLE = {Approximation algorithm for the group Steiner tree problem},
AUTHOR = {Garg, Naveen and Konjevod, Goran and Ravi, R.},
LANGUAGE = {eng},
ISSN = {0196-6774},
LOCALID = {Local-ID: C1256428004B93B8-0617D093C1C8F270C1256A0F005136B3-GargKonjevodRavi2000},
YEAR = {2000},
DATE = {2000},
ABSTRACT = {Given a weighted graph with some subsets of vertices called groups, the group Steiner tree problem is to find a minimum-weight subgraph which contains at least one vertex from each group. We give a randomized algorithm with a polylogarithmic approximation guarantee for the group Steiner tree problem. The previous best approximation guarantee was O (i2k1/i) in time O (nik2i) (Charikar, Chekuri, Goel, and Guha). Our algorithm also improves existing approximation results for network design problems with location-based constraints and for the symmetric generalized traveling salesman problem},
JOURNAL = {Journal of Algorithms},
VOLUME = {37},
NUMBER = {1},
PAGES = {66--84},
}

Endnote
%0 Journal Article
%A Garg, Naveen
%A Konjevod, Goran
%A Ravi, R.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Approximation algorithm for the group Steiner tree problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3380-9
%F EDOC: 518156
%F OTHER: Local-ID: C1256428004B93B8-0617D093C1C8F270C1256A0F005136B3-GargKonjevodRavi2000
%D 2000
%* Review method: peer-reviewed
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polylogarithmic approximation guarantee for the group Steiner tree problem. The 
previous best approximation guarantee was O (i2k1/i) in time O (nik2i) 
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moreAbstract
The Mentor-lite prototype has been developed within the research project 
"Architecture, Configuration, and Administration of Large Workflow Management 
Systems" funded by the German Science Foundation ({DFG}). In this paper, we 
outline the distributed architecture of Mentor-lite and elaborate on a 
goal-driven autoconfiguration tool for Mentor-lite and similar workflow 
management systems ({WFMS}). This tool aims to recommend an appropriate system 
configuration in terms of replicated workflow, application, and communication 
servers, so as to meet given goals for performance, availability, and 
performability at low system costs. The demo will show the monitoring 
capabilities of Mentor-lite and the various components of the autoconfiguration 
tool.
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moreAbstract
The formalism of monadic second-order (MS) logic has been very successful in 
unifying a large number of algorithms for graphs of bounded treewidth. We 
extend the elegant framework of  MS logic from static problems to dynamic 
problems, in which queries about MS properties of a graph of bounded treewidth 
are interspersed with updates of vertex and edge labels. This allows us to 
unify and occasionally strengthen a number of scattered previous results 
obtained in an ad hoc manner and to enable solutions to a wide range of 
additional problems to be
derived automatically.
 As an auxiliary result of independent interest, we dynamize a data structure 
of Chazelle for answering queries about products of labels along paths in a 
tree with edges labeled by elements of a semigroup.
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moreAbstract
We investigate the class of so-called epidemic algorithms that are commonly 
used for the lazy transmission of
updates to distributed copies of a database. These algorithms use a simple 
randomized communication
mechanism to ensure robustness. Suppose $n$ players communicate in parallel 
rounds in each of which every
player calls a randomly selected communication partner. In every round, players 
can generate rumors
(updates) that are to be distributed among all players. Whenever communication 
is established between two
players, each one must decide which of the rumors to transmit. The major 
problem (arising due to the
randomization) is that players might not know which rumors their partners have 
already received. For
example, a standard algorithm forwarding each rumor from the calling to the 
called players for $\Theta(\ln
n)$ rounds needs to transmit the rumor $\Theta(n \ln n)$ times in order to 
ensure that every player finally
receives the rumor with high probability. 
 
We investigate whether such a large communication overhead is inherent to 
epidemic algorithms. On the
positive side, we show that the communication overhead can be reduced 
significantly. We give an algorithm
using only $O(n \ln\ln n)$ transmissions and $O(\ln n)$ rounds. In addition, we 
prove the robustness of this
algorithm, e.g., against adversarial failures. On the negative side, we show 
that any address-oblivious algorithm
(i.e., an algorithm that does not use the addresses of communication partners) 
needs to send $\Omega(n \ln\ln
n)$ messages for each rumor regardless of the number of rounds. Furthermore, we 
give a general lower bound
showing that time- and communication-optimality cannot be achieved 
simultaneously using random phone
calls, that is, every algorithm that distributes a rumor in $O(\ln n)$ rounds 
needs $\omega(n)$ transmissions.
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moreAbstract
Dominance constraints are a logical language for describing trees that is 
widely used in computational linguistics. Their general satisfiability problem 
is known to be NP-complete. Here we identify \emph{normal} dominance 
constraints, a natural fragment whose satisfiability problem we show to be in 
polynomial time. We present a quadratic satisfiability algorithm and use it in 
another algorithm that enumerates solutions efficiently. Our result is useful 
for various applications of dominance constraints and related formalisms.
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moreAbstract
In this paper we present an efficient general simulation strategy 
for computations designed for fully operational BSP machines of 
n ideal processors, on n-processor dynamic-fault-prone BSP 
machines. The fault occurrences are fail-stop and fully dynamic, 
i.e., they are allowed to happen on-line at any point of the 
computation, subject to the constraint that the total number of 
faulty processors may never exceed a known fraction. The 
computational paradigm can be exploited for robust computations 
over virtual parallel settings with a volatile underlying 
infrastructure, such as a NETWORK OF WORKSTATIONS (where 
workstations may be taken out of the virtual parallel machine 
by their owner).
 
Our simulation strategy is Las Vegas (i.e., it may never fail, 
due to backtracking operations to robustly stored instances of 
the computation, in case of locally unrecoverable situations). 
It adopts an adaptive balancing scheme of the workload among the 
currently live processors of the BSP machine. Our strategy is 
efficient in the sense that, compared with an optimal off-line 
adversarial computation under the same sequence of fault 
occurrences, it achieves an O(log n loglog n)^2 multiplicative 
factor times the optimal work (namely, this measure is in the 
sense of the "competitive ratio" of on-line analysis). In 
addition, our scheme is modular, integrated, and considers many 
implementation points.
 
We comment that, to our knowledge, no previous work on robust 
parallel com-putations has considered fully dynamic faults in 
the BSP model, or in general distributed memory systems. 
Furthermore, this is the first time an efficient Las Vegas
simulation in this area is achieved.
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i.e., they are allowed to happen on-line at any point of the 
computation, subject to the constraint that the total number of 
faulty processors may never exceed a known fraction. The 
computational paradigm can be exploited for robust computations 
over virtual parallel settings with a volatile underlying 
infrastructure, such as a NETWORK OF WORKSTATIONS (where 
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by their owner).

Our simulation strategy is Las Vegas (i.e., it may never fail, 
due to backtracking operations to robustly stored instances of 
the computation, in case of locally unrecoverable situations). 
It adopts an adaptive balancing scheme of the workload among the 
currently live processors of the BSP machine. Our strategy is 
efficient in the sense that, compared with an optimal off-line 
adversarial computation under the same sequence of fault 
occurrences, it achieves an O(log n loglog n)^2 multiplicative 
factor times the optimal work (namely, this measure is in the 
sense of the "competitive ratio" of on-line analysis). In 
addition, our scheme is modular, integrated, and considers many 
implementation points.

We comment that, to our knowledge, no previous work on robust 
parallel com-putations has considered fully dynamic faults in 
the BSP model, or in general distributed memory systems. 
Furthermore, this is the first time an efficient Las Vegas
simulation in this area is achieved.
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moreAbstract
We consider a restricted version of the general Set Covering problem
in which each set in the given set system intersects with any other s
et
in at most 1 element.
We show that the Set Covering problem with intersection 1
cannot be approximated within a  $o(\log n)$ factor in
random polynomial time unless
$NP \subseteq ZTIME(n^{O(\log\log n)})$.
We also observe that the main challenge in
derandomizing this reduction lies in find a hitting set for large
volume combinatorial rectangles satisfying certain intersection
properties. These properties are not satisfied by current methods
of hitting set construction.
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moreAbstract
In this paper, we consider the embedding of multiple directed 
Hamiltonian rings into $d$-dimensional meshes $M_d$. Assuming 
two adjacent nodes in $M_d$ are connected by two directed links
with opposite directions, we aim to embed as many directed 
Hamiltonian rings as possible in a way that they are link-disjoint.
In particular, we construct d link-disjoint directed Hamiltonian
rings in d-dimensional $N_1 \times N_2 \times \cdots \times N_d$
mesh, where each $N_i \geq 2d$ is even.
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moreAbstract
Let $B$ be a point robot moving in the plane, whose path is
constrained to forward motions with curvature at most 1, and 
let $\X$ denote a sequence of $n$ points. Let $s$ be the length 
of the shortest curvature-constrained path for $B$ that visits 
the points of $\X$ in the given order. We show that if the 
points of $\X$ are given \emph{on-line} and the robot has to 
respond to each point immediately, there is no strategy that 
guarantees a path whose length is at most~$f(n)s$, for any 
finite function~$f(n)$. On the other hand, if all points are 
given at once, a path with length at most $5.03 s$ can be 
computed in linear time. In the \emph{semi-online} case, where 
the robot not only knows the next input point but is able to 
``see'' the future input points included in the disk with radius 
$R$ around the robot, a path of length $(5.03 + O(1/R))s$ can be
computed.
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moreAbstract
The {\em 1-searcher} is a mobile guard whose visibility
is limited to a ray emanating from his position, where 
the direction of the ray can be changed continuously with 
bounded angular rotation speed. Given a polygonal region 
$\poly$ with a specified boundary point $d$, is it possible 
for a 1-searcher to eventually {\em see} a mobile intruder
that is arbitrarily faster than the searcher within $\poly$,
before the intruder reaches $d$? We decide this question in 
$O(n\log n)$-time for an $n$-sided polygon. Our main result 
is a simple characterization of the class of polygons (with 
a boundary point $d$) that admits such a search strategy. 
We also present a simple $O(n^2)$-time algorithm for constructing
a search schedule, if one exists. Finally, we compare the 
search capability of a 1-searcher with that of two guards.
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moreAbstract
This paper shows that an $N$-node AKS network (as described by Paterson) can be 
embedded in a
$\frac{3N}{2}$-node degree-8 multibutterfly network with load 1, congestion 1, 
and dilation 2. The result
has several implications, including the first deterministic algorithms for 
sorting and finding the median of $n
\log n$ keys on an $n$-input multibutterfly in $O(\log n)$ time, a 
work-efficient deterministic algorithm for
finding the median of $n \log^2 n \log\log n$ keys on an $n$-input 
multibutterfly in $O(\log n \log\log n)$
time, and a three-dimensional VLSI layout for the $n$-input AKS network with 
volume $O(n^{3/2})$.
While these algorithms are not practical, they provide further evidence of the 
robustness of multibutterfly
networks. We also present a separate, and more practical, deterministic 
algorithm for routing $h$ relations on
an $n$-input multibutterfly in $O(h + \log n)$ time. Previously, only 
algorithms for solving $h$ one-to-one
routing problems were known. Finally, we show that a 2-folded butterfly, whose 
individual splitters do not
exhibit expansion, can emulate a bounded-degree multibutterfly with 
$(\alpha,\beta)$-expansion, for any
$\alpha \cdot \beta < 1/4$.
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moreAbstract
The resource constrained shortest path problem (CSP) asks for the computation
of a least cost path obeying a set of resource constraints. The problem is
NP-complete. We give theoretical and experimental results for CSP. In the
theoretical part we present the hull approach, a combinatorial algorithm
for solving a linear
programming relaxation and prove that it runs in polynomial time in the case of
one resource. In the experimental part we compare the hull approach to previous
methods for solving the LP relaxation and give an exact algorithm based on
the hull approach. We also compare our  exact algorithm to previous 
exact algorithms and approximation algorithms for the problem.
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moreAbstract
We present narrowing algorithms for the sortedness and the alldifferent
constraint which achieve bound-consistency. 
The algorithm for the sortedness constraint takes as input $2n$ intervals $X_1,
\dots, X_n$, $Y_1, \dots, Y_n$ from a linearly ordered set $D$. 
Let $\mathcal{S}$ denote the set of all tuples $t \in X_1 \times \cdots \times
X_n \times Y_1 \times \cdots \times Y_n$ such that the last $n$ components of
$t$ are obtained by sorting the first $n$ components. Our algorithm determines
whether $\mathcal{S}$ is non-empty and if so reduces the intervals to
bound-consistency. The running time of the algorithm is asymptotically the 
same as for sorting the interval endpoints. In problems where this is faster 
than $O(n \log n)$, this improves upon previous results. 
 
The algorithm for the alldifferent constraint takes as input $n$ integer
intervals $Z_1, \dots, Z_n$. Let $\mathcal{T}$ denote all tuples $t \in Z_1
\times \cdots \times Z_n$ where all components are pairwise different. The 
algorithm checks whether $\mathcal{T}$ is non-empty and if so reduces the
ranges to bound-consistency. The running time is also asymptotically the 
same as for sorting the interval endpoints. When the constraint is for example
a permutation constraint, i.e. $Z_i \subseteq \range{1}{n}$ for all $i$, the
running time is linear. This also improves upon previous results.
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moreAbstract
We describe the implementation of an $O(nm \log n)$ algorithm
for weighted matchings in general graphs. The algorithm is a variant of the
algorithm of Galil, Micali, and Gabow and requires the use of concatenable 
priority queues. No previous implementation had a worst-case guarantee of 
$O(nm \log n)$. We compare our implementation to the experimentally fastest 
implementation (called Blossom IV) due to Cook and Rohe; Blossom IV is an 
implementation of Edmonds' algorithm and has a running time no better than 
$O(n^3)$. Blossom IV requires only very simple data structures.
Our experiments show that our new implementation is competitive
to Blossom IV.
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moreAbstract
We prove a separation bound for a large class of algebraic expressions
specified by expression dags. 
The bound applies to expressions whose leaves are integers
and whose internal nodes are additions, subtractions, multiplications,
divisions, $k$-th root operations for integral $k$, and taking roots of
polynomials whose coefficients are given by the values of subexpressions. 
The (logarithm of the) 
new bound depends linearly on the algebraic degree of the expression.
Previous bounds applied to a smaller class of expressions and did not
guarantee linear dependency. 
\ignore{In~\cite{BFMS} the dependency was quadratic. 
and in the Li-Yap bound~\cite{LY} the dependency is usually linear, but may be
even worse than quadratic.}
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moreAbstract
In spite of intensive research, no work-efficient parallel algorithm
for the single source shortest path problem is known which works in
sublinear time for arbitrary directed graphs with non-negative edge
weights.  We present an algorithm that improves this situation
for graphs where the ratio $\Diam/\Delta$ between the maximum weight
of a shortest path $\Diam$ and a ``safe step width''
$\Delta$ is not too large.
We show how such a step width can be found efficiently and
give several graph classes which meet the above condition, such that
our parallel shortest path algorithm runs in sublinear time and uses linear
work.
The new algorithm is even faster than a previous one which only works
for random graphs with random edge weights.
On those graphs our new approach is faster
by a factor of $\Th{\log n/\log\log n}$ and achieves an expected
time bound of $\Oh{\log^2 n}$ using linear work.
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In this paper we investigate the
{\em constrained crossing minimization problem}
defined as
follows. Given a connected, planar graph $G=(V,E)$, a combinatorial
embedding $\Pi(G)$ of $G$, and a set of pairwise distinct edges
$F\subseteq V\times V$, find a drawing of $G^\prime=(V,E\cup F)$ such that the
combinatorial embedding $\Pi(G)$ of $G$ is preserved and the number of
crossings is minimized.
The constrained crossing minimization problem arises in the drawing method 
based on planarization.
 
The constrained crossing minimization problem is NP--hard.
We can formulate it as an $|F|$--pairs
shortest walks problem on an extended dual graph, in which  we want to minimize
the sum of the lengths of the walks plus the number of crossings between walks.
 
Here we present an integer linear programming formulation (ILP) for the
{\em shortest crossing walks problem}. Furthermore we present
additional valid inequalities that strengthen the formulation. Based on our
results we have designed and implemented a branch and cut algorithm. Our
computational experiments for the constrained crossing minimization problem
on a benchmark set of graphs are encouraging. This is the first time that
practical instances of the problem can be
solved to provable optimality.
\end{document}
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In this paper we investigate the
{\em constrained crossing minimization problem}
defined as
follows. Given a connected, planar graph $G=(V,E)$, a combinatorial
embedding $\Pi(G)$ of $G$, and a set of pairwise distinct edges
$F\subseteq V\times V$, find a drawing of $G^\prime=(V,E\cup F)$ such that the
combinatorial embedding $\Pi(G)$ of $G$ is preserved and the number of
crossings is minimized.
The constrained crossing minimization problem arises in the drawing method 
based on planarization.

The constrained crossing minimization problem is NP--hard.
We can formulate it as an $|F|$--pairs
shortest walks problem on an extended dual graph, in which  we want to minimize
the sum of the lengths of the walks plus the number of crossings between walks.

Here we present an integer linear programming formulation (ILP) for the
{\em shortest crossing walks problem}. Furthermore we present
additional valid inequalities that strengthen the formulation. Based on our
results we have designed and implemented a branch and cut algorithm. Our
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moreAbstract
We study several old and new algorithms for computing lower and upper bounds 
for the
Steiner problem in networks using dual-ascent and primal-dual strategies. We 
show that
none of the known algorithms can both generate tight lower bounds empirically 
and
guarantee their quality theoretically; and we present a new algorithm which 
combines
both features. The new algorithm has running time $O(re\log n)$ and guarantees 
a ratio
of at most two between the generated upper and lower bounds, whereas the fastest
previous algorithm with comparably tight empirical bounds has running time 
$O(e^2)$
without a constant approximation ratio. Furthermore, we show that the 
approximation
ratio two between the bounds can even be achieved in time $O(e + n\log n)$, 
improving
the previous time bound of $O(n^2\log n)$.
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moreAbstract
We present a deterministic algorithm for computing the diameter of a set of
$n$ points in $\Re^3$; its running time $O(n\log n)$ is worst-case optimal.
This improves previous deterministic algorithms by
Ramos (1997) and Bespamyatnikh (1998), both with running time
$O(n\log^2 n)$, and matches the running time of a randomized algorithm
by Clarkson and Shor (1989).
We also present a deterministic algorithm for computing the lower envelope
of $n$ functions of 2 variables, for a class of functions with certain 
restrictions;
if the functions in the class have lower envelope
with worst-case complexity $O(\lambda_2(n))$, the running time is 
$O(\lambda_2(n)
\log n)$, in general, and $O(\lambda_2(n))$ when 
$\lambda_2(n)=\Omega(n^{1+\epsilon})$
for any small fraction $\epsilon>0$.
The algorithms follow a divide-and-conquer approach
based on deterministic sampling with the essential feature that planar graph
separators are used to group subproblems in order to limit the growth of the
total subproblem size.
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moreAbstract
We describe an approach for answering linear programming queries with respect to
a set of $n$ linear constraints in $\Re^d$, for a fixed dimension $d$. Solutions
to this problem had been given before by Matou\v{s}ek (1993) using a 
multidimesional
version of parametric search and by Chan (1996) using randomization and 
Clarkson's
approach to linear programming. These previous approaches use data structures 
for
halfspace-range emptiness queries and reporting queries, respectively. Our 
approach
is a generalization of Chan's: it also uses halfspace-range reporting data 
structures,
Clarkson's approach to linear programming, and avoids parametric search; unlike
Chan's appraoch, it gives deterministic solutions without considerable 
additional
preprocessing overhead.
The new solution is as good or improves the previous solutions in all the range 
of
storage space: with $O(n^{\fdh} \log^{O(1)} n)$ storage space, it achieves 
query time
$O(\log^{ c \log d} n)$, where $c$ is a small constant independent from $d$, in
comparison to $O(\log^{d+1} n)$ for Matou\v{s}ek's data structure and 
$O(n^{c'\log d})$
for Chan's; with $O(n)$ storage space, it achieves, as Chan's data structure, 
query time
$O(n^{1-\ifdh} 2^{O(\log^* n)})$ after $O(n^{1+\epsilon})$ preprocessing, but
without using randomization.
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moreAbstract
High performance applications involving large data sets require the
efficient and flexible use of multiple disks.  In an external memory
machine with $D$ parallel, independent disks, only one block can be
accessed on each disk in one I/O step. This restriction leads to a
load balancing problem that is perhaps the main inhibitor for adapting
single-disk external memory algorithms to multiple disks.  This paper
shows that this problem can be solved efficiently using a combination
of randomized placement, redundancy and an optimal scheduling
algorithm.  A buffer of $\Ohh{D}$ blocks suffices to support efficient
writing of arbitrary blocks if blocks are distributed uniformly at
random to the disks (e.g., by hashing).  If two randomly allocated
copies of each block exist, $N$ arbitrary blocks can be read within
$\ceil{N/D}+1$ I/O steps with high probability. In addition, the
redundancy can be reduced from $2$ to $1+1/r$ for any integer $r$.
%Using appropriate codes even multiple disk %failures can be tolerated
with low redundancy.  These results can be used to emulate the simple
and powerful ``single-disk multi-head'' model of external computing
\cite{AggVit88} on the physically more realistic independent disk
model \cite{VitShr94} with small constant overhead.  This is faster
than a lower bound for deterministic emulation \cite{Arm96}.
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        “Asynchronous Scheduling of Redundant Disk Arrays,” in Proceedings of the 12th Annual ACM Symposium on Parallel Algorithms and Architecture (SPAA-00), 2000.
    
moreAbstract
Random redundant allocation of data to parallel disk arrays can be
exploited to achieve low access delays.  New algorithms are proposed
which improve the previously known shortest queue algorithm by
systematically exploiting that scheduling decisions can be deferred
until a block access is actually started on a disk.  These algorithms
are also generalized for coding schemes with low redundancy.  Using
extensive experiments, practically important quantities are measured
which have so far eluded an analytical treatment: The delay
distribution when a stream of requests approaches the limit of the
sytem capacity, the system efficiency for parallel disk applications
with bounded prefetching buffers, and the combination of both for
mixed traffic.  A further step towards practice is taken by outlining
the system design for $\alpha$: automatically
load-balanced parallel hard-disk array.
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moreAbstract
The cache hierarchy prevalent in todays high performance processors
has to be taken into account in order to design algorithms that
perform well in practice.  This paper advocates the adaption of
external memory algorithms to this purpose. This idea and the
practical issues involved are exemplified by engineering a fast
priority queue suited to external memory and cached memory that is
based on $k$-way merging.  It improves previous external memory
algorithms by constant factors crucial for transferring it to cached
memory.  Running in the cache hierarchy of a workstation the algorithm
is at least two times faster than an optimized implementation of
binary heaps and 4-ary heaps for large inputs.
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moreAbstract
We study the problem of exchanging a set of messages among a group of
processors, using the  model of simplex communication.  
Messages may consist of different numbers of packets.  Let $\Lmax$
denote the maximum number of packets that a processor must send and
receive.  If all the packets need to be delivered directly, at least
$\frac{3}{2}\Lmax$ communication steps are needed to solve the problem
in the worst case.  We show that by allowing forwarding, only
$\frac{6}{5}\Lmax + \Oh{1}$ time steps are needed to exchange all the
messages, and this is optimal. Our work was motivated by the
importance of irregular message exchanges in distributed-memory
parallel computers, but it can also be viewed as an answer to an open
problem on scheduling file transfers posed by Coffmann, Garey,
Johnsson, and LaPaugh in 1985.
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moreAbstract
The ``fractional tree'' algorithm for broadcasting and reduction is
introduced. Its communication pattern interpolates between two well
known patterns --- sequential pipeline and pipelined binary
tree. The speedup over the best of these simple methods can approach
two for large systems and messages of intermediate size.  For networks
which are not very densely connected the new algorithm seems to be the
best known method for the important case that each processor has only
a single (possibly bidirectional) channel into the communication
network.
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moreAbstract
Many geometric algorithms that are usually formulated for points and
segments generalize easily to inputs also containing rays and lines.
The sweep algorithm for segment intersection is a prototypical
example. Implementations of such algorithms do, in general, not
extend easily. For example, segment endpoints cause events in sweep
line algorithms, but lines have no endpoints. We describe a general
technique, which we call infimaximal frames, for extending
implementations to inputs also containing rays and lines. The
technique can also be used to extend implementations of planar
subdivisions to subdivisions with many unbounded faces. We have used
the technique successfully in generalizing a sweep algorithm designed
for segments to rays and lines and also in an implementation of planar
Nef polyhedra.
 
Our implementation is based on concepts of generic programming in C++
and the geometric data types provided by the C++ Computational
Geometry Algorithms Library (CGAL).
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moreAbstract
The use of randomization in online multiprocessor scheduling is studied. The 
problem of scheduling independent jobs on m machines online originates with 
Graham [16]. While the deterministic case of this problem has been studied 
extensively, little work has been done on the randomized case. For m= 2 a 
randomized 4/3-competitive algorithm was found by Bartal et  al. A randomized 
algorithm for m  3 is presented. It achieves competitive ratios of 1.55665, 
1.65888, 1.73376, 1.78295, and 1.81681, for m = 3, 4, 5, 6,7 , respectively. 
These competitive
ratios are less than the best deterministic lower bound for m=3,4,5 and less 
than the best known deterministic competitive ratio for m = 3,4,5,6,7 . Two 
models of multiprocessor scheduling  with rejection are studied. The first is 
the model of Bartal et al. Two randomized algorithms for this model are 
presented. The first algorithm performs well for small m , achieving 
competitive  ratios of 3/2 , $(7 + \sqrt{129})/10 < 1.83579$ , $(5 + 2 
\sqrt{22})/7 < 2.05441$ for m=2,3,4 , respectively. The second algorithm 
outperforms the first for m  5 . It beats the deterministic  algorithm of 
Bartal et al. for all m = 5 ,. . ., 1000 . It is conjectured that this is true 
for all m . The second model differs in that preemption is allowed. For this 
model, randomized algorithms
 are presented which outperform the best deterministic algorithm for small m .
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moreAbstract
Almost surely succeeding and polynomial average time 
algorithms for coloring random k-colorable graphs are presented.
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moreAbstract
We present an efficient external-memory dynamic data structure for
point location in monotone planar subdivisions. Our data structure
uses $O(N/B)$ disk blocks to store a monotone subdivision of size $N$,
where $B$ is the size of a disk block. It supports queries in
$O(\log_{B}^{2} N)$ I/Os (worst-case) and updates in $O(\log_{B}^{2} N)$ I/Os
(amortized).
 
We also propose a new variant of $B$-trees, called
{\em level-balanced $B$-trees}, which allow insert, delete, merge,
and split operations in $O((1+\frac{b}{B}\log_{M/B} \frac{N}{B})\log_{b}
N)$ I/Os (amortized), $2\leq b\leq B/2$, even if each node stores a
pointer to its parent.  Here $M$ is the size of main memory. Besides
being essential to our point-location data structure, we believe that
{\em level-balanced B-trees\/} are of significant independent
interest. They can, for example, be used to dynamically maintain a
planar st-graph using $O((1+\frac{b}{B}\log_{M/B} \frac{N}{B})\log_{b}
N)=O(\log_{B}^{2} N)$ I/Os (amortized) per update, so that reachability
queries can be answered in $O(\log_{B} N)$ I/Os (worst case).
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moreAbstract
The Stoer–Wagner algorithm computes a minimum cut in a weighted undirected 
graph. The algorithm works in n−1 phases, where n is the number of nodes of G. 
Each phase takes time O(m+nlogn), where m is the number of edges of G, and 
computes a pair of vertices s and t and a minimum cut separating s and t. We 
show how to extend the algorithm such that each phase also computes a maximum 
flow from s to t. The flow is computed in O(m) additional time and certifies 
the cut computed in the phase.
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moreAbstract
In this paper we analyse the expected depth of random circuits of fixed fanin f
. Such circuits are built a gate at a time, with the f inputs of each new gate 
being chosen randomly from among the previously added gates. The depth of the 
new gate is defined to be one more than the maximal depth of its input gates. 
We show that the expected depth of a random circuit with n gates is bounded 
from above by ef ln n and from below by 2.04 … f ln n.
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moreAbstract
In the next century, virtual laboratories will play a key role in 
biotechnology. Computer experiments will not only replace
time-consuming and expensive real-world experiments, but they will also
provide insights that cannot be obtained using ``wet'' experiments.
The field that deals with the modeling of atoms, molecules, and their
reactions is called Molecular Modeling. The advent of
Life Sciences gave rise to numerous new developments in this
area. However, the implementation of new simulation tools is extremely
time-consuming. This is mainly due to the large amount of
supporting code ({\eg} for data import/export, visualization, and so on)
that is required in addition to the code necessary to implement the new idea. The
only way to reduce the development time is to reuse reliable code,
preferably using object-oriented approaches. We have designed and
implemented {\Ball}, the first object-oriented application framework for rapid
prototyping in Molecular Modeling. By the use
of the composite design pattern and polymorphism we were able to model
the multitude of complex biochemical concepts in a well-structured and
comprehensible class hierarchy, the {\Ball} kernel classes. The
isomorphism between the biochemical structures and the kernel classes
leads to an intuitive interface. Since {\Ball} was designed for rapid software
prototyping, ease of use and flexibility were our principal design
goals. Besides the kernel classes, {\Ball} provides fundamental
components for import/export of data in various file formats,
Molecular Mechanics simulations, three-dimensional visualization, and
more complex ones like a numerical solver for the Poisson-Boltzmann
equation. The usefulness of {\Ball} was shown by the
implementation of an algorithm that checks proteins for
similarity. Instead of the five months that an earlier implementation
took, we were able to implement it within a day using {\Ball}.
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moreAbstract
In the next century, virtual laboratories will play a key role in
biotechnology. Computer experiments will not only replace
time-consuming and expensive real-world experiments, but they will also
provide insights that cannot be obtained using ``wet'' experiments.
The field that deals with the modeling of atoms, molecules, and their
reactions is called Molecular Modeling. The advent of
Life Sciences gave rise to numerous new developments in this
area. However, the implementation of new simulation tools is extremely
time-consuming. This is mainly due to the large amount of
supporting code (e.g. for data import/export, visualization, and so on)
that is required in addition to the code necessary to implement the new idea.  
The
only way to reduce the development time is to reuse reliable code,
preferably using object-oriented approaches. We have designed and
implemented BALL, the first object-oriented application framework for rapid
prototyping in Molecular Modeling. By the use
of the composite design pattern and polymorphism we were able to model
the multitude of complex biochemical concepts in a well-structured and
comprehensible class hierarchy, the BALL kernel classes. The
isomorphism between the biochemical structures and the kernel classes
leads to an intuitive interface. Since BALL was designed for rapid software
prototyping, ease of use and flexibility were our principal design
goals. Besides the kernel classes, BALL provides fundamental
components for import/export of data in various file formats,
Molecular Mechanics simulations, three-dimensional visualization, and
more complex ones like a numerical solver for the Poisson-Boltzmann
equation. The usefulness of BALL was shown by the
implementation of an algorithm that checks proteins for
similarity. Instead of the five months that an earlier implementation
took, we were able to implement it within a day using BALL.
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moreAbstract
With the increasing amount of DNA sequence information deposited in
  our databases searching for similarity to a query sequence
  has become a basic operation in molecular biology.
  But even todays fast algorithms reach their limits when
  applied to all-versus-all comparisons of large databases.
  Here we present a new data base searching
  algorithm dubbed QUASAR (Q-gram Alignment based on Suffix ARrays)
  which was designed to quickly detect sequences with strong
  similarity to the query in a context where many searches are
  conducted on one database. Our algorithm applies a modification of
  $q$-tuple filtering implemented on top of a suffix array. Two
  versions were developed, one for a RAM resident suffix array and one
  for access to the suffix array on disk. We compared our implementation
  with BLAST and found that our approach is an order of magnitude faster.
  It is, however, restricted to the search for strongly similar DNA
  sequences as is typically required, e.g., in the context of clustering 
  expressed sequence tags (ESTs).
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moreAbstract
Writing a program for computing the Voronoi diagram of line segments 
is a complex task. Not only there is an abundance of geometric cases
that have to be considered, but the problem is also numerically 
difficult. Therefore it is very easy to make subtle programming errors. 
In this paper we present a procedure that for a given set of sites $S$
and a candidate graph $G$ rigorously checks that $G$ is the correct
Voronoi diagram of line segments for $S$. Our procedure is particularly 
efficient and simple to implement.
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moreAbstract
We show that the combination of the CGAL framework
for geometric computation and the number type
leda-real yields easy-to-write, correct
and efficient geometric programs.
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moreAbstract
Consider the problem of finding a maximum flow in a network. Goldberg and 
Tarjan introduced the preflow-push method for solving this problem. When this 
method is implemented with the highest-level selection rule, then both the 
running time and the number of pushes are known to be , where n is the number 
of nodes and m is the number of edges. We give a new proof based on a potential 
function argument. Potential function arguments may be preferable for analyzing 
preflow-push algorithms, since they are simple and generic.
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moreAbstract
Most geometric algorithms are formulated under the non-degeneracy assumption
which usually does not hold in practice.
When implementing such an algorithm, a treatment of  degenerate 
cases is necessary to prevent incorrect outputs or crashes. One 
way to overcome this nontrivial task is to use perturbations. 
In this paper we describe a generic implementation of efficient 
random linear perturbations within CGAL and discuss the 
practicality of using it examining the convex hull problem, line 
segment intersection and Delaunay triangulation.
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moreAbstract
The construction of full-text indexes on very large text collections
  is nowadays a hot problem. The suffix array~\cite{Manber-Myers} is
  one of the most attractive full-text indexing data structures due to
  its simplicity, space efficiency and powerful/fast search operations
  supported. In this paper we analyze theoretically and
  experimentally, the I/O-complexity and the working space of six
  algorithms for constructing large suffix arrays.  Additionally, we
  design a new external-memory algorithm that follows the basic
  philosophy underlying the algorithm in~\cite{book-info} but in a
  significantly different manner, thus combining its good practical
  qualities with efficient worst-case performances. At the best of our
  knowledge, this is the first study which provides a wide spectrum of
  possible approaches to the construction of suffix arrays in external
  memory, and thus it should be helpful to anyone who is interested in
  building full-text indexes on very large text collections.
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moreAbstract
The construction of full-text indexes on very large text collections
 is nowadays a hot problem. The suffix array [Manber-Myers,~1993] is
 one of the most attractive full-text indexing data structures due to
 its simplicity, space efficiency and powerful/fast search operations
 supported. In this paper we analyze, both theoretically and
 experimentally, the I/O-complexity and the working space of six
 algorithms for constructing large suffix arrays. Three of them are
 the state-of-the-art, the other three algorithms are our new
 proposals. We perform a set of experiments based on three different
 data sets (English texts, Amino-acid sequences and random texts) and
 give a precise hierarchy of these algorithms according to their
 working-space vs. construction-time tradeoff. Given the current
 trends in model design~\cite{Farach-et-al,Vitter} and disk
 technology~\cite{dahlin,Ruemmler-Wilkes}, we will pose particular
 attention to differentiate between ``random'' and ``contiguous''
 disk accesses, in order to reasonably explain some practical
 I/O-phenomena which are related to the experimental behavior of
 these algorithms and that would be otherwise meaningless in the
 light of other simpler external-memory models. 
 
 At the best of our knowledge, this is the first study which provides
 a wide spectrum of possible approaches to the construction of suffix
 arrays in external memory, and thus it should be helpful to anyone
 who is interested in building full-text indexes on very large text
 collections.
 
 Finally, we conclude our paper by addressing two other issues. The
 former concerns with the problem of building word-indexes; we show
 that our results can be successfully applied to this case too,
 without any loss in efficiency and without compromising the
 simplicity of programming so to achieve a uniform, simple and
 efficient approach to both the two indexing models. The latter issue
 is related to the intriguing and apparently counterintuitive
 ``contradiction'' between the effective practical performance of the
 well-known BaezaYates-Gonnet-Snider's algorithm~\cite{book-info},
 verified in our experiments, and its unappealing (i.e., cubic)
 worst-case behavior. We devise a new external-memory algorithm that
 follows the basic philosophy underlying that algorithm but in a
 significantly different manner, thus resulting in a novel approach
 which combines good worst-case bounds with efficient practical
 performance.
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moreAbstract
During the last years, many software libraries for \emph{in-core} computation 
have been developed. Most internal memory algorithms perform very badly when 
used in an \emph{external memory} setting. We introduce LEDA-SM that extends 
the LEDA-library~\cite{LEDAbook} towards secondary memory computation. LEDA-SM  
uses I/O-efficient algorithms and data structures that do not suffer from the 
so called {\em I/O bottleneck}. LEDA is used for in-core computation.  We 
explain the design of LEDA-SM and report on performance results.
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moreAbstract
Curve reconstruction algorithms are supposed to reconstruct curves from point
samples. Recent papers present algorithms that come with a guarantee: Given a 
sufficiently dense sample of a closed smooth curve, the algorithms construct 
the correct polygonal reconstruction. Nothing is claimed about the output of 
the algorithms, if the input is not a dense sample of a closed smooth curve, 
e.g., a sample of a curve with endpoints. We present an algorithm that comes 
with a guarantee for any set $P$ of input points. The algorithm constructs a 
polygonal reconstruction $G$ and a smooth curve $\Gamma$ that justifies $G$ 
as the reconstruction from $P$.
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moreAbstract
In this paper, we prove two general lower bounds for algebraic
decision trees which test membership in a set $S\subseteq R^n$ which is
defined by linear inequalities.
Let $rank(S)$ be
the maximal dimension of a linear subspace contained in the closure of
$S$ {in the Euclidean topology}.
 
First we show that any decision tree for $S$ which uses
products of linear functions (we call such functions
{\em mlf-functions}) must have depth at least $n-rank(S)$.
This solves an open question raised by A.C.~Yao and
can be used to show
that mlf-functions are not really more powerful
than simple comparisons between the input variables when
computing the largest $k$ out of $n$ elements.
Yao proved this result in the special case when
products of at most two linear functions are allowed.
Out proof also shows that any decision tree for this problem
must have exponential size.
 
Using the same methods, we can give an
alternative proof of Rabin's Theorem, namely
that the depth of any decision tree for $S$ using arbitrary
analytic functions is at least $n-rank(S)$.
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moreAbstract
In this paper, I would like to argue -- based on my personal
programming experience -- that implementing algorithms is FUN.
Moreover, it can lead to a better understanding of the problem
at hand, it can help to avoid embarrassing  mistakes, and
animated algorithms can be used in class as a tool for teaching.
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moreAbstract
The problem of motion planning in three dimensions for $n$ tethered
robots is considered.  Motivation for this problem comes from the
need to coordinate the motion of a group of tethered underwater
vehicles. The motion plan must be such that it can be executed without
the robots' tethers becoming tangled. The simultaneous-motion plan
is generated in three steps. First, an ordering of the robots is 
produced that maximizes the number of robots that can move along
straight lines to their targets. Then paths for the robots are
computed assuming they move sequentially in the given order. 
Two methods of computing the sequential-motion plan for the 
robots are presented.  The first method is computationally
simple but guarantees no bound on the path length with respect
to the optimal length; the second method guarantees nearly
optimal paths for the given ordering at the expense of additional
computation.  Finally, trajectories are determined that allow the
robots to move simultaneously.  The motion plan generated is
guaranteed not to result in tangled tethers. The algorithms we 
present are shown to run in $O(n^4)$ time in total in the
worst case, which is less than the additional computation needed
to produce the nearly optimal paths using existing approximation
algorithms.
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Two methods of computing the sequential-motion plan for the 
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moreAbstract
We consider the two--dimensional compaction problem for orthogonal
  grid drawings in which the task is to alter the coordinates of the
  vertices and edge segments while preserving the shape of the drawing
  so that the total edge length is minimized. The problem is closely
  related to two--dimensional compaction in VLSI--design and 
  has been shown to be NP--hard.
 
  We characterize the set of feasible solutions for the
  two--dimensional compaction problem in terms of paths in the
  so--called constraint graphs in $x$-- and $y$--direction. Similar
  graphs (known as \emph{layout graphs}) have already been used for
  one--dimensional compaction in VLSI--design, but this is the first
  time that a direct connection between these graphs is established.
  Given the pair of constraint graphs, the two--dimensional compaction
  task can be viewed as extending these graphs by new arcs so that
  certain conditions are satisfied and the total edge length is
  minimized. We can recognize those instances having only one such
  extension; for these cases we solve the compaction problem in
  polynomial time.
 
  We transform the geometrical problem into a graph--theoretical one
  and formulate it as an integer linear program. Our
  computational experiments show that the new approach works well in
  practice.
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moreAbstract
Combinations of graph drawing and map labeling problems yield
challenging mathematical problems and have direct applications,
\emph{e.g.}, in automation engineering. We call graph drawing problems
in which subsets of vertices and edges need to be labeled \emph{graph
  labeling problems}. Unlike in map labeling where the position of the
objects is specified in the input, the coordinates of vertices and
edges in a graph drawing problem instance are yet to be determined and
thus create additional degrees of freedom.  We concentrate on the
\emph{Compaction and Labeling (COLA) Problem}: Given an orthogonal
representation---as produced by algorithms within the
topology--shape--metrics paradigm---and some label information, the
task is to generate a labeled orthogonal embedding with minimum
weighted sum of edge length and perimeter. We characterize feasible
solutions of the \emph{COLA} problem extending an existing framework
for solving pure compaction problems. Based on the graph--theoretical
characterization, we present a branch--and--cut algorithm which
computes optimally labeled orthogonal drawings for given instances of
the \emph{COLA} problem.  Computational experiments on a benchmark set
of practical instances show that our method is superior to the
traditional approach of applying map labeling algorithms to graph
drawings. To our knowledge, this is the first algorithm especially
designed to solve graph labeling problems.


BibTeX
@inproceedings{KlauMutzel1999,
TITLE = {Combining Graph Labeling and Compaction},
AUTHOR = {Klau, Gunnar W. and Mutzel, Petra},
LANGUAGE = {eng},
ISSN = {0302-9743},
LOCALID = {Local-ID: C1256428004B93B8-BEAECCF6C5B8CA77C12568A900362FDF-KlauMutzel1999},
PUBLISHER = {Springer},
YEAR = {1999},
DATE = {1999},
ABSTRACT = {Combinations of graph drawing and map labeling problems yield challenging mathematical problems and have direct applications, \emph{e.g.}, in automation engineering. We call graph drawing problems in which subsets of vertices and edges need to be labeled \emph{graph labeling problems}. Unlike in map labeling where the position of the objects is specified in the input, the coordinates of vertices and edges in a graph drawing problem instance are yet to be determined and thus create additional degrees of freedom. We concentrate on the \emph{Compaction and Labeling (COLA) Problem}: Given an orthogonal representation---as produced by algorithms within the topology--shape--metrics paradigm---and some label information, the task is to generate a labeled orthogonal embedding with minimum weighted sum of edge length and perimeter. We characterize feasible solutions of the \emph{COLA} problem extending an existing framework for solving pure compaction problems. Based on the graph--theoretical characterization, we present a branch--and--cut algorithm which computes optimally labeled orthogonal drawings for given instances of the \emph{COLA} problem. Computational experiments on a benchmark set of practical instances show that our method is superior to the traditional approach of applying map labeling algorithms to graph drawings. To our knowledge, this is the first algorithm especially designed to solve graph labeling problems.},
BOOKTITLE = {Proceedings of the 7th International Symposium on Graph Drawing (GD-99)},
EDITOR = {Kratochv{\'i}l, Jan},
PAGES = {27--37},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {1731},
}

Endnote
%0 Conference Proceedings
%A Klau, Gunnar W.
%A Mutzel, Petra
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Combining Graph Labeling and Compaction : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-35B1-D
%F EDOC: 518052
%F OTHER: Local-ID: C1256428004B93B8-BEAECCF6C5B8CA77C12568A900362FDF-KlauMutzel1999
%D 1999
%B Untitled Event
%Z date of event: 1999 - 
%C Stirin Castle, Czech Republic
%X Combinations of graph drawing and map labeling problems yield
challenging mathematical problems and have direct applications,
\emph{e.g.}, in automation engineering. We call graph drawing problems
in which subsets of vertices and edges need to be labeled \emph{graph
  labeling problems}. Unlike in map labeling where the position of the
objects is specified in the input, the coordinates of vertices and
edges in a graph drawing problem instance are yet to be determined and
thus create additional degrees of freedom.  We concentrate on the
\emph{Compaction and Labeling (COLA) Problem}: Given an orthogonal
representation---as produced by algorithms within the
topology--shape--metrics paradigm---and some label information, the
task is to generate a labeled orthogonal embedding with minimum
weighted sum of edge length and perimeter. We characterize feasible
solutions of the \emph{COLA} problem extending an existing framework
for solving pure compaction problems. Based on the graph--theoretical
characterization, we present a branch--and--cut algorithm which
computes optimally labeled orthogonal drawings for given instances of
the \emph{COLA} problem.  Computational experiments on a benchmark set
of practical instances show that our method is superior to the
traditional approach of applying map labeling algorithms to graph
drawings. To our knowledge, this is the first algorithm especially
designed to solve graph labeling problems.
%B Proceedings of the 7th International Symposium on Graph Drawing (GD-99)
%E Kratochv&#237;l, Jan
%P 27 - 37
%I Springer
%B Lecture Notes in Computer Science
%N 1731
%@ false




	PuRe
	BibTeX

	


        2854
    
                Conference paper
            
D1


        O. Kohlbacher and H.-P. Lenhof
    

        “Rapid Software Prototyping in Computational Molecular Biology,” in Proceedings of the German Conference on Bioinformatics (GCB’99), 1999.
    
moreAbstract
Rapid Software Prototyping can significantly reduce development times in the 
field of Computational Molecular Biology and Molecular Modeling. BALL
  (Biochemical Algo- rithms Library) is an application framework in C++ that 
has been specifically designed for this purpose. It provides an extensive set 
of data
  structures as well as classes for Molecular Mechanics, advanced solvation 
methods, comparison and analysis of protein structures, file import/export, and
  visualization. BALL has been carefully designed to be robust, easy to use, 
and open to extensions. Especially its extensibility which results from an
  object-oriented and generic programming approach distinguishes it from other 
software packages. BALL is well suited to serve as a public repository for 
reliable
  data structures and algorithms. We show in an example that the implementation 
of complex methods is greatly simplified when using the data structures and
  functionality provided by BALL.
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moreAbstract
We prove that the problem STO of deciding whether or not a finite set $E$ of 
term equations is subject to occur check is in NP. $E$ is subject to occur 
check if an execution of the Martelli-Montanari unification algorithm gives for 
input $E$ a set $E^{\prime} \cup \{ x=t \}$, where $t \not= x$ and $x$ appears 
in $t$. Apt, van Emde Boas and Welling (1994) proved that STO is NP-hard 
leaving the problem of NP-completeness open.
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moreAbstract
The  bounded $k$-median problem is to select in an undirected graph $G=(V,E)
$ a set $S$ of $k$
vertices such that the maximum distance from a vertex $v \in V$  to $S$ is at 
mos
t a given bound $d$
and the average distance from vertices $V$ to $S$ is minimized. We present 
random
ized
algorithms for several versions of this problem.
We also study the bounded version of the uncapacitated facility location 
problem.
 
For this latter problem  we
present extensions of known deterministic algorithms for the unbounded version, 
a
nd we prove some inapproximability results.
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moreAbstract
We give an $O(\sqrt{\log n})$ factor approximation
algorithm for covering a rectilinear polygon with holes using
axis-parallel rectangles.
This is the first polynomial time
approximation algorithm for this problem with
a $o(\log n)$ approximation factor.
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Improved parallel, external and parallel-external algorithms for 
  list-ranking and computing the connected components of a graph are 
  presented. These algorithms are implemented and tested on a cluster 
  of workstations using the C programming language and mpich, a 
  portable implementation of the MPI (Message-Passing Interface) 
  standard.
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LEDA is a library of efficient data types and algorithms in combinatorial and 
geometric computing. The main features of the library are its wide collection 
of data types and algorithms, the precise and readable specification of these 
types, its efficiency, its extendibility, and its ease of use. 1. Introduction 
Combinatorial and geometric computing is a core area of computer science. In 
fact, most CS curricula contain a course in data structures and algorithms. The 
area deals with objects such as graphs, sequences, dictionaries, trees, 
shortest paths, flows, matchings, points, segments, lines, convex hulls, and 
Voronoi diagrams and forms the basis for application areas such as discrete 
optimization, scheduling, traffic control, CAD, and graphics. There is no 
standard library of the data structures and algorithms of combinatorial and 
geometric computing. This is in sharp contrast to many other areas of 
computing. There are, e.g., packages in statistics (SPSS), numerical analysis 
(LINPAC...
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moreAbstract
Stefan Näher and I started the work on LEDA [LED] in the spring on 1989. Many 
collegues and students have contributed to the project since then. A first 
publication appeared in the fall of the same year [MN89]. The LEDAbook [MN99] 
will appear in the fall of 1999 and should be available at WAE99. In my talk I 
will discuss how the work on LEDA has changed my research perspective.
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moreAbstract
We investigate the {\em constrained crossing minimization problem} for graphs
defined as follows. Given a connected, planar graph $G=(V,E)$, a combinatorial
embedding $\Pi(G)$ of $G$, and a set of pairwise distinct edges 
$F\subseteq V\times V$, find a 
drawing of $G\cup F$ in the plane such that the combinatorial embedding 
$\Pi(G)$ of $G$ is preserved and the number of edge crossings is minimum.
 
This problem arises in the context of automatic graph drawing. Here, the 
so--called planarization method transforms a general graph into a planar graph
and then applies planar graph drawing methods to it.
 
First we show NP--hardness of this problem. Then we formulate an $|F|$--pairs 
shortest walks problem on an extended dual graph, where the number of crossings
between the walks is added to the cost function. We show that this dual problem
is equivalent to our original problem. Our approach to solve the dual problem 
is based on polyhedral combinatorics. We investigate an ILP--formulation and
present first computational results using a branch--and--cut algorithm based on
ABACUS.
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moreAbstract
We study the problem of optimizing over the set of all combinatorial embeddings
of a given planar graph.
Our objective function prefers certain cycles of $G$ as face cycles in the embed
ding.
The motivation for studying this problem arises in graph drawing, where the chos
en embedding has an important influence on the aesthetics of the drawing.
 
We characterize the set of all possible embeddings of a given biconnected planar
 graph $G$ by means of a system of linear inequalities with $\{0,1\}$-variables
corresponding to the set of those cycles in $G$ which can appear in a combinator
ial embedding. This system of linear inequalities can be constructed recursively
 using SPQR-trees and a new splitting operation.
 
Our computational results on two benchmark sets of graphs are surprising: The nu
mber of variables
and constraints seems to grow only linearly with the size of the graphs although
 the number of
embeddings grows exponentially. For all tested graphs (up to 500 vertices) and l
inear objective
functions, the resulting integer linear programs could be generated within 10 mi
nutes and solved within two seconds on a Sun Enterprise 10000 using CPLEX.
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        “Integration of graph iterators into LEDA,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1999-1-006, 1999.
    
moreAbstract
This paper explains some implementation details of graph iterators and
data accessors in LEDA.
It shows how to create new iterators for new graph implementations such
that old algorithms can be re--used with new graph implementations as long
as they are based on graph iterators and data accessors.
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moreAbstract
By \emph{open--world design} we mean that collaborating classes are so
loosely coupled that changes in one class
do not propagate to the other classes, and single classes can be isolated
and integrated in other contexts. Of course, this is what maintainability
and reusability is all about.
 
In the paper, we will demonstrate that in Java even an open--world design of mere
attribute access can only be achieved if static
safety is sacrificed, and that this conflict is unresolvable \emph{even if the attribute
type is fixed}. With generic language extensions such as GJ, which is a generic extension
of Java, it is possible to combine static type safety and open--world design.
 
As a consequence, genericity should be viewed as a
first--class design feature, because generic language features are preferably applied
in many situations in which object--orientedness seems appropriate.
 
We chose Java as the base of the discussion because Java is commonly known and several
advanced features of Java aim at a loose coupling of classes.
In particular, the paper is intended to make a strong point
in favor of generic extensions of Java.
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In the paper, we will demonstrate that in Java even an open--world design of mere
attribute access can only be achieved if static
safety is sacrificed, and that this conflict is unresolvable \emph{even if the attribute
type is fixed}. With generic language extensions such as GJ, which is a generic extension
of Java, it is possible to combine static type safety and open--world design.

As a consequence, genericity should be viewed as a
first--class design feature, because generic language features are preferably applied
in many situations in which object--orientedness seems appropriate.
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moreAbstract
We describe the following data structures. For halfspace range reporting,
in 3-space using expected preprocessing time $O(n\log n)$, worst case storage
$O(n\log\log n)$ and worst case reporting time $O(\log n+k)$ where $n$ is
the number of data points and $k$ the number of points reported; in $d$-space,
with $d$ even, using worst case preprocessing time $O(n\log n)$ and storage
$O(n)$ and reporting time $O(n^{1-1/\lfloor d/2\rfloor}\log^c n+k)$. For ray
shooting in a convex polytope determined by $n$ facets using deterministic
preprocessing time $O((n/\log n)^{\floor{d/2}}\log^c n)$ and storage $O((n/
\log n)^{\lfloor d/2 \rfloor}2^{\log^* n})$ and with query time $O(\log n)$.
For ray shooting in arbitrary direction among $n$ hyperplanes using 
preprocessing
$O(n^d/ \log^{\floor{d/2}} n)$ and query time $O(\log n)$. We also
describe algorithms to construct the $k$-level of $n$ planes in 3-space dual
to points in convex position: the first one is randomized and uses nearly 
optimal
expected time $O(n\log n + nk2^{c\log^* k})$ and the second one is deterministic
and uses time $O(nk\log^c n)$. By a standard geometric transformation the same
time bound applies for the construction of the $k$-order Voronoi diagram of $n$
sites in the plane.
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moreAbstract
The dynamics of relativistic atomic wave functions evolving under the
influence of intense laser pulses is used as an example of a general
class of applications employing the alternating direction implicit
method. The method requires the solution of many tridiagonal systems
of linear equations.  A range of parallel algorithms for this setting
are analyzed with respect to their scalability on large parallel
machines.
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        “Accessing Multiple Sequences Through Set Associative Caches,” in Proceedings of the 26th International Colloquium on Automata, Languages and Programming (ICALP-99), 1999.
    
moreAbstract
The cache hierarchy prevalent in todays high performance processors
has to be taken into account in order to design algorithms which
perform well in practice.  We start from the empirical observation
that external memory algorithms often turn out to be good algorithms
for cached memory. This is not self evident since caches have a fixed
and quite restrictive algorithm choosing the content of the cache. We
investigate the impact of this restriction for the frequently
occurring case of access to multiple sequences.  We show that any
access pattern to $k=\Th{M/B^{1+1/a}}$ sequential data streams can be
efficiently supported on an $a$-way set associative cache with
capacity $M$ and line size $B$.  The bounds are tight up to lower
order terms.
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moreAbstract
High performance applications involving large data sets require the
efficient and flexible use of multiple disks. In an external memory
machine with D parallel, independent disks, only one block can be
accessed on each disk in one I/O step. This restriction leads to a
load balancing problem that is perhaps the main inhibitor for the
efficient adaptation of single-disk external memory algorithms to
multiple disks. We show how this problem can be solved efficiently by
using randomization and redundancy. A buffer of O(D) blocks suffices
to support efficient writing of arbitrary blocks if blocks are
distributed uniformly at random to the disks (e.g., by hashing). If
two randomly allocated copies of each block exist, N arbitrary blocks
can be read within ceiling(N/D)+1 I/O steps with high probability.
The redundancy can be further reduced from 2 to 1+1/r for any integer
r. From the point of view of external memory models, these results
rehabilitate Aggarwal and Vitter's "single-disk multi-head" model that
allows access to D arbitrary blocks in each I/O step. This powerful
model can be emulated on the physically more realistic independent
disk model with small constant overhead factors. Parallel disk
external memory algorithms can therefore be developed in the
multi-head model first. The emulation result can then be applied
directly or further refinements can be added.
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moreAbstract
Nearest neighbor load balancing algorithms, like diffusion, are
popular due to their simplicity, flexibility, and robustness. We show
that they are also asymptotically very efficient when a random rather
than a worst case initial load distribution is considered. We show
that diffusion needs $\Th{(\log n)^{2/d}}$ balancing time on a
$d$-dimensional mesh network with $n^d$ processors. Furthermore, some
but not all of the algorithms known to perform better than diffusion
in the worst case also perform better for random loads.  We also
present new results on worst case performance regarding the maximum
load deviation.
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moreAbstract
The cache hierarchy prevalent in todays high performance processors
has to be taken into account in order to design algorithms which
perform well in practice.  We advocates the approach to adapt external
memory algorithms to this purpose. 
We exemplify this approach and the practical issues
involved by
engineering a fast priority queue suited to external memory and cached
memory which is based on $k$-way merging.  
It improves previous external memory algorithms by constant factors 
crucial for transferring it to cached memory.
Running in the cache
hierarchy of a workstation the algorithm is up to $4.7$ times faster
than an optimized binary heap implementation.
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moreAbstract
Many applications in parallel processing have to traverse large,
implicitly defined trees with irregular shape.  The receiver initiated
load balancing algorithm \emph{random polling} has long been known to
be very efficient for these problems in practice.  For any
$\epsilon>0$, we prove that its parallel execution time is at most
$(1+\epsilon)\Tseq/\proc + \Oh{\Tatomic + h(\frac{1}{\epsilon} +
\Trouting + \Tsplit)}$ with high probability, where $\Trouting$,
$\Tsplit$ and $\Tatomic$ bound the time for sending a message,
splitting a subproblem and finishing a small unsplittable subproblem
respectively.  The \emph{maximum splitting depth} $h$ is related to the
depth of the computation tree.  Previous work did not prove efficiency
close to one and used less accurate models. In particular, our machine
model allows asynchronous communication with nonconstant message
delays and does not assume that communication takes place in
rounds. This model is compatible with the LogP model.
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moreAbstract
Performance aspects of a Lagrangian relaxation based heuristic for
solving large 0-1 integer linear programs are discussed. In
particular, we look at its application to airline and railway crew
scheduling problems.  We present a scalable parallelization of the
original algorithm used in production at Carmen Systems AB,
G\"oteborg, Sweden, based on distributing the variables and a new
sequential \emph{active set strategy} which requires less work and is
better adapted to the memory hierachy properties of modern RISC
processors. The active set strategy can even be parallelized on
networks of workstations.
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moreAbstract
We report on experiments on the performance of various geometry kernels for
the two-dimensional convex hull problem. We consider how programming techniques
and the choice of geometric representation affect performance.
In particular we investigate the cost of exact computation.
We use C{\tt ++} as the implementation language.
Our experiments are largely based on CGAL.
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moreAbstract
In diesem Bericht sind die Dokumente geb\"undelt, die erforderlich 
  sind f\"ur eine m\"ogliche Er\"offnung des Habilitationsverfahren 
  an der Technischen Fakult\"at der Universit\"at des Saarlandes. 
  Nach meinem Lebenslauf folgt ein Schriftenverzeichnis. Darin 
  wird ein \"Uberblick \"uber meine nicht-wissenschaftlichen 
  Aktivit\"aten gegeben: Unterricht und Projekte. Der gr\"o\3te 
  Teil dieses Berichtes wird von einer Zusammenfassung meiner 
  wissenschaftlichen Aktivit\"aten seit Juli 1992 (meine Zeit in 
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moreAbstract
Two improved list-ranking algorithms are presented. The 
 ``peeling-off'' algorithm leads to an optimal PRAM algorithm, but 
 was designed with application on a real parallel machine in mind. 
 It is simpler than earlier algorithms, and in a range of problem 
 sizes, where previously several algorithms where required for the 
 best performance, now this single algorithm suffices. If the problem 
 size is much larger than the number of available processors, then the 
 ``sparse-ruling-sets'' algorithm is even better. In previous 
 versions this algorithm had very restricted practical application 
 because of the large number of communication rounds it was 
 performing. This main weakness of this algorithm is overcome by 
 adding two new ideas, each of which reduces the number of 
 communication rounds by a factor of two.
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moreAbstract
In this paper we present a polynomial time approximation scheme for the
job shop scheduling problem with fixed number of machines and fixed
number of operationsper job. The polynomial time approximation scheme can be 
extended to the case of job shop problems with release and delivery times,
multiprocessor job shops, and dag job shops.
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moreAbstract
We study the preemptive and non-preemptive versions of the job shop scheduling 
pr
oblem when the number of machines and the number of operations per job are 
fixed.
 We present linear time approximation schemes for both problems. These 
algorithms
 are the best possible for such problems in two regards: they achieve the best 
po
ssible performance ratio since both problems are known to be strongly NP-hard; 
an
d they have optimum asymptotic time complexity.


BibTeX
@inproceedings{Solis-Oba1999f,
TITLE = {A linear time approximation scheme for the job shop scheduling problem},
AUTHOR = {Solis-Oba, Roberto and Jansen, Klaus and Sviridenko, Maxim},
LANGUAGE = {eng},
ISBN = {3-540-66329-0},
LOCALID = {Local-ID: C1256428004B93B8-86B6BC715FDC2E3CC12567D10053A40A-Solis-Oba1999f},
PUBLISHER = {Springer},
YEAR = {1999},
DATE = {1999},
ABSTRACT = {We study the preemptive and non-preemptive versions of the job shop scheduling pr oblem when the number of machines and the number of operations per job are fixed. We present linear time approximation schemes for both problems. These algorithms are the best possible for such problems in two regards: they achieve the best po ssible performance ratio since both problems are known to be strongly NP-hard; an d they have optimum asymptotic time complexity.},
BOOKTITLE = {Proceedings of the 3rd International Workshop on Randomization and Approximation Techniques in Computer Science, and 2nd International Workshop on Approximation Algorithms for Combinatorial Optimization Problems (RANDOM-APPROX-99)},
EDITOR = {Hochbaum, Dorit and Jansen, Klaus and Rolim, Jos{\'e} D. P. and Sinclair, Alistair},
PAGES = {177--188},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {1671},
}

Endnote
%0 Conference Proceedings
%A Solis-Oba, Roberto
%A Jansen, Klaus
%A Sviridenko, Maxim
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A linear time approximation scheme for the job shop scheduling problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3591-4
%F EDOC: 518025
%F OTHER: Local-ID: C1256428004B93B8-86B6BC715FDC2E3CC12567D10053A40A-Solis-Oba1999f
%D 1999
%B Untitled Event
%Z date of event: 1999 - 
%C Berkeley, U.S.A.
%X We study the preemptive and non-preemptive versions of the job shop scheduling 
pr
oblem when the number of machines and the number of operations per job are 
fixed.
 We present linear time approximation schemes for both problems. These 
algorithms
 are the best possible for such problems in two regards: they achieve the best 
po
ssible performance ratio since both problems are known to be strongly NP-hard; 
an
d they have optimum asymptotic time complexity.
%B Proceedings of the 3rd International Workshop on Randomization and Approximation Techniques in Computer Science, and 2nd International Workshop on Approximation Algorithms for Combinatorial Optimization Problems (RANDOM-APPROX-99)
%E Hochbaum, Dorit; Jansen, Klaus; Rolim, Jos&#233; D. P.; Sinclair, Alistair
%P 177 - 188
%I Springer
%@ 3-540-66329-0
%B Lecture Notes in Computer Science
%N 1671




	PuRe
	BibTeX

	


        2895
    
                Thesis
            
D1


        J.-B. Son
    

        “Berechnung konvexer Hüllen in erwarteter Linearzeit,” Universität des Saarlandes, Saarbrücken, 1999.
    
moreBibTeX
@mastersthesis{Son1999,
TITLE = {{Berechnung konvexer H{\"u}llen in erwarteter Linearzeit}},
AUTHOR = {Son, Jung-Bae},
LANGUAGE = {deu},
LOCALID = {Local-ID: C1256428004B93B8-2FEE39B17F562138C12568B600500633-Son1999},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1999},
DATE = {1999},
}

Endnote
%0 Thesis
%A Son, Jung-Bae
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Berechnung konvexer H&#252;llen in erwarteter Linearzeit : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-35AB-C
%F EDOC: 518084
%F OTHER: Local-ID: C1256428004B93B8-2FEE39B17F562138C12568B600500633-Son1999
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1999
%V master
%9 master




	PuRe
	BibTeX

	


        2896
    
                Article
            
D1


        C. R. Subramanian
    

        “Minimum Coloring k-Colorable Graphs in Polynomial Average Time,” Journal of Algorithms, vol. 33, 1999.
    
moreAbstract
We present algorithms for minimum coloring k-colorable graphs 
drawn from random and semi-random models. In the first model, 
each allowed edge is included with indpendent probability p.
In the second model, an adversary is given the power to 
vary the edge probability as the random instance is built. 
Semi-random models were introduced as a way of striking a balance
between random graphs and worst-case adversaries. Our algorithms 
run in polynomial time on the average. Minimum coloring is harder
than k-coloring because even a ''short certificate'' is not presently 
known for the optimality of a coloring.
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moreAbstract
The thesis describes how to achieve partial and full persitence for graph data structures of bounded degree. It describes and analyzes a randomized approach. Further it provides a framework for making C++ data structures partially persistent. The framework is used for constructing a partially persistent dictionary based on red-black trees, which is used for point location in planar subdivisions and voronoi diagrams.
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moreAbstract
We investigate an online version of the scheduling problem 
$P, NC|pmtn|C_{\max}$, where a set of jobs has to be scheduled
on a number of identical machines so as to minimize the makespan.
The job processing times are known in advance and preemption of
jobs is allowed. Machines are {\it non-continuously\/} available,
i.e., they can break down and recover at arbitrary time instances {\it not
known in advance}. New machines may be added as well. Thus machine
availabilities change online.
 
We first show that no online algorithm can construct optimal schedules. 
We also show that no online algorithm can achieve a constant competitive
ratio if there may be time intervals where no machine is available.
Then we present an online algorithm that constructs schedules with an
optimal makespan of $C_{\max}^{OPT}$ if a {\it lookahead\/} of one is 
given, i.e., the algorithm always knows the next point in time when
the set of available machines changes. Finally we give an online algorithm
without lookahead that constructs schedules with a nearly optimal makespan
of $C_{\max}^{OPT} + \epsilon$, for any $\epsilon >0$, if at any
time at least one machine is available. Our results 
demonstrate that not knowing machine availabilities in advance is of
little harm.
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moreAbstract
We report on a software library of dynamic graph algorithms.
It was written in \CC as an extension of LEDA, the library
of efficient data types and algorithms. It contains implementations
of simple data structures as well as of sophisticated data
structures for dynamic connectivity, dynamic minimum spanning trees,
dynamic single source shortest paths, and dynamic transitive
closure. All data structures are implemented by classes derived
from a common base class, thus they have a common interface.
Additionally, the base class is in charge of keeping all dynamic
data structures working on the same graph consistent.
It is possible to change the structure of a graph by a procedure
which is not aware of the dynamic data structures initialized for
this graph. The library is easily extendible.
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moreAbstract
We discuss the implementation of network flow algorithms in floating point 
arithmetic. We give an example to illustrate the difficulties that may arise 
when floating point arithmetic is used without care. We describe an iterative 
improvement scheme that can be put around any network flow algorithm for 
integer capacities. The scheme carefully scales the capacities such that all 
integers arising can be handled exactly using floating point arithmetic. Let n 
and m be the number of nodes and edges of the network, respectively. For m 109 
and with double precision floating point arithmetic, the number of iterations 
is always bounded by three, and the relative error in the flow value is at most 
2−19. For m 106 and with double precision arithmetic, the relative error after 
the first iteration is bounded by 10−3.
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moreAbstract
Algorithms are presented for the all-pairs min-cut problem in bounded
tree-width, planar and sparse networks.  The approach used
is to preprocess the input $n$-vertex network so that, afterwards, the
value of a min-cut between any two vertices can be efficiently
computed.  A tradeoff is shown between the preprocessing time and the time
taken to compute min-cuts subsequently. In particular, after
an $O(n\log n)$ preprocessing of a bounded tree-width network,
it is possible to find the value of a
min-cut between any two vertices in constant time. This implies that
for such networks the all-pairs min-cut problem can be solved
in time $O(n^2)$.
This algorithm is used in conjunction with a graph
decomposition technique of Frederickson to obtain algorithms for
sparse and planar networks. The running times depend upon a
topological property, $\gamma$, of the input network.
The parameter $\gamma$ varies between
1 and $\Theta(n)$; the algorithms perform well when $\gamma = o(n)$.
The value of a min-cut can be found in time $O(n + \gamma^2 \log
\gamma)$ and all-pairs min-cut can be solved in time $O(n^2 + \gamma^4
\log \gamma)$ for sparse networks. The corresponding running times
for planar networks are $O(n+\gamma \log \gamma)$ and $O(n^2 + \gamma^3
\log \gamma)$, respectively. The latter bounds depend on a result
of independent interest: outerplanar networks have small
``mimicking'' networks which are also outerplanar.
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sparse and planar networks. The running times depend upon a
topological property, $\gamma$, of the input network.
The parameter $\gamma$ varies between
1 and $\Theta(n)$; the algorithms perform well when $\gamma = o(n)$.
The value of a min-cut can be found in time $O(n + \gamma^2 \log
\gamma)$ and all-pairs min-cut can be solved in time $O(n^2 + \gamma^4
\log \gamma)$ for sparse networks. The corresponding running times
for planar networks are $O(n+\gamma \log \gamma)$ and $O(n^2 + \gamma^3
\log \gamma)$, respectively. The latter bounds depend on a result
of independent interest: outerplanar networks have small
``mimicking'' networks which are also outerplanar.
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moreAbstract
We consider the following scheduling problem:
Our goal is to execute a given amount of
arbitrarily decomposable work on a distributed machine
as quickly as possible.
The work is maintained by a central scheduler
that can assign chunks of work of an arbitrary size
to idle processors.
The difficulty is that the processing time required for
a chunk is not exactly predictable---usually the less, the
larger the chunk---and that processors suffer a
delay for each assignment.
Our objective is to minimize the total wasted time of the schedule,
that is, the sum of all delays plus the idle times of processors
waiting for the last processor to finish.
 
We introduce a new deterministic model for this setting,
based on estimated ranges $[\alpha(w),\beta(w)]$ for processing times
of chunks of size $w$.
Depending on $\alpha$, $\beta$, and a measure for the overall
deviation from these estimates, we can prove matching
upper and lower bounds on the wasted time, the former being
achieved by our new \emph{balancing} strategy.
This is in sharp contrast with previous work that,
even under the strong assumption of independent,
approximately normally distributed chunk processing times,
proposed only heuristic scheduling schemes supported
merely by empirical evidence.
Our model naturally subsumes this stochastic setting, and
our generic analysis is valid for
most of the existing schemes too, proving them to be non-optimal.
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upper and lower bounds on the wasted time, the former being
achieved by our new \emph{balancing} strategy.
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moreAbstract
We present a parallel priority queue that supports the following
operations in constant time: {\em parallel insertion\/} of a
sequence of elements ordered according to key,
{\em parallel decrease key\/} for a sequence of elements ordered
according to key, {\em deletion of the minimum key element}, as well as
{\em deletion of an arbitrary element}. Our data structure is the first
to support multi insertion and multi decrease key in constant time.
The priority queue can be implemented on the EREW PRAM, and can
perform any sequence of $n$ operations in $O(n)$ time and $O(m\log
n)$ work, $m$ being the total number of keys inserted and/or
updated. A main application is a parallel implementation of
Dijkstra's algorithm for the single-source shortest path problem,
which runs in $O(n)$ time and $O(m\log n)$ work on a CREW PRAM on
graphs with $n$ vertices and $m$ edges. This is a logarithmic factor
improvement in the running time compared with previous approaches.
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according to key, {\em deletion of the minimum key element}, as well as
{\em deletion of an arbitrary element}. Our data structure is the first
to support multi insertion and multi decrease key in constant time.
The priority queue can be implemented on the EREW PRAM, and can
perform any sequence of $n$ operations in $O(n)$ time and $O(m\log
n)$ work, $m$ being the total number of keys inserted and/or
updated. A main application is a parallel implementation of
Dijkstra's algorithm for the single-source shortest path problem,
which runs in $O(n)$ time and $O(m\log n)$ work on a CREW PRAM on
graphs with $n$ vertices and $m$ edges. This is a logarithmic factor
improvement in the running time compared with previous approaches.
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moreAbstract
We consider the problem of implementing finger search trees on the
pointer machine, {\it i.e.}, how to maintain a sorted list such that
searching for an element $x$, starting the search at any arbitrary
element $f$ in the list, only requires logarithmic time in the
distance between $x$ and $f$ in the list.

We present the first pointer-based implementation of finger search
trees allowing new elements to be inserted at any arbitrary position
in the list in worst case constant time. Previously, the best known
insertion time on the pointer machine was $O(\log^{*} n)$, where $n$
is the total length of the list. On a unit-cost RAM, a constant
insertion time has been achieved by Dietz and Raman by using
standard techniques of packing small problem sizes into a constant
number of machine words.

Deletion of a list element is supported in $O(\log^{*} n)$ time, which
matches the previous best bounds. Our data structure requires linear
space.
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moreAbstract
Comparator networks for constructing binary heaps of size $n$ are
presented which have size $O(n\log\log n)$ and depth $O(\log n)$. A
lower bound of $n\log\log n-O(n)$ for the size of any heap
construction network is also proven, implying that the networks
presented are within a constant factor of optimal. We give a tight
relation between the leading constants in the size of selection
networks and in the size of heap constructiion networks.
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construction network is also proven, implying that the networks
presented are within a constant factor of optimal. We give a tight
relation between the leading constants in the size of selection
networks and in the size of heap constructiion networks.
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moreAbstract
Comparator networks for constructing binary heaps of size $n$ are
presented which have size $O(n\log\log n)$ and depth $O(\log n)$.  A
lower bound of $n\log\log n-O(n)$ for the size of any heap
construction network is also proven, implying that the networks
presented are within a constant factor of optimal. We give
a tight relation between the leading constants in the size of selection
networks and in the size of heap construction networks.
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moreAbstract
A priority queue $Q$ is a data structure that maintains a collection
of elements, each element having an associated priority drawn from a
totally ordered universe, under the operations {\sc Insert}, which
inserts an element into $Q$, and {\sc DeleteMin}, which deletes an
element with the minimum priority from $Q$.  In this paper a
priority-queue implementation is given which is efficient with
respect to the number of block transfers or I/Os performed between
the internal and external memories of a computer.  Let $B$ and $M$
denote the respective capacity of a block and the internal memory
measured in elements.  The developed data structure handles any
intermixed sequence of {\sc Insert} and {\sc DeleteMin} operations such
that in every disjoint interval of $B$ consecutive priority-queue
operations at most $c \log_{M/B} \frac{N}{M}$ I/Os are performed,
for some positive constant $c$. These I/Os are divided evenly among
the operations: if $B \geq c \log_{M/B} \frac{N}{M}$, one I/O is
necessary for every $B/(c\log_{M/B} \frac{N}{M})$th operation and if
$B < c \log_{M/B} \frac{N}{M}$, $\frac{c}{B}\log_{M/B} \frac{N}{M}$
I/Os are performed per every operation.  Moreover, every operation
requires $O(\log_2 N)$ comparisons in the worst case.  The best
earlier solutions can only handle a sequence of $S$ operations with
$O(\sum_{i=1}^{S}\frac{1}{B}\log_{M/B}\frac{N_{i}}{M})$ I/Os, where
$N_{i}$ denotes the number of elements stored in the data structure
prior to the $i$th operation, without giving any guarantee for the
performance of the individual operations.
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element with the minimum priority from $Q$.  In this paper a
priority-queue implementation is given which is efficient with
respect to the number of block transfers or I/Os performed between
the internal and external memories of a computer.  Let $B$ and $M$
denote the respective capacity of a block and the internal memory
measured in elements.  The developed data structure handles any
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necessary for every $B/(c\log_{M/B} \frac{N}{M})$th operation and if
$B &lt; c \log_{M/B} \frac{N}{M}$, $\frac{c}{B}\log_{M/B} \frac{N}{M}$
I/Os are performed per every operation.  Moreover, every operation
requires $O(\log_2 N)$ comparisons in the worst case.  The best
earlier solutions can only handle a sequence of $S$ operations with
$O(\sum_{i=1}^{S}\frac{1}{B}\log_{M/B}\frac{N_{i}}{M})$ I/Os, where
$N_{i}$ denotes the number of elements stored in the data structure
prior to the $i$th operation, without giving any guarantee for the
performance of the individual operations.
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        “Applications of the generic programming paradigm in the design of CGAL,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1998-1-030, 1998.
    
moreAbstract
We report on the use of the generic programming paradigm in the computational
geometry algorithms library CGAL. The parameterization of 
the geometric algorithms in CGAL enhances flexibility and adaptability and 
opens an easy way for abolishing precision and robustness problems by exact but
nevertheless efficient computation. Furthermore we discuss circulators, which 
are an extension of the iterator concept to circular structures. Such structures
arise frequently in geometric computing.
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%X We report on the use of the generic programming paradigm in the computational
geometry algorithms library CGAL. The parameterization of 
the geometric algorithms in CGAL enhances flexibility and adaptability and 
opens an easy way for abolishing precision and robustness problems by exact but
nevertheless efficient computation. Furthermore we discuss circulators, which 
are an extension of the iterator concept to circular structures. Such structures
arise frequently in geometric computing.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        2926
    
                Conference paper
            
D1


        H. Brönnimann, C. Burnikel, and S. Pion
    

        “Interval analysis yields efficient dynamic filters for computational geometry,” in Proceedings of the 14th International Annual ACM Symposium on Computational Geometry (SCG-98), 1998.
    
moreAbstract
We discuss interval techniques for speeding up the exact evaluation of
  geometric predicates and describe an efficient implementation of interval
  arithmetic that is strongly influenced by the rounding modes of the
  widely used IEEE 754 standard.  Using this approach we engineer an
  efficient floating 
  point filter for the computation of the sign of a determinant that works
  for arbitrary dimensions.  Furthermore we show how to use our interval
  techniques for exact linear optimization problems of low dimension as
  they arise in geometric computing.  We validate our approach
  experimentally, comparing it with other static, dynamic and semi-static
  filters.
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moreAbstract
With the increasing amount of DNA sequence information deposited in
 our databases searching for similarity to a query sequence
 has become a basic operation in molecular biology.
 But even today's fast algorithms reach their limits when
 applied to all-versus-all comparisons of large databases.
 Here we present a new data base searching
 algorithm dubbed QUASAR (Q-gram Alignment based on Suffix ARrays)
 which was designed to quickly detect sequences with strong
 similarity to the query in a context where many searches are
 conducted on one database. Our algorithm applies a modification of
 $q$-tuple filtering implemented on top of a suffix array. Two
 versions were developed, one for a RAM resident suffix array and one
 for access to the suffix array on disk. We compared our implementation
 with BLAST and found that our approach is an order of magnitude faster.
 It is, however, restricted to the search for strongly similar DNA
 sequences as is typically required, e.g., in the context of clustering 
 expressed sequence tags (ESTs).
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%X With the increasing amount of DNA sequence information deposited in
 our databases searching for similarity to a query sequence
 has become a basic operation in molecular biology.
 But even today's fast algorithms reach their limits when
 applied to all-versus-all comparisons of large databases.
 Here we present a new data base searching
 algorithm dubbed QUASAR (Q-gram Alignment based on Suffix ARrays)
 which was designed to quickly detect sequences with strong
 similarity to the query in a context where many searches are
 conducted on one database. Our algorithm applies a modification of
 $q$-tuple filtering implemented on top of a suffix array. Two
 versions were developed, one for a RAM resident suffix array and one
 for access to the suffix array on disk. We compared our implementation
 with BLAST and found that our approach is an order of magnitude faster.
 It is, however, restricted to the search for strongly similar DNA
 sequences as is typically required, e.g., in the context of clustering 
 expressed sequence tags (ESTs).
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moreAbstract
We solve the following problem.
For a given rational circle $C$ passing through the rational points 
$p$, $q$, $r$ and a given angle $\alpha$, compute a rational point 
on $C$ whose angle at $C$ differs from $\alpha$ by a value of 
at most $\epsilon$.
In addition, try to minimize the bit length of the computed point.
 
This document contains the C++ program |rational_points_on_circle.c|.
We use the literate programming tool |noweb| by Norman Ramsey.
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%X We solve the following problem.
For a given rational circle $C$ passing through the rational points 
$p$, $q$, $r$ and a given angle $\alpha$, compute a rational point 
on $C$ whose angle at $C$ differs from $\alpha$ by a value of 
at most $\epsilon$.
In addition, try to minimize the bit length of the computed point.

This document contains the C++ program |rational_points_on_circle.c|.
We use the literate programming tool |noweb| by Norman Ramsey.
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moreAbstract
This document describes the LEDA program dc_delaunay.c 
for computing Delaunay graphs by the divide-and-conquer method. 
The program can be used either with exact primitives or with 
non-exact primitives. It handles all cases of degeneracy
and is relatively robust against the use of imprecise arithmetic. 
We use the literate programming tool noweb by Norman Ramsey.
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%X This document describes the LEDA program dc_delaunay.c 
for computing Delaunay graphs by the divide-and-conquer method. 
The program can be used either with exact primitives or with 
non-exact primitives. It handles all cases of degeneracy
and is relatively robust against the use of imprecise arithmetic. 
We use the literate programming tool noweb by Norman Ramsey.
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moreAbstract
We present a new recursive method for division with remainder of integers. Its
running time is $2K(n)+O(n \log n)$ for division of a $2n$-digit number by an
$n$-digit number where $K(n)$ is the Karatsuba multiplication time. It pays in p
ractice for numbers with 860 bits or more. Then we show how we can lower this bo
und to 
$3/2 K(n)+O(n\log n)$ if we are not interested in the remainder. 
As an application of division with remainder we show how to speedup modular 
multiplication. We also give practical results of an implementation that allow u
s to say that we have the fastest integer division on a SPARC architecture compa
red to all other integer packages we know of.
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%X We present a new recursive method for division with remainder of integers. Its
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moreAbstract
A {\em mimicking network} for a $k$-terminal network, $N$, is one
whose realizable external flows are the same as those of $N$. Let
$S(k)$ denote the minimum size of a mimicking network for a
$k$-terminal network. In this paper we give new constructions
of mimicking networks and prove the following results (the values in
brackets are the previously best known results): $S(4)=5~[2^{16}]$,
$S(5)=6~[2^{32}]$. For bounded treewidth networks we show $S(k)=
O(k)~[2^{2^{k}}]$, and for outerplanar networks we show
$S(k) \leq 10k-6~[k^22^{k+2}]$.
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moreAbstract
We consider the problem of preprocessing an $n$-vertex digraph with
real edge weights so that subsequent queries for the shortest path or distance
between any two vertices can be efficiently answered.
We give parallel algorithms for the EREW PRAM model of computation
that depend on the {\em treewidth} of
the input graph. When the treewidth is a constant, our algorithms
can answer distance queries in $O(\alpha(n))$ time using a single
processor, after a preprocessing of $O(\log^2n)$ time and $O(n)$ work,
where $\alpha(n)$ is the inverse of Ackermann's function. 
The class of constant treewidth graphs
contains outerplanar graphs and series-parallel graphs, among
others. To the best of our knowledge, these
are the first parallel algorithms which achieve these bounds
for any class of graphs except trees.
We also give a dynamic algorithm which, after a change in
an edge weight, updates our data structures in $O(\log n)$ time
using $O(n^\beta)$ work, for any constant $0 < \beta < 1$.
Moreover, we give an algorithm of independent interest:
computing a shortest path tree, or finding a negative cycle in
$O(\log^2 n)$ time using $O(n)$ work.
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moreAbstract
Given an input array of $n$ real numbers, sorting with padding
$\lambda$ consists in writing those numbers in order in an array of
size $(1+\lambda)n$, thus leaving $\lambda n$ entries {\em empty}.
Only comparisons are allowed between the numbers to be sorted. We
describe an algorithm that, with $nk$ processors in the CRCW PRAM
model, sorts the input array with padding $o(1)$ using time
$
O(\log_k n \log^*(\log_k n)+\loglog k)
$.
This improves a previous algorithm %by Hagerup and Raman %\cite{HaRa93}
with time bound %(after an improvement in \cite{GoZw95})
$
O(\log_k n  $ $(\loglog k)^3\cdot 2^{C(\log^* n-\log^*k)})
$.
The best known lower bound is $\Omega(\log_k n)$.
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moreAbstract
We show that the well-known random incremental construction of
 Clarkson and Shor can be adapted via {\it gradations}
 to provide efficient external-memory algorithms for some geometric
 problems. In particular, as the main result, we obtain an optimal
 randomized algorithm for the problem of computing the trapezoidal
 decomposition determined by a set of $N$ line segments in the plane
 with $K$ pairwise intersections, that requires $\Theta(\frac{N}{B}
 \log_{M/B} \frac{N}{B} +\frac{K}{B})$ expected disk accesses, where
 $M$ is the size of the available internal memory and $B$ is the size
 of the block transfer. The approach is sufficiently general to
 obtain algorithms also for the problems of 3-d half-space
 intersections, 2-d and 3-d convex hulls, 2-d abstract Voronoi
 diagrams and batched planar point location, which require an optimal
 expected number of disk accesses and are simpler than the ones
 previously known. The results extend to an external-memory model
 with multiple disks. Additionally, under reasonable conditions on
 the parameters $N,M,B$, these results can be notably simplified
 originating practical algorithms which still achieve optimal
 expected bounds.
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moreAbstract
The single source shortest path (SSSP) problem 
lacks parallel solutions which are fast and simultaneously
work-efficient.
We propose simple criteria which divide
Dijkstra's sequential SSSP algorithm into a number of phases, 
such that the operations within a phase can be done
in parallel. We give a PRAM algorithm based on these criteria
and analyze its performance on random digraphs 
with random edge weights uniformly distributed in $[0,1]$.
We use the ${\cal G}(n,d/n)$ model:  the graph consists of 
$n$~nodes and each edge is chosen with probability $d/n$.
Our PRAM algorithm needs ${\cal O}(n^{1/3} \log n)$
time and ${\cal O}(n \log n+dn)$ work with high probability (whp).
We also give extensions to external memory computation.
 
Simulations show the applicability of our approach 
even on non-random graphs.
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moreAbstract
We report on the performance of a library
 prototype for external memory algorithms and data structures called
 LEDA-SM, where SM is an acronym for secondary memory. Our library
 is based on LEDA and intended to complement it for large data. We
 present performance results of our external memory library prototype
 and compare these results with corresponding results of LEDAs
 in-core algorithms in virtual memory. The results show that even if
 only a small main memory is used for the external memory algorithms,
 they always outperform their in-core counterpart. Furthermore we
 compare different implementations of external memory data structures
 and algorithms.
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 and compare these results with corresponding results of LEDAs
 in-core algorithms in virtual memory. The results show that even if
 only a small main memory is used for the external memory algorithms,
 they always outperform their in-core counterpart. Furthermore we
 compare different implementations of external memory data structures
 and algorithms.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        2942
    
                Article
            
D1


        M. Crochemore, L. Gasieniec, R. Hariharan, S. Muthukrishnan, and W. Rytter
    

        “A Constant Time Optimal Parallel Algorithm for Two-Dimensional Pattern Matching,” SIAM Journal on Computing, vol. 27, no. 3, 1998.
    
moreBibTeX
@article{CromemoreGasienicHariharanMuthukrishnanRytterSIAMJCOMPUT1998,
TITLE = {A Constant Time Optimal Parallel Algorithm for Two-Dimensional Pattern Matching},
AUTHOR = {Crochemore, Maxime and Gasieniec, Leszek and Hariharan, Ramesh and Muthukrishnan, S. and Rytter, Wojciech},
LANGUAGE = {eng},
ISSN = {0097-5397},
LOCALID = {Local-ID: C1256428004B93B8-FB6120FCB974E884C12567440060AC1D-CromemoreGasienicHariharanMuthukrishnanRytterSIAMJCOMPUT1998},
YEAR = {1998},
DATE = {1998},
JOURNAL = {SIAM Journal on Computing},
VOLUME = {27},
NUMBER = {3},
PAGES = {668--681},
}

Endnote
%0 Journal Article
%A Crochemore, Maxime
%A Gasieniec, Leszek
%A Hariharan, Ramesh
%A Muthukrishnan, S.
%A Rytter, Wojciech
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Constant Time Optimal Parallel Algorithm for Two-Dimensional Pattern Matching : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3745-4
%F EDOC: 518013
%F OTHER: Local-ID: C1256428004B93B8-FB6120FCB974E884C12567440060AC1D-CromemoreGasienicHariharanMuthukrishnanRytterSIAMJCOMPUT1998
%D 1998
%* Review method: peer-reviewed
%J SIAM Journal on Computing
%V 27
%N 3
%& 668
%P 668 - 681
%@ false




	PuRe
	BibTeX

	


        2943
    
                Conference paper
            
D1


        M. Crochemore, L. Gasieniec, and W. Rytter
    

        “Constant-space string-matching in sublinear average time,” in Compression and Complexity of SEQUENCES 1997, 1998.
    
moreBibTeX
@inproceedings{Crochemore-Gasieniec-Rytter97,
TITLE = {Constant-space string-matching in sublinear average time},
AUTHOR = {Crochemore, Maxime and Gasieniec, Leszek and Rytter, Wojciech},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-BD2EE2090672D741C12564C300276914-Crochemore-Gasieniec-Rytter97},
PUBLISHER = {-},
YEAR = {1998},
DATE = {1998},
BOOKTITLE = {Compression and Complexity of SEQUENCES 1997},
EDITOR = {Carpentieri, B. and De Santis, A. and Vaccaro, U. and Storer, J. A.},
PAGES = {230--239},
}

Endnote
%0 Conference Proceedings
%A Crochemore, Maxime
%A Gasieniec, Leszek
%A Rytter, Wojciech
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Constant-space string-matching in sublinear average time : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3779-0
%F EDOC: 517844
%F OTHER: Local-ID: C1256428004B93B8-BD2EE2090672D741C12564C300276914-Crochemore-Gasieniec-Rytter97
%I -
%D 1998
%B Untitled Event
%Z date of event:  - 
%C Positano,Italy
%B Compression and Complexity of SEQUENCES 1997
%E Carpentieri, B.; De Santis, A.; Vaccaro, U.; Storer, J. A.
%P 230 - 239
%I -




	PuRe
	BibTeX

	


        2944
    
                Article
            
D1


        M. de Berg, M. van Kreveld, and S. Schirra
    

        “Topologically correct subdivision simplification using the bandwidth criterion,” Cartography and Geographic Information Systems, vol. 25, no. 4, 1998.
    
moreAbstract
The line simplification problem is an old and well studied
problem in cartography. Although there are several algorithms to compute a 
simplification there seems to be no algorithms that perform line simplification 
in the context of other geographical objects. This paper presents a nearly 
quadratic time algorithm for the following line simplification problem: Given a 
polygonal line, a set of extra points, and a real $\epsilon > 0$, compute a 
simplification that guarantees (i) a maximum error $\epsilon$; (ii) that the 
extra points remain on the same side of the simplified chain as on the original 
chain; and (iii) that the simplified chain has no self-intersections. The 
algorithm is applied as the main subroutine for subdivision simplification and 
guarantees that the resulting subdivision is topologically correct.
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moreAbstract
We study two notions of negative influence namely negative regression and 
negative association. We show that if a set of symmetric binary random 
variables are negatively regressed then they are necessarily negatively
associated. The proof uses a lemma that is of independent interest and
shows that every binary symmetric distribution has a variable of 
``positive influence''. We also show that in general the notion of negative 
regression is different from that of negative association.
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moreAbstract
CGAL is a Computational Geometry Algorithms Library written
in C++, which is developed in an ESPRIT LTR project. The goal
is to make the large body of geometric algorithms developed in the field of 
computational geometry available for industrial application. In this chapter 
we discuss the major design goals for CGAL, which are correctness, 
flexibility, ease-of-use, efficiency, and robustness, and present our approach 
to reach these goals. Templates and the relatively new generic programming 
play a central role in the architecture of CGAL. We give a short
introduction to generic programming in C++, compare it to the 
object-oriented programming paradigm, and present examples where
both paradigms are used effectively in CGAL. 
Moreover, we give an overview on the current structure of the library
and consider software engineering aspects in the CGAL-project.
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%X CGAL is a Computational Geometry Algorithms Library written
in C++, which is developed in an ESPRIT LTR project. The goal
is to make the large body of geometric algorithms developed in the field of 
computational geometry available for industrial application. In this chapter 
we discuss the major design goals for CGAL, which are correctness, 
flexibility, ease-of-use, efficiency, and robustness, and present our approach 
to reach these goals. Templates and the relatively new generic programming 
play a central role in the architecture of CGAL. We give a short
introduction to generic programming in C++, compare it to the 
object-oriented programming paradigm, and present examples where
both paradigms are used effectively in CGAL. 
Moreover, we give an overview on the current structure of the library
and consider software engineering aspects in the CGAL-project.
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moreAbstract
In this paper, we generalize the Ski-Rental Problem to the Bahncard PRoblem
which is an online problem of practical relevance for all travelers.
The Bahncard is a railway pass of the Deutsche Bundesbahn
(the German railway company) which entitles its holder to a 50% price
reduction on nearly all train tickets.
It costs 240 DM, and it is valid for 12 months.
Similar bus or railway passes can be found in many other countries.
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moreAbstract
The robustness function of an optimization problem measures the maximum 
change in the value of its optimal solution that can be produced by changes of 
a given total magnitude on the values of the elements in its input. The 
problem of computing the robustness function of matroid optimization problems is 
studied under two cost models: the discrete model, which allows the 
removal of elements from the input, and the continuous model, which 
permits finite changes on the values of the elements in the input.
 
For the discrete model, an $O(\log k)$-approximation algorithm is presented 
for computing the robustness function of minimum spanning trees, where $k$ is 
the number of edges to be removed. The algorithm uses as key subroutine a 
2-approximation algorithm for the problem of dividing a graph into the maximum 
number of components by removing $k$ edges from it.
 
For the continuous model, a number of results are presented. First, a general 
algorithm is given for computing the robustness function of any matroid. The 
algorithm runs in strongly polynomial time on matroids with a strongly 
polynomial time independence test. Faster algorithms are also presented for 
some particular classes of matroids: (1) an $O(n^3m^2 \log (n^2/m))$-time 
algorithm for graphic matroids, where $m$ is the number of elements in the 
matroid and $n$ is its rank, (2) an $O(mn(m+n^2)|E|\log(m^2/|E|+2))$-time 
algorithm for transversal matroids, where $|E|$ is a parameter of the matroid, 
(3) an $O(m^2n^2)$-time algorithm for scheduling matroids, and (4) an 
$O(m \log m)$-time algorithm for partition matroids. For this last class of 
matroids an optimal algorithm is also presented for evaluating the robustness 
function at a single point.
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%X The robustness function of an optimization problem measures the maximum 
change in the value of its optimal solution that can be produced by changes of 
a given total magnitude on the values of the elements in its input. The 
problem of computing the robustness function of matroid optimization problems is 
studied under two cost models: the discrete model, which allows the 
removal of elements from the input, and the continuous model, which 
permits finite changes on the values of the elements in the input.
 
For the discrete model, an $O(\log k)$-approximation algorithm is presented 
for computing the robustness function of minimum spanning trees, where $k$ is 
the number of edges to be removed. The algorithm uses as key subroutine a 
2-approximation algorithm for the problem of dividing a graph into the maximum 
number of components by removing $k$ edges from it.
 
For the continuous model, a number of results are presented. First, a general 
algorithm is given for computing the robustness function of any matroid. The 
algorithm runs in strongly polynomial time on matroids with a strongly 
polynomial time independence test. Faster algorithms are also presented for 
some particular classes of matroids: (1) an $O(n^3m^2 \log (n^2/m))$-time 
algorithm for graphic matroids, where $m$ is the number of elements in the 
matroid and $n$ is its rank, (2) an $O(mn(m+n^2)|E|\log(m^2/|E|+2))$-time 
algorithm for transversal matroids, where $|E|$ is a parameter of the matroid, 
(3) an $O(m^2n^2)$-time algorithm for scheduling matroids, and (4) an 
$O(m \log m)$-time algorithm for partition matroids. For this last class of 
matroids an optimal algorithm is also presented for evaluating the robustness 
function at a single point.
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moreAbstract
We study the problem of maintaining the distances and the shortest
paths from a source node in a directed graph with arbitrary arc
weights, when weight updates of arcs are performed. We propose
algorithms that work for any digraph and have optimal space
requirements and query time. If a negative--length cycle is introduced
during weight decrease operations it is detected by the algorithms. The
proposed algorithms explicitly deal with zero--length cycles. The cost
of update operations depends on the class of the considered digraph
and on the number of the output updates. We show that, if the digraph
has a $k$-bounded accounting function (as in the case of digraphs with
genus, arboricity, degree, treewidth or pagenumber bounded by $k$) the
update procedures require $O(k\cdot n\cdot \log n)$ worst case
time. In the case of digraphs with $n$ nodes and $m$ arcs
$k=O(\sqrt{m})$, and hence we obtain $O(\sqrt{m}\cdot n \cdot \log n)$
worst case time per operation, which is better for a factor of
$O(\sqrt{m} / \log n)$ than recomputing everything from scratch after
each input update.
 
If we perform also insertions and deletions of arcs all the above
bounds become amortized.
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%X We study the problem of maintaining the distances and the shortest
paths from a source node in a directed graph with arbitrary arc
weights, when weight updates of arcs are performed. We propose
algorithms that work for any digraph and have optimal space
requirements and query time. If a negative--length cycle is introduced
during weight decrease operations it is detected by the algorithms. The
proposed algorithms explicitly deal with zero--length cycles. The cost
of update operations depends on the class of the considered digraph
and on the number of the output updates. We show that, if the digraph
has a $k$-bounded accounting function (as in the case of digraphs with
genus, arboricity, degree, treewidth or pagenumber bounded by $k$) the
update procedures require $O(k\cdot n\cdot \log n)$ worst case
time. In the case of digraphs with $n$ nodes and $m$ arcs
$k=O(\sqrt{m})$, and hence we obtain $O(\sqrt{m}\cdot n \cdot \log n)$
worst case time per operation, which is better for a factor of
$O(\sqrt{m} / \log n)$ than recomputing everything from scratch after
each input update.
 
If we perform also insertions and deletions of arcs all the above
bounds become amortized.
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moreAbstract
We consider the static dictionary problem of using
$O(n)$ $w$-bit words to store $n$ $w$-bit keys for
fast retrieval on a $w$-bit \ACz\ RAM, i.e., on a
RAM with a word length of $w$ bits whose
instruction set is arbitrary, except that each instruction
must be realizable through an unbounded-fanin circuit
of constant depth and $w^{O(1)}$ size, and that the
instruction set must be finite and independent of the
keys stored.
We improve the best known upper bounds
for moderate values of~$w$ relative to $n$.
If ${w/{\log n}}=(\log\log n)^{O(1)}$,
query time $(\log\log\log n)^{O(1)}$ is achieved, and if
additionally ${w/{\log n}}\ge(\log\log n)^{1+\epsilon}$
for some fixed $\epsilon>0$, the query time
is constant.
For both of these special cases, the best previous
upper bound was $O(\log\log n)$.
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%X We consider the static dictionary problem of using
$O(n)$ $w$-bit words to store $n$ $w$-bit keys for
fast retrieval on a $w$-bit \ACz\ RAM, i.e., on a
RAM with a word length of $w$ bits whose
instruction set is arbitrary, except that each instruction
must be realizable through an unbounded-fanin circuit
of constant depth and $w^{O(1)}$ size, and that the
instruction set must be finite and independent of the
keys stored.
We improve the best known upper bounds
for moderate values of~$w$ relative to $n$.
If ${w/{\log n}}=(\log\log n)^{O(1)}$,
query time $(\log\log\log n)^{O(1)}$ is achieved, and if
additionally ${w/{\log n}}\ge(\log\log n)^{1+\epsilon}$
for some fixed $\epsilon>0$, the query time
is constant.
For both of these special cases, the best previous
upper bound was $O(\log\log n)$.
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moreAbstract
This paper studies the multicast routing and admission control problem
on unit-capacity tree and mesh topologies in the throughput-model.
The problem is a generalization of the edge-disjoint paths problem and
is NP-hard both on trees and meshes.
 
We study both the offline and the online version of the problem:
In the offline setting, we give the first constant-factor approximation 
algorithm for trees, and an O((log log n)^2)-factor approximation algorithm 
for meshes.
 
In the online setting, we give the first polylogarithmic competitive 
online algorithm for tree and mesh topologies. No polylogarithmic-competitive 
algorithm is possible on general network topologies [Bartal,Fiat,Leonardi, 96], 
and there exists a polylogarithmic lower bound on the competitive ratio
of any online algorithm on tree topologies [Awerbuch,Azar,Fiat,Leighton, 96].
We prove the same lower bound for meshes.
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%X This paper studies the multicast routing and admission control problem
on unit-capacity tree and mesh topologies in the throughput-model.
The problem is a generalization of the edge-disjoint paths problem and
is NP-hard both on trees and meshes.

We study both the offline and the online version of the problem:
In the offline setting, we give the first constant-factor approximation 
algorithm for trees, and an O((log log n)^2)-factor approximation algorithm 
for meshes.

In the online setting, we give the first polylogarithmic competitive 
online algorithm for tree and mesh topologies. No polylogarithmic-competitive 
algorithm is possible on general network topologies [Bartal,Fiat,Leonardi, 96], 
and there exists a polylogarithmic lower bound on the competitive ratio
of any online algorithm on tree topologies [Awerbuch,Azar,Fiat,Leighton, 96].
We prove the same lower bound for meshes.
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moreAbstract
We consider the problem of scheduling $n$ independent jobs on $m$ unrelated 
parallel machines. Each job has to be processed by exactly one machine, 
processing job $j$ on machine $i$ requires $p_{ij}$ time units, and the 
objective is to minimize the makespan, i.e. the maximum job completion time. 
We focus on the case when $m$ is fixed and develop a fully polynomial 
approximation scheme whose running time depends only linearly on $n$. In the 
second half of the paper we extend this result to a variant of the problem, 
where processing job $j$ on machine $i$ also incurs a cost of $c_{ij}$, and 
thus there are two optimization criteria: makespan and cost. We show that for 
any fixed $m$, there is a fully polynomial approximation scheme that, given 
values $T$ and $C$, computes for any fixed $\epsilon > 0$ a schedule in $O(n)$ 
time with makespan at most $(1+\epsilon)T$ and cost at most $(1 + \epsilon)C$, 
if there exists a schedule of makespan $T$ and cost $C$.
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%X We consider the problem of scheduling $n$ independent jobs on $m$ unrelated 
parallel machines. Each job has to be processed by exactly one machine, 
processing job $j$ on machine $i$ requires $p_{ij}$ time units, and the 
objective is to minimize the makespan, i.e. the maximum job completion time. 
We focus on the case when $m$ is fixed and develop a fully polynomial 
approximation scheme whose running time depends only linearly on $n$. In the 
second half of the paper we extend this result to a variant of the problem, 
where processing job $j$ on machine $i$ also incurs a cost of $c_{ij}$, and 
thus there are two optimization criteria: makespan and cost. We show that for 
any fixed $m$, there is a fully polynomial approximation scheme that, given 
values $T$ and $C$, computes for any fixed $\epsilon > 0$ a schedule in $O(n)$ 
time with makespan at most $(1+\epsilon)T$ and cost at most $(1 + \epsilon)C$, 
if there exists a schedule of makespan $T$ and cost $C$. 
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moreAbstract
In this paper, we give a characterization for parity graphs.
 A graph is a parity graph, if and only if for every pair of vertices
 all minimal chains joining them have the same parity. We prove
 that $G$ is a parity graph, if and only if the cartesian product
 $G \times K_2$ is a perfect graph. 
 
 Furthermore, as a consequence we get a result for the polyhedron
 corresponding to an integer linear program formulation of a
 coloring problem with costs. For the case that the costs $k_{v,3} = k_{v,c}$
 for each color $c \ge 3$ and vertex $v \in V$, we show that the
 polyhedron contains only
 integral $0 / 1$ extrema if and only if the graph $G$ is a parity graph.
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%X In this paper, we give a characterization for parity graphs.
 A graph is a parity graph, if and only if for every pair of vertices
 all minimal chains joining them have the same parity. We prove
 that $G$ is a parity graph, if and only if the cartesian product
 $G \times K_2$ is a perfect graph. 
 
 Furthermore, as a consequence we get a result for the polyhedron
 corresponding to an integer linear program formulation of a
 coloring problem with costs. For the case that the costs $k_{v,3} = k_{v,c}$
 for each color $c \ge 3$ and vertex $v \in V$, we show that the
 polyhedron contains only
 integral $0 / 1$ extrema if and only if the graph $G$ is a parity graph.
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moreAbstract
A malleable parallel task is one whose execution time is a function of the 
number of (identical) processors alloted to it. We study the problem of 
scheduling a set of $n$ independent malleable tasks on a fixed number of 
parallel processors, and propose an approximation scheme that for any fixed 
$\epsilon > 0$, computes in $O(n)$ time a non-preemptive schedule of length 
at most $(1+\epsilon)$ times the optimum.
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%X A malleable parallel task is one whose execution time is a function of the 
number of (identical) processors alloted to it. We study the problem of 
scheduling a set of $n$ independent malleable tasks on a fixed number of 
parallel processors, and propose an approximation scheme that for any fixed 
$\epsilon > 0$, computes in $O(n)$ time a non-preemptive schedule of length 
at most $(1+\epsilon)$ times the optimum. 
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moreAbstract
In this paper, we consider the mutual exclusion scheduling problem
 for comparability graphs.
 Given an undirected graph $G$ and a fixed constant $m$, the problem is to 
 find a minimum coloring of $G$ such that each color is used at most $m$ 
 times. The complexity of this problem for comparability graphs was mentioned as an open problem 
by M\"ohring (1985) and for permutation graphs (a 
 subclass of comparability graphs) as an open problem by Lonc (1991). We 
 prove that this problem is already NP-complete for permutation graphs and 
 for each fixed constant $m \ge 6$.
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%X In this paper, we consider the mutual exclusion scheduling problem
 for comparability graphs.
 Given an undirected graph $G$ and a fixed constant $m$, the problem is to 
 find a minimum coloring of $G$ such that each color is used at most $m$ 
 times. The complexity of this problem for comparability graphs was mentioned as an open problem 
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moreAbstract
The problem of computing a maximal planar subgraph of a non planar graph has been deeply 
investigated over the last 20 years. Several attempts have been tried to solve the problem 
with the help of PQ-trees. The latest attempt has been reported by Jayakumar et al. [10].
In this paper we show that the algorithm presented by Jayakumar et al. is not correct. We 
show that it does not necessarily compute a maximal planar subgraph and we note that the same 
holds for a modified version of the algorithm presented by Kant [12]. Our conclusions most 
likely suggest not to use PQ-trees at all for this specific problem.
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%X The problem of computing a maximal planar subgraph of a non planar graph has been deeply 
investigated over the last 20 years. Several attempts have been tried to solve the problem 
with the help of PQ-trees. The latest attempt has been reported by Jayakumar et al. [10].
In this paper we show that the algorithm presented by Jayakumar et al. is not correct. We 
show that it does not necessarily compute a maximal planar subgraph and we note that the same 
holds for a modified version of the algorithm presented by Kant [12]. Our conclusions most 
likely suggest not to use PQ-trees at all for this specific problem.
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moreAbstract
We consider the two--dimensional compaction problem for orthogonal grid drawings in which the task is to alter the coordinates of the vertices and edge segments while preserving the shape of the drawing so that the total edge length is minimized. The problem is closely related to two--dimensional compaction in {\sc VLSI}--design and is conjectured to be {\sl NP}--hard.
 
We characterize the set of feasible solutions for the two--dimensional compaction problem in terms of paths in the so--called constraint graphs in $x$-- and $y$--direction. Similar graphs (known as {\em layout graphs}) have already been used for one--dimensional compaction in {\sc VLSI}--design, but this is the first time that a direct connection between these graphs is established. Given the pair of constraint graphs, the two--dimensional compaction task can be viewed as extending these graphs by new arcs so that certain conditions are satisfied and the total edge length is minimized. We can recognize those instances having only one such extension; for these cases we can solve the compaction problem in polynomial time.
 
We have transformed the geometrical problem into a graph--theoretical one which can
be formulated as an integer linear program. Our computational experiments have shown
that the new approach works well in practice. It is the first time that the two--dimensional
compaction problem is formulated as an integer linear program.
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%X We consider the two--dimensional compaction problem for orthogonal grid drawings in which the task is to alter the coordinates of the vertices and edge segments while preserving the shape of the drawing so that the total edge length is minimized. The problem is closely related to two--dimensional compaction in {\sc VLSI}--design and is conjectured to be {\sl NP}--hard.

We characterize the set of feasible solutions for the two--dimensional compaction problem in terms of paths in the so--called constraint graphs in $x$-- and $y$--direction. Similar graphs (known as {\em layout graphs}) have already been used for one--dimensional compaction in {\sc VLSI}--design, but this is the first time that a direct connection between these graphs is established. Given the pair of constraint graphs, the two--dimensional compaction task can be viewed as extending these graphs by new arcs so that certain conditions are satisfied and the total edge length is minimized. We can recognize those instances having only one such extension; for these cases we can solve the compaction problem in polynomial time.

We have transformed the geometrical problem into a graph--theoretical one which can
be formulated as an integer linear program. Our computational experiments have shown
that the new approach works well in practice. It is the first time that the two--dimensional
compaction problem is formulated as an integer linear program.
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moreAbstract
Orthogonal drawings of graphs are highly accepted in practice. For planar
graphs with vertex degree of at most four, Tamassia gives a polynomial time
algorithm which computes a region preserving orthogonal grid embedding with the
minimum number of bends. However, the graphs arising in practical applications
rarely have bounded vertex degree. In order to cope with general planar
graphs, we introduce the quasi--orthogonal drawing model. In this model,
vertices are drawn on grid points, and edges follow the grid paths except around
vertices of high degree. Furthermore we present an extension of Tamassia's
algorithm that constructs quasi--orthogonal drawings. We compare the drawings
to those obtained using related approaches.
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%X Orthogonal drawings of graphs are highly accepted in practice. For planar
graphs with vertex degree of at most four, Tamassia gives a polynomial time
algorithm which computes a region preserving orthogonal grid embedding with the
minimum number of bends. However, the graphs arising in practical applications
rarely have bounded vertex degree. In order to cope with general planar
graphs, we introduce the quasi--orthogonal drawing model. In this model,
vertices are drawn on grid points, and edges follow the grid paths except around
vertices of high degree. Furthermore we present an extension of Tamassia's
algorithm that constructs quasi--orthogonal drawings. We compare the drawings
to those obtained using related approaches.
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moreAbstract
The achromatic number of a graph is the greatest number of colors in a 
 coloring of the vertices of the graph such that adjacent vertices get 
 distinct colors and for every pair of colors some
 vertex of the first color and some vertex of the second color are adjacent. 
 The problem of computing this number is NP-complete for general graphs 
 as proved by Yannakakis and Gavril 1980. The problem is also NP-complete
 for trees, that was proved by Cairnie and Edwards 1997.
 Chaudhary and Vishwanathan 1997 gave recently a $7$-approximation
 algorithm for this problem on trees, and an $O(\sqrt{n})$-approximation 
 algorithm for the problem on 
 graphs with girth (length of the shortest cycle) at least six. 
 We present the first $2$-approximation algorithm for the problem on trees. 
 This is a new algorithm based on different ideas than one by Chaudhary and 
 Vishwanathan 1997. 
 We then give a $1.15$-approximation algorithm for the problem on binary trees and a
 $1.58$-approximation for the problem on trees of constant degree. We show that 
 the algorithms for constant degree trees can be implemented in linear time.
 We also present the first $O(n^{3/8})$-approximation algorithm for the problem
 on graphs with girth at least six.
 Our algorithms are based on an interesting tree partitioning technique. 
 Moreover, we improve the lower bound of Farber {\em et al.} 1986
 for the achromatic number of trees with degree bounded by three.
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%X The achromatic number of a graph is the greatest number of colors in a 
 coloring of the vertices of the graph such that adjacent vertices get 
 distinct colors and for every pair of colors some
 vertex of the first color and some vertex of the second color are adjacent. 
 The problem of computing this number is NP-complete for general graphs 
 as proved by Yannakakis and Gavril 1980. The problem is also NP-complete
 for trees, that was proved by Cairnie and Edwards 1997.
 Chaudhary and Vishwanathan 1997 gave recently a $7$-approximation
 algorithm for this problem on trees, and an $O(\sqrt{n})$-approximation 
 algorithm for the problem on 
 graphs with girth (length of the shortest cycle) at least six. 
 We present the first $2$-approximation algorithm for the problem on trees. 
 This is a new algorithm based on different ideas than one by Chaudhary and 
 Vishwanathan 1997. 
 We then give a $1.15$-approximation algorithm for the problem on binary trees and a
 $1.58$-approximation for the problem on trees of constant degree. We show that 
 the algorithms for constant degree trees can be implemented in linear time.
 We also present the first $O(n^{3/8})$-approximation algorithm for the problem
 on graphs with girth at least six.
 Our algorithms are based on an interesting tree partitioning technique. 
 Moreover, we improve the lower bound of Farber {\em et al.} 1986
 for the achromatic number of trees with degree bounded by three. 
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        2981
    
                Thesis
            
D1


        K. Kursawe
    

        “Exploration von geometrischen Umgebungen mit Hindernissen,” Universität des Saarlandes, Saarbrücken, 1998.
    
moreBibTeX
@mastersthesis{Kursawe98,
TITLE = {{Exploration von geometrischen Umgebungen mit Hindernissen}},
AUTHOR = {Kursawe, Klaus},
LANGUAGE = {deu},
LOCALID = {Local-ID: C1256428004B93B8-FC80678E1A4ECC9FC12566B900438872-Kursawe98},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
}

Endnote
%0 Thesis
%A Kursawe, Klaus
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Exploration von geometrischen Umgebungen mit Hindernissen : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-3793-5
%F EDOC: 517939
%F OTHER: Local-ID: C1256428004B93B8-FC80678E1A4ECC9FC12566B900438872-Kursawe98
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1998
%V master
%9 master




	PuRe
	BibTeX

	


        2982
    
                Thesis
            
D1


        C. Kwappik
    

        “Exact Linear Programming,” Universität des Saarlandes, Saarbrücken, 1998.
    
moreBibTeX
@mastersthesis{Kwappik98,
TITLE = {Exact Linear Programming},
AUTHOR = {Kwappik, Carsten},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-B2B012C400A6EEACC12566B9004363AB-Kwappik98},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
}

Endnote
%0 Thesis
%A Kwappik, Carsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Exact Linear Programming : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3791-9
%F EDOC: 517938
%F OTHER: Local-ID: C1256428004B93B8-B2B012C400A6EEACC12566B9004363AB-Kwappik98
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1998
%V master
%9 master




	PuRe
	BibTeX

	


        2983
    
                Thesis
            
D1


        T. Lauer
    

        “Design und Implementierung eines Testmanagers für LiDIA,” Universität des Saarlandes, Saarbrücken, 1998.
    
moreBibTeX
@mastersthesis{Lauer1998Diplom,
TITLE = {Design und Implementierung eines Testmanagers f{\"u}r {LiDIA}},
AUTHOR = {Lauer, Thorsten},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-C86196B2A52E2559C1256746002831CA-Lauer1998Diplom},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
}

Endnote
%0 Thesis
%A Lauer, Thorsten
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Design und Implementierung eines Testmanagers f&#252;r LiDIA : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-377E-6
%F EDOC: 518017
%F OTHER: Local-ID: C1256428004B93B8-C86196B2A52E2559C1256746002831CA-Lauer1998Diplom
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1998
%V master
%9 master




	PuRe
	BibTeX

	


        2984
    
                Article
            
D1


        H.-P. Lenhof, K. Reinert, and M. Vingron
    

        “A Polyhedral Approach to RNA Sequence Structure Alignment,” Journal of Computational Biology, vol. 5, no. 3, 1998.
    
moreAbstract
Ribonucleic acid (RNA) is a  polymer composed of four bases denoted A, C, G, and
 U.
It generally is a single-stranded molecule where the bases form hydrogen bonds w
ithin the same
molecule leading to structure formation. In comparing different homologous RNA
molecules it is important to consider both the base sequence and the
structure of the molecules.
Traditional alignment algorithms can only account for the
sequence of bases, but not for the base pairings.
Considering the structure leads to significant computational problems because
of the dependencies introduced by the base pairings.
In this paper we address the problem of optimally
aligning a given RNA sequence of unknown  structure to one of
known sequence and structure.
We phrase the problem as an integer linear program and
then solve it using methods from polyhedral combinatorics.
In our computational experiments we could solve large problem instances -- 23S
ribosomal RNA with more than $1400$ bases -- a size
intractable for former algorithms.
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sequence of bases, but not for the base pairings.
Considering the structure leads to significant computational problems because
of the dependencies introduced by the base pairings.
In this paper we address the problem of optimally
aligning a given RNA sequence of unknown  structure to one of
known sequence and structure.
We phrase the problem as an integer linear program and
then solve it using methods from polyhedral combinatorics.
In our computational experiments we could solve large problem instances -- 23S
ribosomal RNA with more than $1400$ bases -- a size
intractable for former algorithms.
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moreAbstract
Ribonucleic acid (RNA) is a  polymer composed of four bases denoted A, C, G, 
and U.
It is a generally single-stranded molecule where the bases form hydrogen bonds 
within the same
molecule leading to structure formation. In comparing different homologous RNA 
molecules it is important to consider both the base sequence and the
structure of the molecules. 
Traditional alignment algorithms can only account for the
sequence of bases, but not for the base pairings.
Considering the structure leads to significant computational problems because
of the dependencies introduced by the base pairings.
In this paper we address the problem of optimally
aligning a given RNA sequence of unknown  structure to one of 
known sequence and structure.
We phrase the problem as an integer linear program and
then solve it using methods from polyhedral combinatorics.
In our computational experiments we could solve large problem instances -- 23S
ribosomal RNA with more than $1400$ bases -- a size
intractable for former algorithms.
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Traditional alignment algorithms can only account for the
sequence of bases, but not for the base pairings.
Considering the structure leads to significant computational problems because
of the dependencies introduced by the base pairings.
In this paper we address the problem of optimally
aligning a given RNA sequence of unknown  structure to one of 
known sequence and structure.
We phrase the problem as an integer linear program and
then solve it using methods from polyhedral combinatorics.
In our computational experiments we could solve large problem instances -- 23S
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intractable for former algorithms.
%B Proceedings of the 2nd Annual International Conference on Computational Molecular Biology (RECOMB-98)
%E Istrail, Sorin; Pevzner, Pavel; Waterman, Michael
%P 153 - 162
%I ACM Press
%@ 0-89791-976-9




	PuRe
	BibTeX

	


        2986
    
                Report
            
D1


        S. Mahajan, E. A. Ramos, and K. V. Subrahmanyam
    

        “Solving some discrepancy problems in NC*,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1998-1-012, 1998.
    
moreBibTeX
@techreport{MahajanRamosSubrahmanyam98,
TITLE = {Solving some discrepancy problems in {NC}*},
AUTHOR = {Mahajan, Sanjeev and Ramos, Edgar A. and Subrahmanyam, K. V.},
LANGUAGE = {eng},
NUMBER = {MPI-I-1998-1-012},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Mahajan, Sanjeev
%A Ramos, Edgar A.
%A Subrahmanyam, K. V.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Solving some discrepancy problems in NC* : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-7BD0-B
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1998
%P 21 p.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        2987
    
                Book chapter / section
            
D1


        K. Mehlhorn
    

        “Amortisierte Analyse,” in Prinzipien des Algorithmenentwurfs, T. Ottmann, Ed. Heidelberg, Germany: Spektrum, 1998.
    
moreBibTeX
@incollection{mehlhorn98,
TITLE = {{Amortisierte Analyse}},
AUTHOR = {Mehlhorn, Kurt},
EDITOR = {Ottmann, Thomas},
LANGUAGE = {deu},
ISBN = {3-8274-0238-7},
LOCALID = {Local-ID: C1256428004B93B8-85FEE0D8D4D169E8C12571E800535BEB-mehlhorn98},
PUBLISHER = {Spektrum},
ADDRESS = {Heidelberg, Germany},
YEAR = {1998},
DATE = {1998},
BOOKTITLE = {Prinzipien des Algorithmenentwurfs},
DEBUG = {editor: Ottmann, Thomas},
PAGES = {91--102},
SERIES = {Spektrum-Lehrbuch},
VOLUME = {244},
}

Endnote
%0 Book Section
%A Mehlhorn, Kurt
%E Ottmann, Thomas
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Amortisierte Analyse : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-373C-9
%F EDOC: 344708
%F OTHER: Local-ID: C1256428004B93B8-85FEE0D8D4D169E8C12571E800535BEB-mehlhorn98
%I Spektrum
%C Heidelberg, Germany
%D 1998
%B Prinzipien des Algorithmenentwurfs
%E Ottmann, Thomas
%P 91 - 102
%I Spektrum
%C Heidelberg, Germany
%@ 3-8274-0238-7
%S Spektrum-Lehrbuch
%N 244




	PuRe
	BibTeX

	


        2988
    
                Proceedings
            
D1


        K. Mehlhorn
    

        Ed., Fundamentals - Foundations of Computer Science. Österreichische Computer Gesellschaft (OCG) / Austrian Computer Society, 1998.
    
moreBibTeX
@proceedings{mehlhorn98e,
TITLE = {Fundamentals -- Foundations of Computer Science},
EDITOR = {Mehlhorn, Kurt},
LANGUAGE = {eng},
ISBN = {3-85403-117-3},
PUBLISHER = {{\"O}sterreichische Computer Gesellschaft (OCG) / Austrian Computer Society},
YEAR = {1998},
DATE = {1998},
PAGES = {110},
}

Endnote
%0 Conference Proceedings
%E Mehlhorn, Kurt
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Fundamentals - Foundations of Computer Science : Proceedings of the XV. IFIP World Computer Congress
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0019-EEC4-9
%@ 3-85403-117-3
%I &#214;sterreichische Computer Gesellschaft (OCG) / Austrian Computer Society
%D 1998
%P 110




	PuRe
	BibTeX

	


        2989
    
                Report
            
D1


        K. Mehlhorn
    

        Ed., “2nd Workshop on Algorithm Engineering WAE ’98 -- Proceedings,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1998-1-019, 1998.
    
moreBibTeX
@techreport{MehlhornWAE98,
TITLE = {2nd Workshop on Algorithm Engineering {WAE} '98 -- Proceedings},
EDITOR = {Mehlhorn, Kurt},
LANGUAGE = {eng},
NUMBER = {MPI-I-1998-1-019},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
TYPE = {Research Report},
}

Endnote
%0 Report
%E Mehlhorn, Kurt
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T 2nd Workshop on Algorithm Engineering WAE '98 -- Proceedings : 
%O WAE 1998
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-A388-E
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1998
%P 213 p.
%B Research Report




	PuRe
	BibTeX
	fulltext version

	


        2990
    
                Conference paper
            
D1


        K. Mehlhorn and S. Näher
    

        “From Algorithms to Working Programs on the Use of Program Checking in LEDA,” in IFIP World Computer Congress on Fundamentals - Foundations of Computer Science, Vienna, Austria and Budapest, Hungary, 1998.
    
moreBibTeX
@inproceedings{mehlhorn98z,
TITLE = {From Algorithms to Working Programs on the Use of Program Checking in {LEDA}},
AUTHOR = {Mehlhorn, Kurt and N{\"a}her, Stefan},
LANGUAGE = {eng},
ISBN = {3-85403-117-3},
LOCALID = {Local-ID: C1256428004B93B8-D38E26D276B026AB412567000049A3E2-mehlhorn98z},
PUBLISHER = {{\"O}sterreichische Computer Gesellschaft (OCG) / Austrian Computer Society},
YEAR = {1998},
DATE = {1998},
BOOKTITLE = {IFIP World Computer Congress on Fundamentals -- Foundations of Computer Science},
EDITOR = {Mehlhorn, Kurt},
PAGES = {81--88},
SERIES = {Schriftenreihe der {\"O}sterreichischen Computer Gesellschaft},
ADDRESS = {Vienna, Austria and Budapest, Hungary},
}

Endnote
%0 Conference Proceedings
%A Mehlhorn, Kurt
%A N&#228;her, Stefan
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T From Algorithms to Working Programs on the Use of Program Checking in LEDA : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3732-E
%F EDOC: 344427
%F OTHER: Local-ID: C1256428004B93B8-D38E26D276B026AB412567000049A3E2-mehlhorn98z
%D 1998
%B XV. IFIP World Computer Congress on Fundamentals
%Z date of event: 1998-08-31 - 
%C Vienna, Austria and Budapest, Hungary
%B IFIP World Computer Congress on Fundamentals - Foundations of Computer Science
%E Mehlhorn, Kurt
%P 81 - 88
%I &#214;sterreichische Computer Gesellschaft (OCG) / Austrian Computer Society
%@ 3-85403-117-3
%B Schriftenreihe der &#214;sterreichischen Computer Gesellschaft




	PuRe
	BibTeX

	


        2991
    
                Article
            
D1


        K. Mehlhorn, M. Müller, S. Näher, S. Schirra, M. Seel, C. Uhrig, and J. Ziegler
    

        “A computational basis for higher-dimensional computational geometry and applications,” Computational Geometry: Theory and Applications, vol. 10, no. 4, 1998.
    
moreBibTeX
@article{Mehlhorn-et-al_Comp.Geo.98,
TITLE = {A computational basis for higher-dimensional computational geometry and applications},
AUTHOR = {Mehlhorn, Kurt and M{\"u}ller, Michael and N{\"a}her, Stefan and Schirra, Stefan and Seel, Michael and Uhrig, Christian and Ziegler, Joachim},
LANGUAGE = {eng},
ISSN = {0925-7721},
DOI = {10.1016/S0925-7721(98)00011-X},
LOCALID = {Local-ID: C1256428004B93B8-F3A53D566DCAEF25C125663A003A0B2C-MMNSSUZ98},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {1998},
DATE = {1998},
JOURNAL = {Computational Geometry: Theory and Applications},
VOLUME = {10},
NUMBER = {4},
PAGES = {289--304},
}

Endnote
%0 Journal Article
%A Mehlhorn, Kurt
%A M&#252;ller, Michael
%A N&#228;her, Stefan
%A Schirra, Stefan
%A Seel, Michael
%A Uhrig, Christian
%A Ziegler, Joachim
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A computational basis for higher-dimensional computational geometry and applications : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3729-4
%F EDOC: 344424
%F OTHER: Local-ID: C1256428004B93B8-F3A53D566DCAEF25C125663A003A0B2C-MMNSSUZ98
%R 10.1016/S0925-7721(98)00011-X
%D 1998
%* Review method: peer-reviewed
%J Computational Geometry: Theory and Applications
%V 10
%N 4
%& 289
%P 289 - 304
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX
	publisher version

	


        2992
    
                Conference paper
            
D1


        K. Mehlhorn and S. Näher
    

        “From Algorithms to Working Programs: On the Use of Program Checking in LEDA,” in Mathematical Foundations of Computer Science 1998 (MFCS 1998), Brno, Czech Republic, 1998.
    
moreBibTeX
@inproceedings{MehlhornNaher98,
TITLE = {From Algorithms to Working Programs: On the Use of Program Checking in {LEDA}},
AUTHOR = {Mehlhorn, Kurt and N{\"a}her, Stefan},
LANGUAGE = {eng},
ISBN = {3-540-64827-5},
LOCALID = {Local-ID: C1256428004B93B8-9786581BFEADC37CC12567440049D8FD-MehlhornN&#228;her98},
PUBLISHER = {Springer},
YEAR = {1998},
DATE = {1998},
BOOKTITLE = {Mathematical Foundations of Computer Science 1998 (MFCS 1998)},
EDITOR = {Brim, Lubo{\v s} and Gruska, Jozef and Zlatu{\v s}ka, Ji{\v r}{\'i}},
PAGES = {84--93},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {1450},
ADDRESS = {Brno, Czech Republic},
}

Endnote
%0 Conference Proceedings
%A Mehlhorn, Kurt
%A N&#228;her, Stefan
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T From Algorithms to Working Programs: On the Use of Program Checking in LEDA : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3738-2
%F EDOC: 344429
%F OTHER: Local-ID: C1256428004B93B8-9786581BFEADC37CC12567440049D8FD-MehlhornN&#228;her98
%D 1998
%B 23rd International Symposium on the Mathematical Foundations of Computer Science 
%Z date of event: 1998-08-24 - 1998-08-28
%C Brno, Czech Republic
%B Mathematical Foundations of Computer Science 1998 
%E Brim, Lubo&#353;; Gruska, Jozef; Zlatu&#353;ka, Ji&#345;&#237;
%P 84 - 93
%I Springer
%@ 3-540-64827-5
%B Lecture Notes in Computer Science
%N 1450




	PuRe
	BibTeX

	


        2993
    
                Conference paper
            
D1


        U. Meyer and J. F. Sibeyn
    

        “Gossiping Large Packets on Full-Port Tori,” in Proceedings of the 4th International Euro-Par Conference (Euro-Par-98), 1998.
    
moreAbstract
Near-optimal gossiping algorithms are given for two- and higher 
  dimensional tori. It is assumed that the amount of data each PU is 
  contributing is so large, that start-up time may be neglected. 
  For two-dimensional tori, an earlier algorithm achieved optimality
  in an intricate way, with a time-dependent routing pattern. In our
  algorithms, in all steps, the PUs forward the received packets in 
  the same way.
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moreAbstract
Near-optimal gossiping algorithms are given for two- and higher
dimensional tori. It is assumed that the amount of data each PU
contributes is so large that start-up time may be neglected.
For two-dimensional tori, a previous algorithm achieved optimality
in an intricate way, with a time-dependent routing pattern.
In all steps of our algorithms, the PUs forward the received
packets in the same way.
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moreAbstract
In spite of intensive research, little progress has been
made towards fast and work-efficient parallel algorithms for the
single source shortest path problem.  Our \emph{$\Delta$-stepping
algorithm}, a generalization of Dial's algorithm and the Bellman-Ford
algorithm, improves this situation at least in the following
``average-case'' sense: 
For random directed graphs with edge probability $\frac{d}{n}$ 
and uniformly distributed edge weights a PRAM version works in 
expected time ${\cal O}(\log^3 n/\log\log n)$ using linear work.
 
The algorithm also allows for efficient adaptation to 
distributed memory machines. Implementations show that 
our approach works on real machines.
As a side effect, we get a simple linear time sequential
algorithm for a large class of not necessarily random
directed graphs with random edge weights.


BibTeX
@inproceedings{MeyerSanders1998a,
TITLE = {\${\textbackslash}Delta\$-Stepping: A Parallel Single Source Shortest Path Algorithm},
AUTHOR = {Meyer, Ulrich and Sanders, Peter},
LANGUAGE = {eng},
ISBN = {3-540-64848-8},
LOCALID = {Local-ID: C1256428004B93B8-460E70E77293F8C7C1256678004E0EF2-MeyerSanders1998a},
PUBLISHER = {Springer},
YEAR = {1998},
DATE = {1998},
ABSTRACT = {In spite of intensive research, little progress has been made towards fast and work-efficient parallel algorithms for the single source shortest path problem. Our \emph{$\Delta$-stepping algorithm}, a generalization of Dial's algorithm and the Bellman-Ford algorithm, improves this situation at least in the following ``average-case'' sense: For random directed graphs with edge probability $\frac{d}{n}$ and uniformly distributed edge weights a PRAM version works in expected time ${\cal O}(\log^3 n/\log\log n)$ using linear work. The algorithm also allows for efficient adaptation to distributed memory machines. Implementations show that our approach works on real machines. As a side effect, we get a simple linear time sequential algorithm for a large class of not necessarily random directed graphs with random edge weights.},
BOOKTITLE = {Proceedings of the 6th Annual European Symposium on Algorithms (ESA-98)},
EDITOR = {Bilardi, Gianfranco and Italiano, Giuseppe F. and Pietracaprina, Andrea and Pucci, Geppino},
PAGES = {393--404},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {1461},
}

Endnote
%0 Conference Proceedings
%A Meyer, Ulrich
%A Sanders, Peter
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T $\Delta$-Stepping: A Parallel Single Source Shortest Path Algorithm : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-377B-C
%F EDOC: 517932
%F OTHER: Local-ID: C1256428004B93B8-460E70E77293F8C7C1256678004E0EF2-MeyerSanders1998a
%D 1998
%B Untitled Event
%Z date of event: 1998 - 
%C Venice, Italy
%X In spite of intensive research, little progress has been
made towards fast and work-efficient parallel algorithms for the
single source shortest path problem.  Our \emph{$\Delta$-stepping
algorithm}, a generalization of Dial's algorithm and the Bellman-Ford
algorithm, improves this situation at least in the following
``average-case'' sense: 
For random directed graphs with edge probability $\frac{d}{n}$ 
and uniformly distributed edge weights a PRAM version works in 
expected time ${\cal O}(\log^3 n/\log\log n)$ using linear work.

The algorithm also allows for efficient adaptation to 
distributed memory machines. Implementations show that 
our approach works on real machines.
As a side effect, we get a simple linear time sequential
algorithm for a large class of not necessarily random
directed graphs with random edge weights.
%B Proceedings of the 6th Annual European Symposium on Algorithms (ESA-98)
%E Bilardi, Gianfranco; Italiano, Giuseppe F.; Pietracaprina, Andrea; Pucci, Geppino
%P 393 - 404
%I Springer
%@ 3-540-64848-8
%B Lecture Notes in Computer Science
%N 1461




	PuRe
	BibTeX

	


        2996
    
                Thesis
            
D1


        T. Miller
    

        “Implementation and Experimental Evaluation of Dynamic Transitive Closure Algorithms,” Universität des Saarlandes, Saarbrücken, 1998.
    
moreBibTeX
@mastersthesis{Miller98,
TITLE = {Implementation and Experimental Evaluation of Dynamic Transitive Closure Algorithms},
AUTHOR = {Miller, Tobias},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-2F9C880D9C4A58A4C12566B90043E8B2-Miller98},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
}

Endnote
%0 Thesis
%A Miller, Tobias
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Implementation and Experimental Evaluation of Dynamic Transitive Closure Algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-37A3-1
%F EDOC: 517940
%F OTHER: Local-ID: C1256428004B93B8-2F9C880D9C4A58A4C12566B90043E8B2-Miller98
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1998
%V master
%9 master




	PuRe
	BibTeX

	


        2997
    
                Thesis
            
D1


        T. Mueck
    

        “Implementation of Hammock Decomposition with Application to Shortest Path Problems,” Universität des Saarlandes, Saarbrücken, 1998.
    
moreBibTeX
@mastersthesis{Mueck98,
TITLE = {Implementation of Hammock Decomposition with Application to Shortest Path Problems},
AUTHOR = {Mueck, Thomas},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-9962C9B8DD45A690C12566B900446D0E-Mueck98},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
}

Endnote
%0 Thesis
%A Mueck, Thomas
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Implementation of Hammock Decomposition with Application to Shortest Path Problems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-37A5-E
%F EDOC: 517942
%F OTHER: Local-ID: C1256428004B93B8-9962C9B8DD45A690C12566B900446D0E-Mueck98
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1998
%V master
%9 master




	PuRe
	BibTeX

	


        2998
    
                Thesis
            
D1


        M. Müller
    

        “Ein Simulator für Prozessor-Netzwerke,” Universität des Saarlandes, Saarbrücken, 1998.
    
moreBibTeX
@mastersthesis{MMueller98,
TITLE = {{Ein Simulator f{\"u}r Prozessor-Netzwerke}},
AUTHOR = {M{\"u}ller, Matthias},
LANGUAGE = {deu},
LOCALID = {Local-ID: C1256428004B93B8-59312538CD1C83AEC12566B9004495D8-MMueller98},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1998},
DATE = {1998},
}

Endnote
%0 Thesis
%A M&#252;ller, Matthias
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Ein Simulator f&#252;r Prozessor-Netzwerke : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-378D-6
%F EDOC: 517941
%F OTHER: Local-ID: C1256428004B93B8-59312538CD1C83AEC12566B9004495D8-MMueller98
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1998
%V master
%9 master




	PuRe
	BibTeX

	


        2999
    
                Conference paper
            
D1


        P. Mutzel and R. Weiskircher
    

        “Two-Layer Planarization in Graph Drawing,” in Proceedings of the 9th International Symposium on Algorithms and Computation (ISAAC-98), 1998.
    
moreAbstract
We study the \tlpp s that have applications in Automatic Graph Drawing. 
We are searching for a  two-layer planar subgraph of maximum weight in a
 given two-layer graph. Depending on the number of layers in which the vertices 
can be permuted freely, that is, zero, one or two, different versions of the 
problems arise. The latter problem was already investigated in \cite{Mut97} 
using polyhedral combinatorics. Here, we study the remaining two cases and the 
relationships between the associated polytopes. 
 
In particular, we investigate the polytope $\calp _1$ associated with the 
two-layer {\em
  planarization} problem with one fixed layer. We provide an overview on the 
relationships between
$\calp _1$ and the polytope $\calq _1$ associated with the two-layer {\em 
crossing minimization}
problem with one fixed layer, the linear ordering polytope, the \tlpp\ with 
zero and two layers
fixed. We will see that all facet-defining inequalities in $\calq _1$ are also 
facet-defining for
$\calp _1$. Furthermore, we give some new classes of facet-defining 
inequalities and show how the
separation problems can be solved. First computational results are presented 
using a branch-and-cut
algorithm. For the case when both layers are fixed, the \tlpp\ can be solved in 
polynomial time by a
transformation to the heaviest increasing subsequence problem. Moreover, we 
give a complete
description of the associated polytope $\calp _2$, which is useful  in our 
branch-and-cut algorithm
for the one-layer fixed case.
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moreAbstract
Optimizng Over All Combinatorial Embeddings of a Planar Graph".
 
We study the problem of optimizing over the set of all combinatorial
embeddings of a given planar graph. Our objective function prefers certain
cycles of $G$ as face cycles in the embedding. The motivation for studying
this problem arises in graph drawing, where the chosen embedding has an
important influence on the aesthetics of the drawing.
 
We characterize the set of all possible embeddings of a given biconnected
planar graph $G$ by means of a system of linear inequalities with
${0,1}$-variables corresponding to the set of those cycles in $G$ which can
appear in a combinatorial embedding. This system of linear inequalities can be
constructed recursively using the data structure of SPQR-trees and a new
splitting operation.
 
Our computational results on two benchmark sets of graphs are surprising: The
number of variables and constraints seems to grow only linearly with the size
of the graphs although the number of embeddings grows exponentially. For all
tested graphs (up to 500 vertices) and linear objective functions, the
resulting integer linear programs could be generated within 600 seconds and
solved within two seconds on a Sun Enterprise 10000 using CPLEX.
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We study the problem of optimizing over the set of all combinatorial
embeddings of a given planar graph. Our objective function prefers certain
cycles of $G$ as face cycles in the embedding. The motivation for studying
this problem arises in graph drawing, where the chosen embedding has an
important influence on the aesthetics of the drawing.

We characterize the set of all possible embeddings of a given biconnected
planar graph $G$ by means of a system of linear inequalities with
${0,1}$-variables corresponding to the set of those cycles in $G$ which can
appear in a combinatorial embedding. This system of linear inequalities can be
constructed recursively using the data structure of SPQR-trees and a new
splitting operation.

Our computational results on two benchmark sets of graphs are surprising: The
number of variables and constraints seems to grow only linearly with the size
of the graphs although the number of embeddings grows exponentially. For all
tested graphs (up to 500 vertices) and linear objective functions, the
resulting integer linear programs could be generated within 600 seconds and
solved within two seconds on a Sun Enterprise 10000 using CPLEX.
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moreAbstract
I will present a way to implement graph algorithms which is different from traditional methods. This work was motivated by the belief that some ideas from software engineering should be applied to graph algorithms. Re-usability of software is an important and difficult problem in general, and this is particularly true for graph algorithms. The scientific literature demonstrates plenty of applications of graph algorithms as subroutines for other algorithms. Moreover, many practical problems from various domains may be modeled as graph problems and hence solved by means of graph algorithms. Chapter 2 introduces some data structures that will be used in 5 basic graph algorithms in chapter 3. Chapter 4 discusses an implementation of a maximum cardinality matching algorithm for general graphs. Chapter 5 explains some techniques in C++, which are useful to implement the data structures and algorithms in an efficient way. Finally chapter 6 contains some concluding remarks.
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moreAbstract
A method proposed by Wallace for the generation of normal random 
variates is examined. His method works by transforming a pool
of numbers from the normal distribution into a new pool of number.
This is in contrast to almost all other known methods that transform one 
or more variates from the uniform distribution into one or more 
variates from the normal distribution. Unfortunately, a direct
implementation of Wallace's method has a serious flaw:
if consecutive numbers produced by this method are added, the
resulting variate, which should also be normally distributed,
will show a significant deviation from the expected behavior.
Wallace's method is analyzed with respect to this deficiency 
and simple modifications are proposed that lead to variates of 
better quality. It is argued that more randomness (that is,
more uniform random numbers) is needed in the transformation
process to improve the quality of the numbers generated. 
However, an implementation of the modified method has
still small deviations from the expected behavior and its running
time is much higher than that of the original.
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moreAbstract
This is a preliminary version of a chapter that will appear in the
{\em Handbook on Computational Geometry}, edited by J.R.~Sack and 
J.~Urrutia.
We give a survey on techniques that have been proposed and successfully used 
to attack robustness and precision problems in the implementation of geometric 
algorithms.
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moreAbstract
We present C{\tt ++}-implementations of some classical algorithms for 
computing
extreme points of a set of points in two-dimensional space. 
The template feature of C{\tt ++} is used to provide generic code, that
works with various point types and various implementations of the primitives 
used in the extreme point computation. The parameterization makes the code 
flexible and adaptable. The code can be used with primitives provided by the 
CGAL-kernel,
primitives provided by LEDA, and others. The interfaces of the convex
hull functions are compliant to the Standard Template Library.
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moreAbstract
The preoblem of finding a spanning tree with maximum number of leaves is 
studied.
A simple 2-approximation algorithm for the problem is presented. The variant of 
the problem in which a given set of vertices
must be leaves of the spanning tree is also studied. A 5/2-approximation 
algorithm for this version of the problem is
presented.
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moreAbstract
We study the problem of finding a spanning tree with maximum number of leaves. 
We present a simple 2-approximation algorithm for the problem, improving on the 
previous best performance ratio of 3 achieved by algorithms of Ravi and Lu. Our 
algorithm can be implemented to run in linear time using simple data structures. 
We also study the variant of the problem in which a given subset of vertices are 
required to be leaves in the tree. We provide a 5/2-approximation algorithm for 
this version of the problem
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moreAbstract
Polynomial average time algorithms for $k$-coloring semi-random $k$-colorable 
graphs are presented and analyzed. Semi-random graphs are a generalization of 
random graphs and in terms of randomness, this model lies between random graphs 
and worst-case model.
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moreAbstract
We study a classical problem in online scheduling. A sequence of jobs must be 
scheduled on $m$ identical parallel machines. As each job arrives, its
processing time is known. The goal is to 
minimize the makespan. Bartal, Fiat, Karloff and Vohra gave a 
deterministic online algorithm that is 1.986-competitive. 
Karger, Phillips and Torng generalized the
algorithm and proved an upper bound of 1.945. The best lower bound currently
known on the competitive ratio that can be 
achieved by deterministic online algorithms 
it equal to 1.837. In this paper we present an improved deterministic online
scheduling algorithm that is 1.923-competitive, for all $m\geq 2$. 
The algorithm is based on a new scheduling strategy, i.e., it is not
a generalization of the approach by Bartal {\it et al}. Also, the algorithm
has a simple structure. Furthermore,
we develop a better lower bound. We prove that,
for general $m$, no deterministic online scheduling algorithm can be
better than \mbox{1.852-competitive}.
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moreAbstract
We consider exploration problems where a robot has to construct a 
complete map of an unknown environment. We assume that the environment 
is modeled by a directed,
strongly connected graph. The robot's task is to visit all nodes and
edges of the graph using the minimum number $R$ of edge traversals.
Koutsoupias~\cite{K} gave a lower bound for $R$ of $\Omega(d^2 m)$, 
and Deng and Papadimitriou~\cite{DP}
showed an upper bound of $d^{O(d)} m$, where $m$
is the number edges in the graph and $d$ is the minimum number of
edges that have to be added to make the graph Eulerian. 
We give the first sub-exponential algorithm for this exploration
problem, which achieves an upper bound of 
$d^{O(\log d)} m$. We also show a matching lower bound of
$d^{\Omega(\log d)}m$ for our algorithm. Additionally, we give lower
bounds of $2^{\Omega(d)}m$, resp.\ $d^{\Omega(\log d)}m$
for various other natural exploration algorithms.
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edges of the graph using the minimum number $R$ of edge traversals.
Koutsoupias~\cite{K} gave a lower bound for $R$ of $\Omega(d^2 m)$, 
and Deng and Papadimitriou~\cite{DP}
showed an upper bound of $d^{O(d)} m$, where $m$
is the number edges in the graph and $d$ is the minimum number of
edges that have to be added to make the graph Eulerian. 
We give the first sub-exponential algorithm for this exploration
problem, which achieves an upper bound of 
$d^{O(\log d)} m$. We also show a matching lower bound of
$d^{\Omega(\log d)}m$ for our algorithm. Additionally, we give lower
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moreAbstract
A graph drawing algorithm produces a layout of a graph in two- or three-dimensional space that should be readable and easy to understand. 
Since the aesthetic criteria differ from one application area to another,
it is unlikely that a definition of the ``optimal drawing'' of a graph in 
a strict mathematical sense exists. A large number of graph drawing algorithms
taking different aesthetic criteria into account have already been proposed.
In this paper we describe the design and implementation of the AGD--Library,
a library of {\bf A}lgorithms for {\bf G}raph {\bf D}rawing. The library
offers a broad range of existing algorithms for two-dimensional graph drawing 
and tools for implementing new algorithms. The library is written in \CC using 
the LEDA platform for combinatorial and geometric computing 
(\cite{Mehlhorn-Naeher:CACM,LEDA-Manual}).
The algorithms are implemented independently of the underlying visualization
or graphics system by using a generic layout interface.
Most graph drawing algorithms place a set of restrictions on the
input graphs like planarity or biconnectivity. We provide a mechanism
for declaring this precondition for a particular algorithm and
checking it for potential input graphs. A drawing model can be 
characterized by a set of properties of the drawing. We call these properties
the postcondition of the algorithm. There is support
for maintaining and retrieving the postcondition of an algorithm.
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a strict mathematical sense exists. A large number of graph drawing algorithms
taking different aesthetic criteria into account have already been proposed.
In this paper we describe the design and implementation of the AGD--Library,
a library of {\bf A}lgorithms for {\bf G}raph {\bf D}rawing. The library
offers a broad range of existing algorithms for two-dimensional graph drawing 
and tools for implementing new algorithms. The library is written in \CC using 
the LEDA platform for combinatorial and geometric computing 
(\cite{Mehlhorn-Naeher:CACM,LEDA-Manual}).
The algorithms are implemented independently of the underlying visualization
or graphics system by using a generic layout interface.
Most graph drawing algorithms place a set of restrictions on the
input graphs like planarity or biconnectivity. We provide a mechanism
for declaring this precondition for a particular algorithm and
checking it for potential input graphs. A drawing model can be 
characterized by a set of properties of the drawing. We call these properties
the postcondition of the algorithm. There is support
for maintaining and retrieving the postcondition of an algorithm.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3037
    
                Conference paper
            
D1


        D. Alberts, C. Gutwenger, P. Mutzel, and S. Näher
    

        “AGD-Library: A Library of Algorithms for Graph Drawing,” in Proceedings of the Workshop on Algorithm Engineering (WAE-97), 1997, vol. 1547.
    
moreBibTeX
@inproceedings{AGMN97,
TITLE = {{AGD}-Library: A Library of Algorithms for Graph Drawing},
AUTHOR = {Alberts, David and Gutwenger, Carsten and Mutzel, Petra and N{\"a}her, Stefan},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-863BBC9A4A9BCB36C12565BA006758D2-AGMN97},
PUBLISHER = {Universit{\`a} Ca' Foscari di Venezia},
YEAR = {1997},
DATE = {1997},
BOOKTITLE = {Proceedings of the Workshop on Algorithm Engineering (WAE-97)},
EDITOR = {Italiano, Giuseppe and Orlando, S.},
VOLUME = {1547},
PAGES = {112--123},
}

Endnote
%0 Conference Proceedings
%A Alberts, David
%A Gutwenger, Carsten
%A Mutzel, Petra
%A N&#228;her, Stefan
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T AGD-Library: A Library of Algorithms for Graph Drawing : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-38E7-0
%F EDOC: 517784
%F OTHER: Local-ID: C1256428004B93B8-863BBC9A4A9BCB36C12565BA006758D2-AGMN97
%D 1997
%B Untitled Event
%Z date of event:  - 
%C Venice, Italy
%B Proceedings of the Workshop on Algorithm Engineering (WAE-97)
%E Italiano, Giuseppe; Orlando, S.
%V 1547
%P 112 - 123
%I Universit&#224; Ca' Foscari di Venezia




	PuRe
	BibTeX

	


        3038
    
                Report
            
D1


        E. Althaus and K. Mehlhorn
    

        “Maximum network flow with floating point arithmetic,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1997-1-022, 1997.
    
moreAbstract
We discuss the implementation of network flow algorithms in floating point
arithmetic. We give an example to illustrate the difficulties that may arise
when floating point arithmetic is used without care. We describe an iterative
improvement scheme that can be put around any network flow algorithm for
integer capacities. The scheme carefully scales the capacities such that all
integers arising can be handled exactly using floating point arithmetic.
For $m \le 10^9$ and double precision floating
point arithmetic the number of iterations is always bounded by three and the
relative error in the flow value is at most $2^{-19}$. For $m \le 10^6$ and
double precision arithmetic the relative error after the first iteration is
bounded by $10^{-3}$.
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improvement scheme that can be put around any network flow algorithm for
integer capacities. The scheme carefully scales the capacities such that all
integers arising can be handled exactly using floating point arithmetic.
For $m \le 10^9$ and double precision floating
point arithmetic the number of iterations is always bounded by three and the
relative error in the flow value is at most $2^{-19}$. For $m \le 10^6$ and
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moreAbstract
Das Zeichnen von Graphen ist ein junges aufblühendes Gebiet der Informatik. Es befasst sich mit 
Entwurf, Analyse, Implementierung und Evaluierung von neuen Algorithmen für ästhetisch schöne 
Zeichnungen von Graphen.
Anhand von selektierten Anwendungsbeispielen, Problemstellungen und Lösungsansätzen wollen wir in 
dieses noch relativ unbekannte Gebiet einführen und gleichzeitig einen Überblick über die 
Aktivitäten und Ziele einer von der DFG im Rahmen des Schwerpunktprogramms "`Effiziente Algorithmen
für Diskrete Probleme und ihre Anwendungen"' geförderten Arbeitsgruppe aus Mitgliedern der 
Universitäten Halle, Köln und Passau und des Max-Planck-Instituts für Informatik in 
Saarbrücken geben.
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moreAbstract
We present a parallel priority queue that supports the following
operations in constant time: {\em parallel insertion\/} of a sequence of
elements ordered according to key,
{\em parallel decrease key\/} for a sequence of elements ordered
according to key, {\em deletion of the minimum key element},
as well as {\em deletion of an arbitrary element}. Our data structure is
the first to
support multi insertion and multi decrease key in constant time. The
priority queue can be implemented on the EREW PRAM, and can perform any
sequence of $n$ operations in $O(n)$ time and $O(m\log n)$ work,
$m$ being the total number of keys inserted and/or updated. A main
application is a parallel implementation of Dijkstra's algorithm for the
single-source shortest path problem, which runs in $O(n)$ time and
$O(m\log n)$ work on a CREW PRAM on graphs with $n$ vertices and $m$
edges. This is a logarithmic factor improvement in the running time
compared with previous approaches.
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operations in constant time: {\em parallel insertion\/} of a sequence of
elements ordered according to key,
{\em parallel decrease key\/} for a sequence of elements ordered
according to key, {\em deletion of the minimum key element},
as well as {\em deletion of an arbitrary element}. Our data structure is
the first to
support multi insertion and multi decrease key in constant time. The
priority queue can be implemented on the EREW PRAM, and can perform any
sequence of $n$ operations in $O(n)$ time and $O(m\log n)$ work,
$m$ being the total number of keys inserted and/or updated. A main
application is a parallel implementation of Dijkstra's algorithm for the
single-source shortest path problem, which runs in $O(n)$ time and
$O(m\log n)$ work on a CREW PRAM on graphs with $n$ vertices and $m$
edges. This is a logarithmic factor improvement in the running time
compared with previous approaches.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3050
    
                Conference paper
            
D1


        G. S. Brodal, J. L. Träff, and C. Zaroliagis
    

        “A parallel priority data structure with applications,” in 11th Internatinal Parallel Processing Symposium (IPPS-97), 1997.
    
moreAbstract
We present a parallel priority data structure that improves
the running time of certain algorithms for problems
that lack a fast and work-efficient parallel solution.
As a main application, we give a parallel implementation
of Dijkstra's algorithm which runs in $O(n)$ time
while performing $O(m\log n)$ work on a CREW PRAM\@.
This is a logarithmic factor improvement for the running
time compared with previous approaches. The main
feature of our data structure is that the operations needed
in each iteration of Dijkstra's algorithm can be
supported in $O(1)$ time.
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moreAbstract
We consider the problem of implementing finger search trees on the
 pointer machine, {\it i.e.}, how to maintain a sorted list such that
 searching for an element $x$, starting the search at any arbitrary
 element $f$ in the list, only requires logarithmic time in the
 distance between $x$ and $f$ in the list.
 
 We present the first pointer-based implementation of finger search
 trees allowing new elements to be inserted at any arbitrary position
 in the list in worst case constant time. Previously, the best known
 insertion time on the pointer machine was $O(\log^* n)$, where $n$
 is the total length of the list. On a unit-cost RAM, a constant
 insertion time has been achieved by Dietz and Raman by using
 standard techniques of packing small problem sizes into a constant
 number of machine words.
 
 Deletion of a list element is supported in $O(\log^* n)$ time, which
 matches the previous best bounds. Our data structure requires linear
 space.
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 pointer machine, {\it i.e.}, how to maintain a sorted list such that
 searching for an element $x$, starting the search at any arbitrary
 element $f$ in the list, only requires logarithmic time in the
 distance between $x$ and $f$ in the list.

 We present the first pointer-based implementation of finger search
 trees allowing new elements to be inserted at any arbitrary position
 in the list in worst case constant time. Previously, the best known
 insertion time on the pointer machine was $O(\log^* n)$, where $n$
 is the total length of the list. On a unit-cost RAM, a constant
 insertion time has been achieved by Dietz and Raman by using
 standard techniques of packing small problem sizes into a constant
 number of machine words.

 Deletion of a list element is supported in $O(\log^* n)$ time, which
 matches the previous best bounds. Our data structure requires linear
 space.
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moreAbstract
We consider the problem of maintaining a set of $n$ integers in the
range $0..2^{w}-1$ under the operations of insertion, deletion,
predecessor queries, minimum queries and maximum queries on a unit
cost RAM with word size $w$ bits.  Let $f(n)$ be an arbitrary
nondecreasing smooth function satisfying $\log\log n\leq f(n)\leq
\sqrt{\log n}$.  A data structure is presented supporting insertions
and deletions in worst case $O(f(n))$ time, predecessor queries in
worst case $O((\log n)/f(n))$ time and minimum and maximum queries
in worst case constant time.  The required space is $O(n2^{\epsilon
w})$ for an arbitrary constant $\epsilon>0$.  The RAM operations
used are addition, arbitrary left and right bit shifts and bit-wise
boolean operations.  The data structure is the first supporting
predecessor queries in worst case $O(\log n/\log\log n)$ time while
having worst case $O(\log\log n)$ update time.
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moreAbstract
Routing problems are studied for the Parallel Alternating-Direction 
  Access Machine. 
  The goal is to investigate what level of 
  optimality can be achieved depending on loads of packets per memory unit.
  In the case of typical moderate loads, our algorithms are optimal
  to within a small multiplicative constant; a deterministic and a
  randomized algorithm are developed, 
  both faster than the best previously known routing algorithm.
  Moreover, for sufficiently large loads, an algorithm which misses optimality 
  by only an additive lower-order term is designed.
  We consider also off-line routing problems,  and multidimensional 
  extension of the model.
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moreAbstract
We study the average-case complexity of shortest-paths problems in the
vertex-potential model.  The vertex-potential model is a family of probability 
distributions on
complete directed graphs with \emph{arbitrary} real edge lengths but
without negative cycles.  We show that on a graph with $n$ vertices and
with respect to this model, the single-source shortest-paths problem can be 
solved in $O(n^2)$
expected time, and the all-pairs shortest-paths problem can be solved in $O(n^2 
\log n)$
expected time.
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        “Kürzeste-Wege-Berechnung bei sehr großen Datenmengen,” in Promotion tut not: Innovationsmotor “Graduiertenkolleg,” Aachen, Germany, 1997.
    
moreAbstract
In diesem Report untersuchen wir die Ein/Ausgabe-Komplexität (I/O Komplexität) 
des Kürzesten-Wege-Problems mit einem Startknoten (single source shortest path) 
auf Graphen mit nicht-negativen Kantengewichten. Wir präsentieren einen 
Algorithmus, der für eine große Klasse zufälliger Graphen eine I/O Komplexität 
von ${\cal O}(\frac{n}{D}+\frac{m}{DB}\log_{S/B}\frac{m}{B})$ erreicht. Dabei 
bezeichnen $n,m$ die Anzahl der Knoten bzw. Kanten im Graphen, $S$ ist die 
Größe des verfügbaren Internspeichers, $B$ bezeichnet die Größe eines 
Blocktransfers und $D$ ist die Anzahl der unabhängigen
parallelen Harddisks; $D$ ist beschränkt auf ${\cal O}(\sqrt{n/d})$.
Weiterhin präsentieren wir ein effizientes Phasen-Verfahren für 
Probleminstanzen, die so groß sind, daß selbst ein boolsches Feld für die 
Knotenmenge nicht mehr im Hauptspeicher gehalten werden kann.
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moreAbstract
The optimal $k$-restricted 2-factor problem consists of finding,
in a complete undirected graph $K_n$, a minimum cost 2-factor
 (subgraph having degree 2 at every node) with all components having more 
than $k$ nodes.
 The problem is a relaxation of the well-known symmetric travelling
 salesman problem, and is equivalent to it when $\frac{n}{2}\leq k\leq n-1$.
 We study the $k$-restricted 2-factor polytope. We present a large
 class of valid inequalities, called bipartition
 inequalities, and describe some of their properties; some of 
these results are new even for the travelling salesman polytope.
 For the case $k=3$, the triangle-free 2-factor polytope,
 we derive a necessary and sufficient condition for such inequalities
 to be facet inducing.
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moreAbstract
In this paper, we generalize the {\em Ski-Rental Problem}
to the {\em Bahncardproblem} which is an online problem of
practical relevance for all travelers.
The Bahncard is a railway pass of the Deutsche Bundesbahn (the German
railway company) which entitles its holder to a 50\%\ price
reduction on nearly all train tickets.
It costs 240\thinspace DM, and it is valid for 12 months.
 
For the common traveler, the decision at which time to buy
a Bahncard is a typical online problem, because she usually does
not know when and where to she will travel next.
We show that the greedy algorithm applied by most travelers
and clerks at ticket offices is not better in the worst case
than the trivial algorithm which never buys a Bahncard.
We present two optimal deterministic online algorithms,
an optimistic one and and a pessimistic one.
We further give a lower bound for randomized online algorithms 
and present an algorithm which we conjecture to be optimal;
a proof of the conjecture is given for a special case of the problem. 
It turns out that the optimal competitive ratio only depends on
the price reduction factor (50\%\ for the German Bahncardproblem),
but does not depend on the price or validity period of a Bahncard.
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moreAbstract
This paper considers the problem of designing fast, approximate,
combinatorial algorithms for multicommodity flows and other fractional
packing problems. We provide a different approach to these problems
which yields faster and much simpler algorithms. In particular we
provide the first polynomial-time, combinatorial approximation algorithm
for
the fractional packing problem; in fact the running time of our
algorithm is
strongly polynomial. Our approach also allows us to substitute
shortest path computations for min-cost flow computations in computing
maximum concurrent flow and min-cost multicommodity flow; this yields
much
faster algorithms when the number of commodities is large.
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moreAbstract
The group Steiner tree problem is a generalization of the
Steiner tree problem where we are given several subsets (groups) of
vertices in
a weighted graph,
and the goal is to find a minimum-weight connected subgraph containing
at least one vertex from each group. The problem was introduced by
Reich and Widmayer and finds applications in VLSI design.
The group Steiner tree problem generalizes the set covering
problem, and is therefore at least as hard.
 
We give a randomized $O(\log^3 n \log k)$-approximation
algorithm for the group Steiner tree problem on an $n$-node graph, where
 
$k$ is the number of groups.The best previous performance guarantee was
$(1+\frac{\ln k}{2})\sqrt{k}$ (Bateman, Helvig, Robins and Zelikovsky).
 
Noting that the group Steiner problem also models the
network design problems with location-theoretic constraints studied by
Marathe, Ravi and Sundaram, our results also improve their bicriteria
approximation results. Similarly, we improve previous results by
Slav{\'\i}k on a tour version, called the errand scheduling problem.
 
We use the result of Bartal on probabilistic approximation of finite
metric spaces by tree metrics
to reduce the problem to one in a tree metric. To find a solution on a
tree,
we use a generalization of randomized rounding. Our approximation
guarantees
improve to $O(\log^2 n \log k)$ in the case of graphs that exclude
small minors by using a better alternative to Bartal's result on
probabilistic approximations of metrics induced by such graphs
(Konjevod, Ravi and Salman) -- this improvement is valid for the group
Steiner problem on planar graphs as well as on a set of points in the
2D-Euclidean case.
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We use the result of Bartal on probabilistic approximation of finite
metric spaces by tree metrics
to reduce the problem to one in a tree metric. To find a solution on a
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we use a generalization of randomized rounding. Our approximation
guarantees
improve to $O(\log^2 n \log k)$ in the case of graphs that exclude
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moreAbstract
In this paper we report on results obtained by an implementation of a
 2-approximation algorithm for edge separators in planar
 graphs. For 374 out of the 435 instances the algorithm returned the optimum
 solution. For the remaining instances the solution returned was never more 
 than 10.6\% away from the lower bound on the optimum separator. We also
 improve the worst-case running time of the algorithm from $O(n^6)$ to $O(n^5)$
 and present techniques which improve the running time significantly in
 practice.
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moreAbstract
We study integrated prefetching and caching problems following 
the work of Cao et al. and Kimbrel and Karlin.
Cao et al. and Kimbrel and Karlin gave approximation algorithms
for minimizing the total elapsed time in single and 
parallel disk settings. The total elapsed time is the sum of the processor
stall times and the length of the request sequence to be served. 
 
We show that an optimum prefetching/caching schedule for a
single disk problem can be computed in polynomial time,
thereby settling an open question by Kimbrel and Karlin.
For the parallel disk problem we give an approximation algorithm for 
minimizing stall time. Stall time is a more realistic and harder to 
approximate measure for this problem. All of our algorithms are based on 
a new approach which involves formulating the prefetching/caching problems 
as integer programs.
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We show that an optimum prefetching/caching schedule for a
single disk problem can be computed in polynomial time,
thereby settling an open question by Kimbrel and Karlin.
For the parallel disk problem we give an approximation algorithm for 
minimizing stall time. Stall time is a more realistic and harder to 
approximate measure for this problem. All of our algorithms are based on 
a new approach which involves formulating the prefetching/caching problems 
as integer programs. 
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moreAbstract
Molecular dynamics simulation has become an important tool for testing
and developing hypotheses about chemical and physical processes. Since
the required amount of computing power is tremendous there is a strong 
interest in parallel algorithms. We deal with efficient algorithms on 
MIMD computers for
a special class of macromolecules, namely synthetic polymers, which play
a very important role in industry. This makes it worthwhile to design
fast parallel algorithms specifically for them. Contrary to existing
parallel algorithms, our algorithms take the structure of synthetic
polymers into account which allows faster simulation of their dynamics.
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moreAbstract
A number of erroneous attempts involving $PQ$-trees
in the context of automatic graph drawing algorithms have
been presented in the literature in recent years.
In order to prevent
future research from constructing algorithms with similar errors we
point out some of the major mistakes.
 
In particular, we examine erroneous usage of the $PQ$-tree data
structure in algorithms for computing maximal planar subgraphs and an
algorithm for testing leveled planarity of leveled directed acyclic
graphs with several sources and sinks.
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moreAbstract
We present algorithms for the 2-layer straightline crossing minimization 
problem that are able to compute exact optima. Our computational results lead 
us to the conclusion that there is no need for heuristics if one layer is 
fixed, even though the problem is NP-hard, and that for the general problem 
with two variable layers, true optima can be computed for sparse instances in 
which the smaller layer contains up to 15 nodes. For bigger instances, the 
iterated barycenter method turns out
 to be the method of choice among several popular heuristics whose performance 
we could assess by comparing their results to optimum solutions.
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moreAbstract
We consider the problem of matrix transpose on
mesh-connected processor networks. On the theoretical side,
we present the first optimal algorithm for matrix transpose
on two-dimensional meshes.Then we consider issues on 
implementations, show that the theoretical best bound cannot
be achieved and present an alternative approach that really
improves the practical performance. Finally, we introduce 
the concept of orthogonalizations, which are generalization 
of matrix transposes. We show how to realize them 
efficiently and present interesting applications of this 
new technique.
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of matrix transposes. We show how to realize them 
efficiently and present interesting applications of this 
new technique.
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moreAbstract
Drawing a graph nicely in the plane is a challenging task and mostly the appropriate problems of maximizing several aesthetic criteria are NP--complete. This thesis addresses the problem of finding an embedding for a given planar graph such that the nodes are drawn on integer grid points and the edges are following the horizontal and vertical grid lines without crossing each other. These drawings are known as {\em orthogonal grid drawings} and are highly accepted in practical applications such as automatic drawing of diagrams and VLSI--design if the number of bends in the drawing is low. We present an algorithm that extends an approach known as Tamassia's bend minimization algorithm which produces a bend--optimal drawing for a planar graph with a fixed planar representation and maximal degree of four.  Therefore we introduce the concept of {\em quasi--orthogonal grid embeddings} which allow the edges to run locally between grid points in order to cope with graphs that have an arbitrarily high degree.  Furthermore a new method for compacting the size of the drawing is proposed.  The appendix of the thesis contains the full {\tt cweb}--documented implementation, demos can be found in {\tt /KM/usr/gdraw/DEMO/ortho}.
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moreAbstract
We have developed and 
implemented a parallel distributed algorithm for the
rigid-body protein docking problem. The algorithm is based on
a new fitness function for evaluating the surface matching 
of a given conformation.
The fitness function is defined as the weighted sum
of two contact measures, the {\em geometric contact measure}
and the {\em chemical contact measure}. 
The geometric contact measure measures the ``size'' of the
contact area of two molecules. It is a potential function
that counts the ``van der Waals contacts'' between the atoms of the
two molecules (the algorithm does not compute 
the Lennard-Jones potential).
The chemical contact measure is also based
on the ``van der Waals contacts'' principle: We consider
all atom pairs that have a ``van der Waals'' contact,
but instead of adding a constant for each pair $(a,b)$ we add a 
``chemical weight'' that depends on the atom pair $(a,b)$.
We tested our docking algorithm with a test set that contains
the test examples of Norel et al.~\cite{NLWN94} and 
\protect{Fischer} et al.~\cite{FLWN95} and compared the results of our
docking algorithm with the results of Norel et al.~\cite{NLWN94,NLWN95},
with the results of Fischer et al.~\cite{FLWN95} and 
with the results of Meyer et al.~\cite{MWS96}.
In 32 of 35 test examples the best conformation with respect
to the fitness function was an approximation of the real
conformation.


BibTeX
@techreport{Lenhof97,
TITLE = {New contact measures for the protein docking problem},
AUTHOR = {Lenhof, Hans-Peter},
LANGUAGE = {eng},
NUMBER = {MPI-I-97-1-004},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1997},
DATE = {1997},
ABSTRACT = {We have developed and implemented a parallel distributed algorithm for the rigid-body protein docking problem. The algorithm is based on a new fitness function for evaluating the surface matching of a given conformation. The fitness function is defined as the weighted sum of two contact measures, the {\em geometric contact measure} and the {\em chemical contact measure}. The geometric contact measure measures the ``size'' of the contact area of two molecules. It is a potential function that counts the ``van der Waals contacts'' between the atoms of the two molecules (the algorithm does not compute the Lennard-Jones potential). The chemical contact measure is also based on the ``van der Waals contacts'' principle: We consider all atom pairs that have a ``van der Waals'' contact, but instead of adding a constant for each pair $(a,b)$ we add a ``chemical weight'' that depends on the atom pair $(a,b)$. We tested our docking algorithm with a test set that contains the test examples of Norel et al.~\cite{NLWN94} and \protect{Fischer} et al.~\cite{FLWN95} and compared the results of our docking algorithm with the results of Norel et al.~\cite{NLWN94,NLWN95}, with the results of Fischer et al.~\cite{FLWN95} and with the results of Meyer et al.~\cite{MWS96}. In 32 of 35 test examples the best conformation with respect to the fitness function was an approximation of the real conformation.},
TYPE = {Research Report},
}

Endnote
%0 Report
%A Lenhof, Hans-Peter
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T New contact measures for the protein docking problem : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-9F7D-3
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1997
%P 10 p.
%X We have developed and 
implemented a parallel distributed algorithm for the
rigid-body protein docking problem. The algorithm is based on
a new fitness function for evaluating the surface matching 
of a given conformation.
The fitness function is defined as the weighted sum
of two contact measures, the {\em geometric contact measure}
and the {\em chemical contact measure}. 
The geometric contact measure measures the ``size'' of the
contact area of two molecules. It is a potential function
that counts the ``van der Waals contacts'' between the atoms of the
two molecules (the algorithm does not compute 
the Lennard-Jones potential).
The chemical contact measure is also based
on the ``van der Waals contacts'' principle: We consider
all atom pairs that have a ``van der Waals'' contact,
but instead of adding a constant for each pair $(a,b)$ we add a 
``chemical weight'' that depends on the atom pair $(a,b)$.
We tested our docking algorithm with a test set that contains
the test examples of Norel et al.~\cite{NLWN94} and 
\protect{Fischer} et al.~\cite{FLWN95} and compared the results of our
docking algorithm with the results of Norel et al.~\cite{NLWN94,NLWN95},
with the results of Fischer et al.~\cite{FLWN95} and 
with the results of Meyer et al.~\cite{MWS96}.
In 32 of 35 test examples the best conformation with respect
to the fitness function was an approximation of the real
conformation.
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moreAbstract
We consider the on-line problem of call admission and routing on 
trees and meshes. Previous work considered randomized algorithms
and analyzed the {\em competitive ratio} of the algorithms.
However, these previous algorithms could obtain very low profit with 
high probability.
 
We investigate the question if it is possible to devise on-line
competitive algorithms for these problems that would guarantee a ``good'' 
solution with ``good'' probability. We give a new family of
randomized algorithms with provably optimal (up to constant factors)
competitive ratios, and provably good probability to get a profit
close to the expectation. We also give lower bounds that show
bounds on how high the probability of such algorithms, to get a profit close 
to the expectation, can be.
 
We also see 
this work as a first step towards understanding
 
how well can the profit of an competitively-optimal randomized on-line
algorithm be concentrated around its expectation.
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%X We consider the on-line problem of call admission and routing on 
trees and meshes. Previous work considered randomized algorithms
and analyzed the {\em competitive ratio} of the algorithms.
However, these previous algorithms could obtain very low profit with 
high probability.

We investigate the question if it is possible to devise on-line
competitive algorithms for these problems that would guarantee a ``good'' 
solution with ``good'' probability. We give a new family of
randomized algorithms with provably optimal (up to constant factors)
competitive ratios, and provably good probability to get a profit
close to the expectation. We also give lower bounds that show
bounds on how high the probability of such algorithms, to get a profit close 
to the expectation, can be.

We also see 
this work as a first step towards understanding

how well can the profit of an competitively-optimal randomized on-line
algorithm be concentrated around its expectation.
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Multiple alignment is an important problem in computational biology. It is well known that it can be solved exactly by a dynamic programming algorithm which in turn can be interpreted as a shortest path computation in a directed acyclic graph. The $\cal{A}^*$ algorithm (or goal directed unidirectional search) is a technique that speeds up the computation of a shortest path by transforming the edge lengths without losing the optimality of the shortest path. We implemented the $\cal{A}^*$ algorithm in a computer program similar to MSA~\cite{GupKecSch95} and FMA~\cite{ShiIma97}. We incorporated in this program new bounding strategies for both, lower and upper bounds and show that the $\cal{A}^*$ algorithm, together with our improvements, can speed up comput ations considerably. Additionally we show that the $\cal{A}^*$ algorithm together with a standard bounding technique is superior to the well known Carillo-Lipman bounding since it excludes more nodes from consideration.
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moreAbstract
A common method for drawing directed graphs is, as a first step, to partition the 
vertices into a set of $k$ levels and then, as a second step, to permute the verti
ces within the levels such that the number of crossings is minimized.
We suggest an alternative method for the second step, namely, removing the minimal
 number of edges such that the resulting graph is $k$-level planar. For the final 
diagram the removed edges are reinserted into a $k$-level planar drawing. Hence, i
nstead of considering the $k$-level crossing minimization problem, we suggest solv
ing the $k$-level planarization problem.
In this paper we address the case $k=2$. First, we give a motivation for our appro
ach. 
Then, we address the problem of extracting a 2-level planar subgraph of maximum we
ight in a given 2-level graph. This problem is NP-hard. Based on a characterizatio
n of 2-level planar graphs, we give an integer linear programming formulation for 
the 2-level planarization problem. Moreover, we define and investigate the polytop
e $\2LPS(G)$ associated with the set of all 2-level planar subgraphs of a given 2
-level graph $G$. We will see that this polytope has full dimension and that the i
nequalities occuring in the integer linear description are facet-defining for $\2L
PS(G)$.
The inequalities in the integer linear programming formulation can be separated in
 polynomial time, hence they can be used efficiently in a branch-and-cut method fo
r solving practical instances of the 2-level planarization problem.
Furthermore, we derive new inequalities that substantially improve the quality of 
the obtained 
solution. We report on extensive computational results.
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moreAbstract
In this paper we examine the average running times of Batcher's bitonic
merge and Batcher's odd-even merge when they are used as parallel merging
algorithms. It has been shown previously that the running time of
odd-even merge can be upper bounded by a function of the maximal rank difference
for elements in the two input sequences. Here we give an almost matching lower bound
for odd-even merge as well as a similar upper bound for (a special version
of) bitonic merge.
>From this follows that the average running time of odd-even merge (bitonic
merge) is $\Theta((n/p)(1+\log(1+p^2/n)))$ ($O((n/p)(1+\log(1+p^2/n)))$, resp.)
where $n$ is the size of the input and $p$ is the number of processors used. 
Using these results we then show that the average running times of
odd-even merge sort and bitonic merge sort are $O((n/p)(\log n + (\log(1+p^2/n))^2))$,
that is, the two algorithms are optimal on the average if 
$n\geq p^2/2^{\sqrt{\log p}}$.
The derived bounds do not allow to compare the two sorting algorithms
program, for various sizes of input and numbers of processors.
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moreAbstract
In these notes, which were originally written as lecture 
notes for Advanced School on Algorithmic Foundations of Geographic 
Information Systems, CISM, held in Udine, Italy, in September, 1996, 
we discuss issues related to the design of a computational
geometry algorithms library. 
We discuss modularity and generality, efficiency and robustness, and
ease of use. We argue that exact geometric
computation is the most promising approach to ensure robustness
in a geometric algorithms library.
Many of the presented concepts have been developed
jointly in the kernel design group of CGAL and/or in the geometry group of
LEDA. However, the view held in these notes is a personal view, not 
the official view of CGAL.
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moreAbstract
On practical parallel computers, the time for routing a distribution 
  of sufficiently large packets can be approximated by $\max\{T_f, 
  T_b\}$. Here $T_f$ is proportional to the maximum number of bytes a 
  PU sends and receives, and $T_b$ is proportional to the maximum 
  number of bytes a connection in the network has to transfer. 
  We show that several important routing patterns can be performed 
  by a sequence of balanced all-to-all routings and analyze how
  to optimally perform these under the above cost-model. We concentrate 
  on dimension-order routing on meshes, and assume that the routing 
  pattern must be decomposed into a sequence of permutations. 
  The developed strategy has been implemented on the Intel Paragon.
  In comparison with the trivial strategy, in which $\mi{PU}_i$ routes 
  to $\mi{PU}_{(i + t) \bmod P}$ in permutation~$t$, $1 \leq t < P$,
  one gains between $10$ and $20\%$.
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moreAbstract
Sorting on interconnection networks has been solved `optimally'.
  However, the `lower-order' terms are so large that they dominate 
  the overall time-consumption for many practical problem sizes.
  Particularly for deterministic algorithms, this is a serious 
  problem.

  In this paper a refined deterministic sampling strategy is presented, 
  by which the additional term of the presented deterministic sorting
  algorithm is hardly larger than the one of the best randomized 
  algorithm.
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moreAbstract
In this paper we present a paradigm for solving external-memory
  problems, and illustrate it by algorithms for matrix multiplication,
  sorting and list ranking. Our paradigm is based on the use of BSP 
  algorithms. The correspondence is almost perfect, and especially the
  notion of $x$-optimality carries over to algorithms designed 
  according to our paradigm.

  The advantages of the approach are similar to the advantages of 
  BSP algorithms for parallel computing: scalability, portability, 
  predictability. The performance measure here is the total work, not 
  only the number of I/O operations as in previous approaches. So the 
  predicted performances are more useful for practical applications.


BibTeX
@inproceedings{Sibeyn-Kaufmann_CIAC97,
TITLE = {{BSP}-like External-memory Computation},
AUTHOR = {Sibeyn, Jop and Kaufmann, Michael},
LANGUAGE = {eng},
ISBN = {978-3-540-62592-6},
DOI = {10.1007/3-540-62592-5_75},
LOCALID = {Local-ID: C1256428004B93B8-BCD7C9E0EC8F4C58C12565CB003DCB73-SibeynKaufmann1997},
PUBLISHER = {Springer},
YEAR = {1997},
DATE = {1997},
ABSTRACT = {In this paper we present a paradigm for solving external-memory<br> problems, and illustrate it by algorithms for matrix multiplication,<br> sorting and list ranking. Our paradigm is based on the use of BSP <br> algorithms. The correspondence is almost perfect, and especially the<br> notion of $x$-optimality carries over to algorithms designed <br> according to our paradigm.<br><br> The advantages of the approach are similar to the advantages of <br> BSP algorithms for parallel computing: scalability, portability, <br> predictability. The performance measure here is the total work, not <br> only the number of I/O operations as in previous approaches. So the <br> predicted performances are more useful for practical applications.},
BOOKTITLE = {Algorithms and Complexity (CIAC 1997)},
EDITOR = {Bongiovanni, Giancarlo and Bovet, Daniel Pierre and Di Battista, Guiseppe},
PAGES = {229--240},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {1203},
ADDRESS = {Rome, Italy},
}

Endnote
%0 Conference Proceedings
%A Sibeyn, Jop
%A Kaufmann, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T BSP-like External-memory Computation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3904-6
%F EDOC: 517904
%F OTHER: Local-ID: C1256428004B93B8-BCD7C9E0EC8F4C58C12565CB003DCB73-SibeynKaufmann1997
%R 10.1007/3-540-62592-5_75
%D 1997
%B 3rd Italian Conference on Algorithms and Complexity
%Z date of event: 1997-03-12 - 1997-03-14
%C Rome, Italy
%X In this paper we present a paradigm for solving external-memory<br>  problems, and illustrate it by algorithms for matrix multiplication,<br>  sorting and list ranking. Our paradigm is based on the use of BSP <br>  algorithms. The correspondence is almost perfect, and especially the<br>  notion of $x$-optimality carries over to algorithms designed <br>  according to our paradigm.<br><br>  The advantages of the approach are similar to the advantages of <br>  BSP algorithms for parallel computing: scalability, portability, <br>  predictability. The performance measure here is the total work, not <br>  only the number of I/O operations as in previous approaches. So the <br>  predicted performances are more useful for practical applications.
%B Algorithms and Complexity
%E Bongiovanni, Giancarlo; Bovet, Daniel Pierre; Di Battista, Guiseppe
%P 229 - 240
%I Springer
%@ 978-3-540-62592-6
%B Lecture Notes in Computer Science
%N 1203
%U https://rdcu.be/dvw6U




	DOI
	PuRe
	BibTeX
	publisher version

	


        3148
    
                Article
            
D1


        J. Sibeyn, M. Kaufmann, and B. S. Chlebus
    

        “Deterministic Permutation Routing on Meshes,” Journal of Algorithms, vol. 22, no. 1, 1997.
    
moreBibTeX
@article{Sibeyn-et-al_JoA97,
TITLE = {Deterministic Permutation Routing on Meshes},
AUTHOR = {Sibeyn, Jop and Kaufmann, Michael and Chlebus, Bogdan S.},
LANGUAGE = {eng},
ISSN = {0196-6774},
DOI = {10.1006/jagm.1995.0804},
LOCALID = {Local-ID: C1256428004B93B8-01CABEFA7BE7874EC12564840052A0D2-Sibeyn-et-al-1-97},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {1997},
DATE = {1997},
JOURNAL = {Journal of Algorithms},
VOLUME = {22},
NUMBER = {1},
PAGES = {111--141},
}

Endnote
%0 Journal Article
%A Sibeyn, Jop
%A Kaufmann, Michael
%A Chlebus, Bogdan S.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Deterministic Permutation Routing on Meshes : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3919-7
%F EDOC: 517674
%F OTHER: Local-ID: C1256428004B93B8-01CABEFA7BE7874EC12564840052A0D2-Sibeyn-et-al-1-97
%R 10.1006/jagm.1995.0804
%D 1997
%* Review method: peer-reviewed
%J Journal of Algorithms
%V 22
%N 1
%& 111
%P 111 - 141
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        3149
    
                Report
            
D1


        J. Sibeyn
    

        “From parallel to external list ranking,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1997-1-021, 1997.
    
moreAbstract
Novel algorithms are presented for parallel and external memory 
list-ranking. The same algorithms can be used for computing basic
tree functions, such as the depth of a node.
 
The parallel algorithm stands out through its low memory use, its 
simplicity and its performance. For a large range of problem sizes,
it is almost as fast as the fastest previous algorithms. On a 
Paragon with 100 PUs, each holding 10^6 nodes, we obtain speed-up 25.
 
For external-memory list-ranking, the best algorithm so far is
an optimized version of independent-set-removal. Actually, 
this algorithm is not good at all: for a list of length N, the
paging volume is about 72 N. Our new algorithm reduces 
this to 18 N. The algorithm has been implemented, 
and the theoretical results are confirmed.
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The parallel algorithm stands out through its low memory use, its 
simplicity and its performance. For a large range of problem sizes,
it is almost as fast as the fastest previous algorithms. On a 
Paragon with 100 PUs, each holding 10^6 nodes, we obtain speed-up 25.

For external-memory list-ranking, the best algorithm so far is
an optimized version of independent-set-removal. Actually, 
this algorithm is not good at all: for a list of length N, the
paging volume is about 72 N. Our new algorithm reduces 
this to 18 N. The algorithm has been implemented, 
and the theoretical results are confirmed.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3150
    
                Report
            
D1


        J. Sibeyn and M. Kaufmann
    

        “BSP-like external-memory computation,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1997-1-001, 1997.
    
moreAbstract
In this paper we present a paradigm for solving external-memory
 problems, and illustrate it by algorithms for matrix multiplication,
 sorting, list ranking, transitive closure and FFT. Our paradigm is 
 based on the use of BSP algorithms. The correspondence is almost 
 perfect, and especially the notion of x-optimality carries over 
 to algorithms designed according to our paradigm.
 
 The advantages of the approach are similar to the advantages of 
 BSP algorithms for parallel computing: scalability, portability, 
 predictability. The performance measure here is the total work, not 
 only the number of I/O operations as in previous approaches. The 
 predicted performances are therefore more useful for practical 
 applications.
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moreAbstract
Parallel list ranking is a hard problem due to its extreme degree 
  of irregularity. Also because of its linear sequential complexity, 
  it requires considerable effort to just reach speed-up one (break 
  even). In this paper, we address the question of how to solve the 
  list-ranking problem for lists of length up to $2 \cdot 10^8$ 
  in practice: we consider implementations on the Intel Paragon,
  whose PUs are laid-out as a grid.

  It turns out that pointer jumping, independent-set removal and 
  sparse ruling sets, all have practical importance for current 
  systems. For the sparse-ruling-set algorithm the speed-up strongly
  increases with the number $k$ of nodes per PU, to finally reach 
  $27$ with 100 PUs, for $k = 2 \cdot 10^6$.
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moreAbstract
The RAM complexity of deterministic linear space sorting of 
integers in words is improved from $O(n\sqrt{\log n})$ to 
$O(n(\log\log n)^2)$. No better
bounds are known for polynomial space. In fact, the techniques give a
deterministic linear space priority queue supporting insert and delete in
$O((\log\log n)^2)$ amortized time and find-min in constant time. The priority 
queue can be implemented using addition, shift, and
bit-wise boolean operations.
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moreAbstract
We consider the single machine job sequencing problem
 with release dates. The main purpose of this paper
 is to investigate efficient and effective
 approximation algorithms with a bicriteria performance
 guarantee. That is, for some $(\rho_1, \rho_2)$, they
 find schedules simultaneously within a factor of $\rho_1$ of
 the minimum total weighted completion times and
 within a factor of $\rho_2$ of the minimum makespan.
 
 The main results of the paper are summarized as follows.
 First, we present a new $O(n\log n)$ algorithm with the performance
 guarantee $\left(1+\frac{1}{\beta}, 1+\beta\right)$ for any
 $\beta \in [0,1]$. For the problem with integer processing times
 and release dates, the algorithm has the bicriteria performance guarantee
 $\left(2-\frac{1}{p_{max}}, 2-\frac{1}{p_{max}}\right)$,
 where $p_{max}$ is the maximum processing time.
 Next, we study an elegant approximation algorithm
 introduced recently by Goemans. We show that
 its randomized version has expected bicriteria performance
 guarantee $(1.7735, 1.51)$ and the derandomized
 version has the guarantee $(1.7735, 2-\frac{1}{p_{max}})$.
 
 To establish the performance guarantee, we also use two
 LP relaxations and some randomization techniques
 as Goemans does, but take a different approach
 in the analysis, based on a decomposition theorem. Finally, we
 present a family of bad instances showing that
 it is impossible to achieve $\rho_1\leq 1.5$ with this LP lower
 bound.
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moreAbstract
This paper surveys results in the design and analysis of self-organizing
data structures for the search problem. We concentrate on two simple but 
very popular data structures: the unsorted linear list and the binary search 
tree. A self-organizing data structure has a rule or algorithm for 
changing pointers or state data. The self-organizing rule is designed to 
get the structure into a good state so that future operations can be 
processed efficiently. Self-organizing data structures differ from constraint 
structures in that no structural invariant, such as a balance constraint in 
a binary search tree, has to be satisfied.
 
In the area of self-organizing linear lists we present a series of
deterministic and randomized on-line algorithms. We concentrate on
competitive algorithms, i.e., algorithms that have a guaranteed performance 
with respect to an optimal offline algorithm.
In the area of binary search trees we present both on-line and off-line
algorithms. We also discuss a famous self-organizing
on-line rule called splaying and present important theorems and 
open conjectures on splay trees. In the third part of the paper we show 
that algorithms for self-organizing lists and trees can be used to build 
very effective data compression schemes. We report on theoretical 
and experimental results.


BibTeX
@techreport{AlbersWestbrook96,
TITLE = {A survey of self-organizing data structures},
AUTHOR = {Albers, Susanne and Westbrook, Jeffery},
LANGUAGE = {eng},
NUMBER = {MPI-I-1996-1-026},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1996},
DATE = {1996},
ABSTRACT = {This paper surveys results in the design and analysis of self-organizing data structures for the search problem. We concentrate on two simple but very popular data structures: the unsorted linear list and the binary search tree. A self-organizing data structure has a rule or algorithm for changing pointers or state data. The self-organizing rule is designed to get the structure into a good state so that future operations can be processed efficiently. Self-organizing data structures differ from constraint structures in that no structural invariant, such as a balance constraint in a binary search tree, has to be satisfied. In the area of self-organizing linear lists we present a series of deterministic and randomized on-line algorithms. We concentrate on competitive algorithms, i.e., algorithms that have a guaranteed performance with respect to an optimal offline algorithm. In the area of binary search trees we present both on-line and off-line algorithms. We also discuss a famous self-organizing on-line rule called splaying and present important theorems and open conjectures on splay trees. In the third part of the paper we show that algorithms for self-organizing lists and trees can be used to build very effective data compression schemes. We report on theoretical and experimental results.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Albers, Susanne
%A Westbrook, Jeffery
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T A survey of self-organizing data structures : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-A03D-0
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1996
%P 39 p.
%X This paper surveys results in the design and analysis of self-organizing
data structures for the search problem. We concentrate on two simple but 
very popular data structures: the unsorted linear list and the binary search 
tree. A self-organizing data structure has a rule or algorithm for 
changing pointers or state data. The self-organizing rule is designed to 
get the structure into a good state so that future operations can be 
processed efficiently. Self-organizing data structures differ from constraint 
structures in that no structural invariant, such as a balance constraint in 
a binary search tree, has to be satisfied.

In the area of self-organizing linear lists we present a series of
deterministic and randomized on-line algorithms. We concentrate on
competitive algorithms, i.e., algorithms that have a guaranteed performance 
with respect to an optimal offline algorithm.
In the area of binary search trees we present both on-line and off-line
algorithms. We also discuss a famous self-organizing
on-line rule called splaying and present important theorems and 
open conjectures on splay trees. In the third part of the paper we show 
that algorithms for self-organizing lists and trees can be used to build 
very effective data compression schemes. We report on theoretical 
and experimental results.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3161
    
                Conference paper
            
D1


        S. Albers and M. Mitzenmacher
    

        “Average Case Analyses of List Update Algorithms, with Applications to Data Compression,” in Automata Languages and Programming (ICALP 1996), Paderborn, Germany, 1996.
    
moreBibTeX
@inproceedings{Albers-Mitzenmacher_ICALP96,
TITLE = {Average Case Analyses of List Update Algorithms, with Applications to Data Compression},
AUTHOR = {Albers, Susanne and Mitzenmacher, Michael},
LANGUAGE = {eng},
ISBN = {978-3-540-61440-1},
DOI = {10.1007/3-540-61440-0_155},
PUBLISHER = {Springer},
YEAR = {1996},
DATE = {1996},
BOOKTITLE = {Automata Languages and Programming (ICALP 1996)},
EDITOR = {Meyer auf der Heide, Friedhelm and Monien, Burkhard},
PAGES = {514--525},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {1099},
ADDRESS = {Paderborn, Germany},
}

Endnote
%0 Conference Proceedings
%A Albers, Susanne
%A Mitzenmacher, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Average Case Analyses of List Update Algorithms, with Applications to Data Compression : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-1341-3
%R 10.1007/3-540-61440-0_155
%D 1996
%B 23rd International Colloquium on Automata Languages and Programming
%Z date of event: 1996-07-08 - 1996-07-12
%C Paderborn, Germany
%B Automata Languages and Programming
%E Meyer auf der Heide, Friedhelm; Monien, Burkhard
%P 514 - 525
%I Springer
%@ 978-3-540-61440-1
%B Lecture Notes in Computer Science
%N 1099
%U https://rdcu.be/dt98g




	DOI
	PuRe
	BibTeX
	publisher version

	


        3162
    
                Article
            
D1


        N. Alon, P. Kelsen, S. Mahajan, and H. Ramesh
    

        “Coloring 2-colorable Hypergraphs with a Sublinear Number of Colors,” Nordic Journal of Computing, vol. 3, no. 4, 1996.
    
moreBibTeX
@article{Alon-et-al_NJC96,
TITLE = {Coloring 2-colorable Hypergraphs with a Sublinear Number of Colors},
AUTHOR = {Alon, Noga and Kelsen, Pierre and Mahajan, Sanjeev and Ramesh, Hariharan},
LANGUAGE = {eng},
ISSN = {1236-6064},
DOI = {10.5555/763878.763887},
PUBLISHER = {Publishing Association Nordic Journal of Computing},
ADDRESS = {Helsinki},
YEAR = {1996},
DATE = {1996},
JOURNAL = {Nordic Journal of Computing},
VOLUME = {3},
NUMBER = {4},
PAGES = {425--439},
}

Endnote
%0 Journal Article
%A Alon, Noga
%A Kelsen, Pierre
%A Mahajan, Sanjeev
%A Ramesh, Hariharan
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Coloring 2-colorable Hypergraphs with a Sublinear Number of Colors : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-3948-2
%R 10.5555/763878.763887
%D 1996
%J Nordic Journal of Computing
%V 3
%N 4
%& 425
%P 425 - 439
%I Publishing Association Nordic Journal of Computing
%C Helsinki
%@ false




	DOI
	PuRe
	BibTeX

	


        3163
    
                Article
            
D1


        N. Alon, P. G. Bradford, and R. Fleischer
    

        “Matching nuts and bolts faster,” Information Processing Letters, vol. 59, no. 3, 1996.
    
moreBibTeX
@article{Alon-et-al_Inf.Proc.Let.96,
TITLE = {Matching nuts and bolts faster},
AUTHOR = {Alon, Noga and Bradford, Phillip Gnassi and Fleischer, Rudolf},
LANGUAGE = {eng},
ISSN = {0020-0190},
DOI = {10.1016/0020-0190(96)00104-4},
LOCALID = {Local-ID: C1256428004B93B8-0719B94BFA656E5EC1256429004328CB-Bradford-Fleischer-96},
YEAR = {1996},
DATE = {1996},
JOURNAL = {Information Processing Letters},
VOLUME = {59},
NUMBER = {3},
PAGES = {123--127},
}

Endnote
%0 Journal Article
%A Alon, Noga
%A Bradford, Phillip Gnassi
%A Fleischer, Rudolf
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Matching nuts and bolts faster : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-AB81-7
%F EDOC: 517680
%F OTHER: Local-ID: C1256428004B93B8-0719B94BFA656E5EC1256429004328CB-Bradford-Fleischer-96
%R 10.1016/0020-0190(96)00104-4
%D 1996
%* Review method: peer-reviewed
%J Information Processing Letters
%V 59
%N 3
%& 123
%P 123 - 127
%@ false




	DOI
	PuRe
	BibTeX

	


        3164
    
                Article
            
D1


        H. Alt, L. Guibas, K. Mehlhorn, R. M. Karp, and A. Wigderson
    

        “A Method for Obtaining Randomized Algorithms with Small Tail Probabilities,” Algorithmica, vol. 16, 1996.
    
moreAbstract
We study strategies for converting randomized algorithms of the Las Vegas type 
into randomized algorithms with small tail probabilities.


BibTeX
@article{AltGuibasMehlhornKarp96,
TITLE = {A Method for Obtaining Randomized Algorithms with Small Tail Probabilities},
AUTHOR = {Alt, Helmut and Guibas, L. and Mehlhorn, Kurt and Karp, Richard M. and Wigderson, A.},
LANGUAGE = {eng},
ISSN = {0178-4617},
LOCALID = {Local-ID: C1256428004B93B8-09A84E84CF6C02CCC1256466004E8640-AltGuibasMehlhornKarp96},
YEAR = {1996},
DATE = {1996},
ABSTRACT = {We study strategies for converting randomized algorithms of the Las Vegas type into randomized algorithms with small tail probabilities.},
JOURNAL = {Algorithmica},
VOLUME = {16},
PAGES = {543--547},
}

Endnote
%0 Journal Article
%A Alt, Helmut
%A Guibas, L.
%A Mehlhorn, Kurt
%A Karp, Richard M.
%A Wigderson, A.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A Method for Obtaining Randomized Algorithms with Small Tail Probabilities : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-AB14-0
%F EDOC: 344404
%F OTHER: Local-ID: C1256428004B93B8-09A84E84CF6C02CCC1256466004E8640-AltGuibasMehlhornKarp96
%D 1996
%* Review method: peer-reviewed
%X We study strategies for converting randomized algorithms of the Las Vegas type 
into randomized algorithms with small tail probabilities.
%J Algorithmica
%V 16
%& 543
%P 543 - 547
%@ false




	PuRe
	BibTeX

	


        3165
    
                Report
            
D1


        S. Arikati, S. Chaudhuri, and C. Zaroliagis
    

        “All-pairs min-cut in sparse networks,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1996-1-007, 1996.
    
moreAbstract
Algorithms are presented for the all-pairs min-cut problem in bounded tree-width, planar and sparse networks. The approach used is to preprocess the input $n$-vertex network so that, afterwards, the value of a min-cut between any two vertices can be efficiently computed. A tradeoff is shown between the preprocessing time and the time taken to compute min-cuts subsequently. In particular, after an $O(n\log n)$ preprocessing of a bounded tree-width network, it is possible to find the value of a min-cut between any two vertices in constant time. This implies that for such networks the all-pairs min-cut problem can be solved in time $O(n^2)$.
 This algorithm is used in conjunction with a graph decomposition technique of Frederickson to obtain algorithms for sparse and planar networks. The running times depend upon a topological property, $\gamma$, of the input network.
 The parameter $\gamma$ varies between 1 and $\Theta(n)$; the algorithms perform well when $\gamma = o(n)$.
 The value of a min-cut can be found in time $O(n + \gamma^2 \log \gamma)$ and all-pairs min-cut can be solved in time $O(n^2 + \gamma^4 \log \gamma)$ for sparse networks. The corresponding running times4 for planar networks are $O(n+\gamma \log \gamma)$ and $O(n^2 + \gamma^3 \log \gamma)$, respectively. The latter bounds depend on a result of independent interest: outerplanar networks have small ``mimicking'' networks which are also outerplanar.
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This paper shows that finding the row minima (maxima) in an
$n \times n$ totally monotone matrix in the worst case requires
any algorithm to make $3n-5$ comparisons or $4n -5$ matrix accesses.
Where the, so called, SMAWK algorithm of Aggarwal {\em et al\/.}
finds the row minima in no more than $5n -2 \lg n - 6$ comparisons.
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moreAbstract
This paper presents two simple approximation algorithms for the shortest superstring problem, with approximation ratios $2 {2\over 3}$ ($\approx 2.67$) and $2 {25\over 42}$ ($\approx 2.596$), improving the best previously published $2 {3\over 4}$ approximation.
 The framework of our improved algorithms is similar to that of previous algorithms in the sense that they construct a superstring by computing some optimal cycle covers on the distance graph of the given strings, and then break and merge the cycles to finally obtain
 a Hamiltonian path, but we make use of new bounds on the overlap between two strings.
 We prove that for each periodic semi-infinite string $\alpha = a_1 a_2 \cdots$ of period $q$, there exists an integer $k$, such that for {\em any} (finite) string $s$ of period $p$ which is {\em inequivalent} to $\alpha$, the overlap between $s$ and the {\em rotation}
 $\alpha[k] = a_k a_{k+1} \cdots$ is at most $p+{1\over 2}q$.
 Moreover, if $p \leq q$, then the overlap between $s$ and $\alpha[k]$ is not larger than ${2\over 3}(p+q)$. In the previous shortest superstring algorithms $p+q$ was used as the standard bound on overlap between two strings with periods $p$ and $q$.
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moreAbstract
The complexity of maintaining a set under the operations {\sf Insert}, {\sf Delete} and {\sf FindMin} is considered. In the comparison model it is shown that any randomized algorithm with expected amortized cost $t$ comparisons per {\sf Insert} and {\sf Delete} has expected cost at least $n/(e2^{2t})-1$ comparisons for {\sf FindMin}. If {\sf FindMin} 474 is replaced by a weaker operation, {\sf FindAny}, then it is shown that a randomized algorithm with constant expected cost per operation exists, but no deterministic algorithm. Finally, a deterministic algorithm with constant amortized cost per operation for an offline version of the problem is given.


BibTeX
@techreport{BrodalChaudhuriRadhakrishnan96,
TITLE = {The randomized complexity of maintaining the minimum},
AUTHOR = {Brodal, Gerth St{\o}lting and Chaudhuri, Shiva and Radhakrishnan, Jaikumar},
LANGUAGE = {eng},
NUMBER = {MPI-I-1996-1-014},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1996},
DATE = {1996},
ABSTRACT = {The complexity of maintaining a set under the operations {\sf Insert}, {\sf Delete} and {\sf FindMin} is considered. In the comparison model it is shown that any randomized algorithm with expected amortized cost $t$ comparisons per {\sf Insert} and {\sf Delete} has expected cost at least $n/(e2^{2t})-1$ comparisons for {\sf FindMin}. If {\sf FindMin} 474 is replaced by a weaker operation, {\sf FindAny}, then it is shown that a randomized algorithm with constant expected cost per operation exists, but no deterministic algorithm. Finally, a deterministic algorithm with constant amortized cost per operation for an offline version of the problem is given.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Brodal, Gerth St&#248;lting
%A Chaudhuri, Shiva
%A Radhakrishnan, Jaikumar
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T The randomized complexity of maintaining the minimum : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-A18C-7
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1996
%P 12 p.
%X The complexity of maintaining a set under the operations {\sf Insert}, {\sf Delete} and {\sf FindMin} is considered. In the comparison model it is shown that any randomized algorithm with expected amortized cost $t$ comparisons per {\sf Insert} and {\sf Delete} has expected cost at least $n/(e2^{2t})-1$ comparisons for {\sf FindMin}. If {\sf FindMin} 474 is replaced by a weaker operation, {\sf FindAny}, then it is shown that a randomized algorithm with constant expected cost per operation exists, but no deterministic algorithm. Finally, a deterministic algorithm with constant amortized cost per operation for an offline version of the problem is given.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3181
    
                Thesis
            
D1


        C. Burnikel
    

        “Exact Computation of Voronoi Diagrams and Line Segment Intersections,” Universität des Saarlandes, Saarbrücken, 1996.
    
moreBibTeX
@phdthesis{Burnikel-Diss96,
TITLE = {Exact Computation of Voronoi Diagrams and Line Segment Intersections},
AUTHOR = {Burnikel, Christoph},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-87C4CF331CE13DEEC1256466004C217C-Burnikel-Diss96},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1996},
DATE = {1996},
}

Endnote
%0 Thesis
%A Burnikel, Christoph
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Exact Computation of Voronoi Diagrams and Line Segment Intersections : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-AB10-7
%F EDOC: 517792
%F OTHER: Local-ID: C1256428004B93B8-87C4CF331CE13DEEC1256466004C217C-Burnikel-Diss96
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1996
%V phd
%9 phd




	PuRe
	BibTeX

	


        3182
    
                Report
            
D1


        C. Burnikel, K. Mehlhorn, and S. Schirra
    

        “The LEDA class real number,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1996-1-001, 1996.
    
moreAbstract
We describe the implementation of the LEDA data type {\bf real}. Every integer is a real and reals are closed under the operations addition, subtraction, multiplication, division and squareroot.
The main features of the data type real are
\begin{itemize}
\item The user--interface is similar to that of the built--in data type double.
\item All comparison operators $\{>, \geq, <, \leq, =\}$ are {\em exact}. 
In order to determine the sign of a real number $x$ the data type first computes a rational number $q$ such that $|x| \leq q$ implies $x = 0$ and then computes an approximation of $x$ of sufficient precision to decide the sign of $x$.
The user may assist the data type by providing a separation bound $q$.
\item The data type also allows to evaluate real expressions with arbitrary precision. One may either set the mantissae length of the underlying floating point system and then evaluate the expression with that mantissa length or one may specify an error bound $q$. The data type then computes an approximation with absolute error at most $q$.
\end{itemize}
The implementation of the data type real is based on the LEDA data types {\bf integer} and {\bf bigfloat} which are the types of arbitrary precision integers and floating point numbers, respectively.The implementation takes various shortcuts for increased efficiency, e.g., a {\bf double} approximation of any real number together with an error bound is maintained and tests are first performed on these approximations.
A high precision computation is only started when the test on the {\bf double} approximation is inconclusive.
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moreAbstract
We investigate the parallel complexity of computing the stable model of acyclic 
general logic programs. Within this class of logic programs, we consider the 
cases of negative and definite logic programs. Both cases are proved to be 
P-complete. We prove the same for a related problem, namely that of computing 
the kernel of a directed acyclic graph.
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moreAbstract
A fundamental problem in computational biology is the
construction of physical maps of chromosomes from hybridization 
experiments between unique probes and clones of chromosome fragments 
in the presence of error.
Alizadeh, Karp, Weisser and Zweig~\cite{AKWZ94} first considered a 
maximum-likelihood model of the problem that is equivalent to finding 
an ordering of the probes that minimizes a weighted sum of errors,
and developed several effective heuristics. We show that by exploiting 
information about the end-probes of clones, this model can be formulated 
as a weighted Betweenness Problem.
This affords the significant advantage of allowing the well-developed tools
of integer linear-programming and branch-and-cut algorithms to be brought
to bear on physical mapping, enabling us for the first time to solve
small mapping instances to optimality even in the presence of high error.
We also show that by combining the optimal solution of many small 
overlapping Betweenness Problems, one can effectively screen errors 
from larger instances, and solve the edited instance to optimality 
as a Hamming-Distance Traveling Salesman Problem.
This suggests a new combined approach to physical map construction.
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moreAbstract
We consider the problems of computing $r$-approximate traveling salesman tours and $r$-approximate minimum spanning trees for a set of $n$ points in $\IR^d$, where $d \geq 1$ is a constant.
 In the algebraic computation tree model, the complexities of both these problems are shown to be $\Theta(n \log n/r)$, for all $n$ and $r$ such that $r<n$ and $r$ is larger than some constant. In the more powerful model of computation that additionally uses the floor function and random access, both problems can be solved in $O(n)$ time if $r = \Theta( n^{1-1/d} )$.
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moreAbstract
In this paper we study the problem of finding an exact ground state of a two-dimensional $\pm J$ Ising spin glass on a square lattice with nearest neighbor interactions and periodic boundary conditions when there is
a concentration $p$ of negative bonds, with $p$ ranging between $0.1$ and $0.9$. With our exact algorithm we can determine ground states of grids of sizes up to $50\times 50$ in a moderate amount of computation time (up to one hour each) for several values of $p$. For the ground state energy of an infinite spin glass system with $p=0.5$ we estimate $E_{0.5}^\infty = -1.4015 \pm0.0008$.
We report on extensive computational tests based on more than $22\,000$ experiments.
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moreAbstract
We consider arithmetic expressions over operators 
$+$, $-$, $*$, $/$, and $\sqrt{\ }$,
with integer operands. For an expression $E$, a separation bound
$sep(E)$ is a positive real number with the property that $E\neq 0$ implies 
$|E| \geq sep(E)$. We propose a new separation bound that is easy to compute an
d stronger than previous bounds.
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moreAbstract
We investigate random variables arising in occupancy problems, and show the variables to be negatively associated, that is, negatively
 dependent in a strong sense. Our proofs are based on the FKG correlation inequality, and they suggest a useful, general technique
 for proving negative dependence among random variables. We also show that in the special case of two binary random variables, the notions of negative correlation and negative association coincide.
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moreAbstract
The computation of the topological shape of a real algebraic plane curve is 
usually driven by the study of the behavior of the curve around its critical 
points (which includes also the singular points). In this paper we present a 
new algorithm computing the topological shape of a real algebraic plane curve 
whose complexity is better than the best algorithms known. This is due to the 
avoiding, through a sufficiently good change of coordinates, of real root 
computations on polynomials with coefficients in a simple real algebraic 
extension of $\mathbb{Q}$ to deal with the critical points of the considered 
curve. In fact, one of the main features of this algorithm is that its 
complexity is dominated by the characterization of the real roots of the 
discriminant of the polynomial defining the considered curve.
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moreAbstract
Algorithms are more and more made available as part of libraries or tool
 kits. For a user of such a library statements of asymptotic
 running times are almost meaningless as he has no way to estimate the
 constants involved. To choose the right algorithm for the targeted problem
 size and the available hardware, knowledge about these constants is 
 important.
 
 Methods to determine the constants based on regression analysis or operation 
 counting are not practicable in the general case due to inaccuracy and costs 
 respectively. 
 We present a new general method to determine the implementation and hardware 
 specific running time constants for combinatorial 
 algorithms. This method requires no changes of the implementation 
 of the investigated algorithm and is 
 applicable to a wide range of 
 of programming languages. Only some additional code is necessary. 
 
 The determined constants 
 are correct within a constant factor which depends only on the 
 hardware platform. As an example the constants of an implementation
 of a hierarchy of algorithms and data structures are determined. 
 The hierarchy consists of an algorithm for the
 maximum weighted bipartite matching problem (MWBM), Dijkstra's algorithm, 
 a Fibonacci heap and a graph representation based on adjacency lists. 
ion
 frequencies are at most 50 \% on the tested hardware platforms.
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 kits. For a user of such a library statements of asymptotic
 running times are almost meaningless as he has no way to estimate the
 constants involved. To choose the right algorithm for the targeted problem
 size and the available hardware, knowledge about these constants is 
 important.

 Methods to determine the constants based on regression analysis or operation 
 counting are not practicable in the general case due to inaccuracy and costs 
 respectively. 
 We present a new general method to determine the implementation and hardware 
 specific running time constants for combinatorial 
 algorithms. This method requires no changes of the implementation 
 of the investigated algorithm and is 
 applicable to a wide range of 
 of programming languages. Only some additional code is necessary. 

 The determined constants 
 are correct within a constant factor which depends only on the 
 hardware platform. As an example the constants of an implementation
 of a hierarchy of algorithms and data structures are determined. 
 The hierarchy consists of an algorithm for the
 maximum weighted bipartite matching problem (MWBM), Dijkstra's algorithm, 
 a Fibonacci heap and a graph representation based on adjacency lists. 
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moreAbstract
The $k$-center problem with triangle inequality is that of placing $k$ center nodes in a weighted undirected graph in which the edge weights obey the triangle inequality, so that the maximum distance of any node to its nearest center is minimized. In this paper, we consider a generalization of this problem where, given a number $p$, we wish to place $k$ centers so as to minimize the maximum distance of any node to its $p\th$ closest center. We consider three different versions of this reliable $k$-center problem depending on which of the nodes can serve as centers and non-centers and derive best possible approximation algorithms for all three versions.
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moreAbstract
To avoid signal interference in mobile communication it is necessary that the channels used by base stations for broadcast communication within their cells are chosen so that the same channel is never concurrently used by two neighboring stations. We model this channel allocation problem as a {\em generalized list coloring problem} and we provide two distributed solutions, which are also able to cope with crash failures, by limiting the size of the network affected by a faulty station in terms of the distance from that station.
Our first solution uses a powerful synchronization mechanism to achieve a response time that depends only on $\Delta$, the maximum degree of the signal interference graph, and a failure locality of 4.
Our second solution is a simple randomized solution in which each node can expect to pick $f/4\Delta$ colors where $f$ is the size of the list at the node; the response time of this solution is a constant and the failure locality 1.
 Besides being efficient (their complexity measures involve only small constants), the protocols presented in this work are simple and easy to apply in practice, provided the existence of distributed infrastructure in networks that are in use.
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moreAbstract
In this paper we study a few
important tree optimization problems with
applications to computational biology.
These problems ask for trees that are consistent with an 
as large part of the given data as possible. 
 
We show that the maximum homeomorphic agreement
subtree problem cannot be approximated within a factor of
$N^{\epsilon}$, where $N$ is the input size, for any $0 \leq \epsilon
< \frac{1}{18}$ in polynomial time, unless P=NP. On the other hand,
we present an $O(N\log N)$-time heuristic for the restriction of this
problem to instances with $O(1)$ trees of height $O(1)$, 
yielding solutions within a constant factor of the optimum. 
 
We prove that the maximum inferred consensus tree
problem is NP-complete and we provide a simple fast heuristic
for it, yielding solutions within one third of the optimum. 
We also present a more specialized polynomial-time heuristic 
for the maximum inferred local consensus tree problem.
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moreAbstract
We consider {\sl external inverse pattern matching} problem.
Given a text $\t$ of length $n$ over an ordered alphabet $\Sigma$, 
such that $|\Sigma|=\sigma$, and a number $m\le n$.
The entire problem is to find a pattern $\pe\in \Sigma^m$ which 
is not a subword of $\t$ and which maximizes the sum of Hamming 
distances between $\pe$ and all subwords of $\t$ of length $m$.
We present optimal $O(n\log\sigma)$-time algorithm for the external 
inverse pattern matching problem which substantially improves
the only known polynomial $O(nm\log\sigma)$-time algorithm 
introduced by Amir, Apostolico and Lewenstein. 
Moreover we discuss a fast parallel implementation of our algorithm on the
CREW PRAM model.
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The entire problem is to find a pattern $\pe\in \Sigma^m$ which 
is not a subword of $\t$ and which maximizes the sum of Hamming 
distances between $\pe$ and all subwords of $\t$ of length $m$.
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moreAbstract
Data mining can in many instances be viewed as the task of computing a
representation of a theory of a model or of a database. In this paper
we present a randomized algorithm that can be used to compute the
representation of a theory in terms of the most specific sentences of
that theory. In addition to randomization, the algorithm uses a
generalization of the concept of hypergraph transversals. We apply
the general algorithm in two ways, for the problem of discovering
maximal frequent sets in 0/1 data, and for computing minimal keys in
relations. We present some empirical results on the performance of
these methods on real data. We also show some complexity theoretic
evidence of the hardness of these problems.
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moreAbstract
In a generalized searching problem, a set $S$ of $n$ colored 
 geometric objects has to be stored in a data structure, such 
 that for any given query object $q$, the distinct colors of 
 the objects of $S$ intersected by $q$ can be reported
 efficiently. In this paper, a general technique is presented
 for adding a range restriction to such a problem. The technique 
 is applied to the problem of querying a set of colored points 
 (resp.\ fat triangles) with a fat triangle (resp.\ point). 
 For both problems, a data structure is obtained having size 
 $O(n^{1+\epsilon})$ and query time $O((\log n)^2 + C)$. 
 Here, $C$ denotes the number of colors reported by the query, 
 and $\epsilon$ is an arbitrarily small positive constant.
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moreAbstract
In a generalized intersection searching problem, a set S of colored geometric 
objects is to be preprocessed so that, given a query object q, the distinct 
colors of the objects of S that are intersected by q can be reported or counted 
efficiently. These problems generalize the well-studied standard intersection 
searching problems and have many applications. Unfortunately, the solutions 
known for the standard problems do not yield efficient solutions to the 
generalized problems. Recently, efficient solutions have been given for 
generalized problems where the input and query objects are iso-oriented (i.e., 
axes-parallel) or where the color classes satisfy additional properties (e.g., 
connectedness). In this paper, efficient algorithms are given for several 
generalized problems involving objects that are not necessarily iso-oriented. 
These problems include: generalized halfspace range searching in , for any 
fixed d ≥ 2, and segment intersection searching, triangle stabbing, and 
triangle range searching in for certain classes of line segments and triangles. 
The techniques used include: computing suitable sparse representations of the 
input, persistent data structures, and filtering search.
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moreAbstract
In a generalized intersection searching problem, a set S of colored geometric 
objects is to be preprocessed so that, given a query object q, the distinct 
colors of the objects of S that are intersected by q can be reported or counted 
efficiently. These problems generalize the well-studied standard intersection 
searching problems and have many applications. Unfortunately, the solutions 
known for the standard problems do not yield efficient solutions to the 
generalized problems. Recently, efficient solutions have been given for 
generalized problems where the input and query objects are iso-oriented (i.e., 
axes-parallel) or where the color classes satisfy additional properties (e.g., 
connectedness). In this paper, efficient algorithms are given for several 
generalized problems involving objects that are not necessarily iso-oriented. 
These problems include: generalized halfspace range searching in , for any 
fixed d ≥ 2, and segment intersection searching, triangle stabbing, and 
triangle range searching in for certain classes of line segments and triangles. 
The techniques used include: computing suitable sparse representations of the 
input, persistent data structures, and filtering search.
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moreAbstract
We present algorithms for the two layer straightline crossing 
minimization problem that are able to compute exact optima. Our 
computational results lead us to the conclusion that there is no 
need for heuristics if one layer is fixed, even though the problem 
is NP-hard, and that for the general problem with two variable layers,
 true optima can be computed for sparse instances in which the smaller 
layer contains up to 15 nodes. For bigger instances, the iterated 
barycenter method turns out to be the method of choice among several 
popular heuristics whose performance we could assess by comparing the
 results to optimum solutions.
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{\em Counting networks} form a new class of distributed, low-contention data structures, made up of {\em balancers} and {\em wires,}
 which are suitable for solving a variety of multiprocessor synchronization problems that can be expressed as counting problems.
 A {\em linearizable} counting network guarantees that the order of the values it returns respects the real-time order they were requested. 
 Linearizability significantly raises the capabilities of the network, but at a possible price in network size or synchronization support. 
 In this work, we further pursue the systematic study of the impact of {\em timing} assumptions on linearizability for
 counting networks, along the line of research recently initiated by Lynch~{\em et~al.} in [18].
 We consider two basic {\em timing} models, the {instantaneous balancer} model, in which the transition of a token from an input to an output port of a balancer is modeled as an instantaneous event, and the {\em periodic balancer} model, where balancers send out tokens at a fixed rate. In both models, we assume lower and upper bounds on the delays incurred by wires connecting the balancers.
 We present necessary and sufficient conditions for linearizability in these models, in the form of precise inequalities that involve not only parameters of the timing models, but also certain structural parameters of the counting network, which may be of more general interest.
 Our results extend and strengthen previous impossibility and possibility results on linearizability in counting networks.
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moreAbstract
We specify and implement a kernel for computational geometry in
 arbitrary finite dimensional space. The kernel provides points,
 vectors, directions, hyperplanes, segments, rays, lines, affine
 transformations, and operations connecting these types. Points have
 rational coordinates, hyperplanes have rational coefficients, and
 analogous statements hold for the other types. We therefore call our
 types \emph{rat\_point}, \emph{rat\_vector}, \emph{rat\_direction},
 \emph{rat\_hyperplane}, \emph{rat\_segment}, \emph{rat\_ray} and
 \emph{rat\_line}. All geometric primitives are \emph{exact}, i.e., 
they do not incur rounding error (because they are implemented using
 rational arithmetic) and always produce the correct result. To this
 end we provide types \emph{integer\_vector} and \emph{integer\_matrix}
 which realize exact linear algebra over the integers.
 
 The kernel is submitted to the CGAL-Consortium as a proposal for its
 higher-dimensional geometry kernel and will become part of the LEDA
 platform for combinatorial and geometric computing.
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moreAbstract
We give a state-of-the-art survey of the thickness of a graph from both a theoretical and a practical point of view. After summarizing the relevant results concerning this topological invariant of a graph, we deal with practical computation of the thickness.
We present some modifications of a basic heuristic and investigate their usefulness for evaluating the thickness and determining a decomposition of a graph in planar subgraphs.
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moreAbstract
Multiple sequence alignment is an important problem in computational biology.
We study the Maximum Trace formulation introduced by
Kececioglu~\cite{Kececioglu91}.
We first phrase the problem in terms of forbidden subgraphs,
which enables us to express Maximum Trace as an integer linear-programming
problem,
and then solve the integer linear program using methods from polyhedral
combinatorics.
The trace {\it polytope\/} is the convex hull of all feasible solutions
to the Maximum Trace problem;
for the case of two sequences,
we give a complete characterization of this polytope.
This yields a polynomial-time algorithm
for a general version of pairwise sequence alignment
that, perhaps suprisingly, does not use dynamic programming;
this yields, for instance, a non-dynamic-programming algorithm for
sequence comparison under the 0-1 metric,
which gives another answer to a long-open question in the area of string algorithms
\cite{PW93}.
For the multiple-sequence case,
we derive several classes of facet-defining inequalities
and show that for all but one class, the corresponding separation problem
can be solved in polynomial time.
This leads to a branch-and-cut algorithm for multiple sequence alignment,
and we report on our first computational experience.
It appears that a polyhedral approach to multiple sequence alignment
can solve instances that are beyond present dynamic-programming approaches.
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Kececioglu~\cite{Kececioglu91}.
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problem,
and then solve the integer linear program using methods from polyhedral
combinatorics.
The trace {\it polytope\/} is the convex hull of all feasible solutions
to the Maximum Trace problem;
for the case of two sequences,
we give a complete characterization of this polytope.
This yields a polynomial-time algorithm
for a general version of pairwise sequence alignment
that, perhaps suprisingly, does not use dynamic programming;
this yields, for instance, a non-dynamic-programming algorithm for
sequence comparison under the 0-1 metric,
which gives another answer to a long-open question in the area of string algorithms
\cite{PW93}.
For the multiple-sequence case,
we derive several classes of facet-defining inequalities
and show that for all but one class, the corresponding separation problem
can be solved in polynomial time.
This leads to a branch-and-cut algorithm for multiple sequence alignment,
and we report on our first computational experience.
It appears that a polyhedral approach to multiple sequence alignment
can solve instances that are beyond present dynamic-programming approaches.
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moreAbstract
Let $X$ be an arrangement of $n$ algebraic sets $X_i$ in $d$-space, where the $X_i$ are either parameterized or zero-sets of dimension $0\le m_i\le d-1$. We study a number of decompositions of $d$-space into connected regions in which the distance-squared function to $X$ has certain invariances. These decompositions can be used in the following of proximity problems: given some point, find the $k$ nearest sets $X_i$ in the arrangement, find the nearest point in $X$ or (assuming that $X$ is compact) find the farthest point in $X$ and hence the smallest enclosing $(d-1)$-sphere. We give bounds on the complexity of the decompositions in terms of $n$, $d$, and the degrees and dimensions of the algebraic sets $X_i$.
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moreAbstract
We consider some geometric problems on the unit sphere which arise in
 $NC$-machining. Optimal linear time algorithms are given for these
 problems using linear and quadratic programming in three dimensions.
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In this Research Report we want to clarify the current efficiency
of two LEDA software layers. We examine the runtime of the
LEDA big integer number type |integer| and of the linear algebra
classes |integer_matrix| and |integer_vector|.
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moreAbstract
Algorithms for performing gossiping on one- and higher dimensional 
 meshes are presented. As a routing model, we assume the 
 practically important worm-hole routing. 
 
 For one-dimensional arrays and rings, we give a novel lower bound 
 and an asymptotically optimal gossiping algorithm for all choices of 
 the parameters involved.
 
 For two-dimensional meshes and tori, several simple algorithms 
 composed of one-dimensional phases are presented. For an important 
 range of packet and mesh sizes it gives clear improvements upon 
 previously developed algorithms. The algorithm is analyzed 
 theoretically, and the achieved improvements are also convincingly 
 demonstrated by simulations and by an implementation on the Paragon. 
 For example, on a Paragon with $81$ processors and messages of size 
 32 KB, relying on the built-in router requires $716$ milliseconds, 
 while our algorithm requires only $79$ milliseconds.
 
 For higher dimensional meshes, we give algorithms which are based
 on a generalized notion of a diagonal. These are analyzed 
 theoretically and by simulation.
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%X Algorithms for performing gossiping on one- and higher dimensional 
 meshes are presented. As a routing model, we assume the 
 practically important worm-hole routing. 

 For one-dimensional arrays and rings, we give a novel lower bound 
 and an asymptotically optimal gossiping algorithm for all choices of 
 the parameters involved.

 For two-dimensional meshes and tori, several simple algorithms 
 composed of one-dimensional phases are presented. For an important 
 range of packet and mesh sizes it gives clear improvements upon 
 previously developed algorithms. The algorithm is analyzed 
 theoretically, and the achieved improvements are also convincingly 
 demonstrated by simulations and by an implementation on the Paragon. 
 For example, on a Paragon with $81$ processors and messages of size 
 32 KB, relying on the built-in router requires $716$ milliseconds, 
 while our algorithm requires only $79$ milliseconds.

 For higher dimensional meshes, we give algorithms which are based
 on a generalized notion of a diagonal. These are analyzed 
 theoretically and by simulation.
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moreAbstract
We present a simple parallel algorithm for the {\em single-source shortest path problem} in {\em planar digraphs} with nonnegative real edge weights.
 The algorithm runs on the EREW PRAM model of parallel computation in $O((n^{2\epsilon} + n^{1-\epsilon})\log n)$ time, performing
 $O(n^{1+\epsilon}\log n)$ work for any $0<\epsilon<1/2$. The strength of the algorithm is its simplicity, making it easy to implement, and presumably 474 quite efficient in practice.
 The algorithm improves upon the work of all previous algorithms.
 The work can be further reduced to $O(n^{1+\epsilon})$, by plugging in a less practical, sequential planar shortest path
 algorithm.
 Our algorithm is based on a region decomposition of the input graph, and uses a well-known parallel implementation of Dijkstra's algorithm.
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moreAbstract
Computational Biology is a fairly new subject that arose in response to the computational problems posed by the analysis and the processing of biomolecular sequence and structure data. The field was initiated in the late 60's and early 70's largely by pioneers working in the life sciences. Physicists and mathematicians entered the field in the 70's and 80's, while Computer Science became
involved with the new biological problems in the late 1980's.
Computational problems have gained further importance in molecular biology through the various genome projects which produce enormous amounts of data.
 
For this bibliography we focus on those areas of computational molecular biology that involve discrete algorithms
or discrete optimization. We thus neglect several other areas of computational molecular biology, like most of the literature on
the protein folding problem, as well as databases for molecular and genetic data, and genetic mapping algorithms.
Due to the availability of review papers and a bibliography this bibliography.
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%X Computational Biology is a fairly new subject that arose in response to the computational problems posed by the analysis and the processing of biomolecular sequence and structure data. The field was initiated in the late 60's and early 70's largely by pioneers working in the life sciences. Physicists and mathematicians entered the field in the 70's and 80's, while Computer Science became
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For this bibliography we focus on those areas of computational molecular biology that involve discrete algorithms
or discrete optimization. We thus neglect several other areas of computational molecular biology, like most of the literature on
the protein folding problem, as well as databases for molecular and genetic data, and genetic mapping algorithms.
Due to the availability of review papers and a bibliography this bibliography.
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moreAbstract
We show that a unit-cost RAM with a word
length of $w$ bits can sort $n$ integers
in the range $0\Ttwodots 2^w-1$ in
$O(n\log\log n)$ time, for arbitrary $w\ge\log n$,
a significant improvement over
the bound of $O(n\sqrt{\log n})$ achieved
by the fusion trees of Fredman and Willard.
Provided that $w\ge(\log n)^{2+\epsilon}$
for some fixed $\epsilon>0$, the sorting can even
be accomplished in linear expected time
with a randomized algorithm.
 
Both of our algorithms parallelize without
loss on a unit-cost PRAM with a word
length of $w$ bits.
The first one yields an algorithm that uses
$O(\log n)$ time and\break
$O(n\log\log n)$ operations on a
deterministic CRCW PRAM.
The second one yields an algorithm that uses
$O(\log n)$ expected time and $O(n)$ expected
operations on a randomized EREW PRAM,
provided that $w\ge(\log n)^{2+\epsilon}$
for some fixed $\epsilon>0$.
 
Our deterministic and randomized sequential
and parallel algorithms generalize to the
lexicographic sorting problem of sorting
multiple-precision integers represented
in several words.
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Both of our algorithms parallelize without
loss on a unit-cost PRAM with a word
length of $w$ bits.
The first one yields an algorithm that uses
$O(\log n)$ time and\break
$O(n\log\log n)$ operations on a
deterministic CRCW PRAM.
The second one yields an algorithm that uses
$O(\log n)$ expected time and $O(n)$ expected
operations on a randomized EREW PRAM,
provided that $w\ge(\log n)^{2+\epsilon}$
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moreAbstract
The problem of finding an implicit representation for a graph
such that vertex adjacency can be tested quickly is
fundamental to all graph algorithms. In particular, it
is possible to represent sparse graphs on $n$ vertices
using $O(n)$ space such that vertex adjacency is tested
in $O(1)$ time. We show here how to construct such a
representation efficiently by providing simple and optimal
algorithms, both in a sequential and a parallel setting.
Our sequential algorithm runs in $O(n)$ time.
The parallel algorithm runs in $O(\log n)$ time using
$O(n/{\log n})$ CRCW PRAM processors, or in $O(\log n\log^*n)$
time using $O(n/\log n\log^*n)$ EREW PRAM processors.
Previous results for this problem
are based on matroid partitioning and thus have a high complexity.
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        “Parallel Algorithms with Optimal Speedup for Bounded Treewidth,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-95-1-017, 1995.
    
moreAbstract
We describe the first parallel algorithm with
optimal speedup for constructing minimum-width
tree decompositions of graphs of bounded treewidth.
On $n$-vertex input graphs, the algorithm works in
$O((\log n)^2)$ time using $O(n)$ operations
on the EREW PRAM.
We also give faster parallel algorithms with
optimal speedup for the problem of deciding
whether the treewidth of an input graph is
bounded by a given constant and for a variety of
problems on graphs of bounded treewidth,
including all decision problems expressible
in monadic second-order logic.
On $n$-vertex input graphs, the algorithms use
$O(n)$ operations together with $O(\log n\Tlogstar n)$
time on the EREW PRAM, or $O(\log n)$ time on the CRCW PRAM.
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moreAbstract
The nuts and bolts problem is the following :
Given a collection of $n$ nuts of distinct sizes and $n$ bolts of distinct
sizes such that for each nut there is exactly one matching bolt,
find for each nut its corresponding bolt subject
to the restriction that we can {\em only} compare nuts to bolts.
That is we can neither compare nuts to nuts, nor bolts to bolts.
This humble restriction on the comparisons appears to make
this problem quite difficult to solve.
In this paper, we illustrate the existence of an algorithm
for solving the nuts and bolts problem that makes
$O(n \lg n)$ nut-and-bolt comparisons.
We show the existence of this algorithm by showing
the existence of certain expander-based comparator networks.
Our algorithm is asymptotically optimal in terms of the number
of nut-and-bolt comparisons it does.
Another view of this result is that we show the existence of a
decision tree with depth $O(n \lg n)$ that solves this problem.
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sizes such that for each nut there is exactly one matching bolt,
find for each nut its corresponding bolt subject
to the restriction that we can {\em only} compare nuts to bolts.
That is we can neither compare nuts to nuts, nor bolts to bolts.
This humble restriction on the comparisons appears to make
this problem quite difficult to solve.
In this paper, we illustrate the existence of an algorithm
for solving the nuts and bolts problem that makes
$O(n \lg n)$ nut-and-bolt comparisons.
We show the existence of this algorithm by showing
the existence of certain expander-based comparator networks.
Our algorithm is asymptotically optimal in terms of the number
of nut-and-bolt comparisons it does.
Another view of this result is that we show the existence of a
decision tree with depth $O(n \lg n)$ that solves this problem.
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moreAbstract
We present algorithms for the two layer straightline crossing 
minimization problem that are able to compute exact optima. 
Our computational results lead us to the conclusion that there 
is no need for heuristics if one layer is fixed, even though 
the problem is NP-hard, and that for the general problem with 
two variable layers, true optima can be computed for sparse 
instances in which the smaller layer contains up to 15 nodes. 
For bigger instances, the iterated barycenter method turns out 
to be the method of choice among several popular heuristics 
whose performance we could assess by comparing the results 
to optimum solutions.
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the problem is NP-hard, and that for the general problem with 
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moreAbstract
We give a parallel algorithm for computing all row minima
in a totally monotone $n\times n$ matrix which is simpler and more
work efficient than previous polylog-time algorithms.
It runs in
$O(\lg n \lg\lg n)$ time doing $O(n\sqrt{\lg n})$ work on a {\sf CRCW}, in
$O(\lg n (\lg\lg n)^2)$ time doing $O(n\sqrt{\lg n})$ work on a {\sf CREW},
and in $O(\lg n\sqrt{\lg n \lg\lg n})$ time
doing $O(n\sqrt{\lg n\lg\lg n})$ work on an {\sf EREW}.
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%X We give a parallel algorithm for computing all row minima
in a totally monotone $n\times n$ matrix which is simpler and more
work efficient than previous polylog-time algorithms.
It runs in
$O(\lg n \lg\lg n)$ time doing $O(n\sqrt{\lg n})$ work on a {\sf CRCW}, in
$O(\lg n (\lg\lg n)^2)$ time doing $O(n\sqrt{\lg n})$ work on a {\sf CREW},
and in $O(\lg n\sqrt{\lg n \lg\lg n})$ time
doing $O(n\sqrt{\lg n\lg\lg n})$ work on an {\sf EREW}.
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moreAbstract
The problem of matching nuts and bolts is the following :
Given a collection of $n$ nuts of distinct sizes and $n$ bolts
such that there is a one-to-one correspondence between the nuts
and the bolts, find for each nut its corresponding bolt.
We can {\em only} compare nuts to bolts.
That is we can neither compare nuts to nuts, nor bolts to bolts.
This humble restriction on the comparisons appears to make
this problem very hard to solve.
In fact, the best deterministic solution to date is due
to Alon {\it et al\/.} [1] and takes $\Theta(n \log^4 n)$
time. Their solution uses (efficient) graph expanders. In this paper,
we give a simpler $\Theta(n \log^2 n)$ time algorithm which uses only
a simple (and not so efficient) expander.
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%X The problem of matching nuts and bolts is the following :
Given a collection of $n$ nuts of distinct sizes and $n$ bolts
such that there is a one-to-one correspondence between the nuts
and the bolts, find for each nut its corresponding bolt.
We can {\em only} compare nuts to bolts.
That is we can neither compare nuts to nuts, nor bolts to bolts.
This humble restriction on the comparisons appears to make
this problem very hard to solve.
In fact, the best deterministic solution to date is due
to Alon {\it et al\/.} [1] and takes $\Theta(n \log^4 n)$
time. Their solution uses (efficient) graph expanders. In this paper,
we give a simpler $\Theta(n \log^2 n)$ time algorithm which uses only
a simple (and not so efficient) expander.
%B Research Report / Max-Planck-Institut f&#252;r Informatik
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moreAbstract
We consider the problem of preprocessing an $n$-vertex digraph with
real edge weights so that subsequent queries for the shortest path or distance
between any two vertices can be efficiently answered. 
We give algorithms
that depend on the {\em treewidth} of the input graph. When the
treewidth is a constant, our algorithms can answer distance queries in
$O(\alpha(n))$ time after $O(n)$ preprocessing. This improves upon
 previously known results for the same problem. 
We also give a
dynamic algorithm which, after a change in an edge weight, updates the
data structure in time $O(n^\beta)$, for any constant $0 < \beta < 1$. 
Furthermore, an algorithm of independent interest is given:
computing a shortest path tree, or finding a negative cycle in linear
time.
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that depend on the {\em treewidth} of the input graph. When the
treewidth is a constant, our algorithms can answer distance queries in
$O(\alpha(n))$ time after $O(n)$ preprocessing. This improves upon
 previously known results for the same problem. 
We also give a
dynamic algorithm which, after a change in an edge weight, updates the
data structure in time $O(n^\beta)$, for any constant $0 < \beta < 1$. 
Furthermore, an algorithm of independent interest is given:
computing a shortest path tree, or finding a negative cycle in linear
time.
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moreAbstract
We consider the problem of preprocessing an $n$-vertex digraph with
real edge weights so that subsequent queries for the shortest path or distance
between any two vertices can be efficiently answered. 
We give parallel algorithms for the EREW PRAM model of computation
that depend on the {\em treewidth} of 
the input graph. When the treewidth is a constant, our algorithms 
can answer distance queries in $O(\alpha(n))$ time using a single
processor, after a preprocessing of $O(\log^2n)$ time and $O(n)$ work,
where $\alpha(n)$ is the inverse of Ackermann's function. 
The class of constant treewidth graphs
contains outerplanar graphs and series-parallel graphs, among
others. To the best of our knowledge, these 
are the first parallel algorithms which achieve these bounds
for any class of graphs except trees.
We also give a dynamic algorithm which, after a change in 
an edge weight, updates our data structures in $O(\log n)$ time 
using $O(n^\beta)$ work, for any constant $0 < \beta < 1$. 
Moreover, we give an algorithm of independent interest:
computing a shortest path tree, or finding a negative cycle in 
$O(\log^2 n)$ time using $O(n)$ work.
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%X We consider the problem of preprocessing an $n$-vertex digraph with
real edge weights so that subsequent queries for the shortest path or distance
between any two vertices can be efficiently answered. 
We give parallel algorithms for the EREW PRAM model of computation
that depend on the {\em treewidth} of 
the input graph. When the treewidth is a constant, our algorithms 
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In this paper we study 2-dimensional Ising spin glasses on a grid with nearest
neighbor and periodic boundary interactions, based on a Gaussian bond 
distribution, and an exterior magnetic field.
We show how using a technique called branch and cut, the exact
ground states of grids of sizes up to $100\times 100$ can be determined in a 
moderate amount of computation time, and we report on extensive computational
tests. With our method we produce results based on more than $20\,000$ 
experiments
on the properties of spin glasses whose errors depend only on the assumptions 
on the 
model and not on the computational process. This feature is a clear advantage 
of the method over other more popular ways to compute the ground state, like 
Monte Carlo simulation including simulated annealing, evolutionary, and 
genetic algorithms, that provide only approximate 
ground states with a degree of accuracy that cannot be determined a priori.
Our ground state energy estimation at zero field is~$-1.317$.


BibTeX
@techreport{DiehlDeSimoneJuengerMutzelReineltRinaldi,
TITLE = {Exact ground states of Ising spin classes: new experimental results with a branch and cut algorithm},
AUTHOR = {Diehl, M. and De Simone, C. and J{\"u}nger, Michael and Mutzel, Petra and Reinelt, Gerhard and Rinaldi, G.},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/1995-1-004},
NUMBER = {MPI-I-1995-1-004},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1995},
DATE = {1995},
ABSTRACT = {In this paper we study 2-dimensional Ising spin glasses on a grid with nearest neighbor and periodic boundary interactions, based on a Gaussian bond distribution, and an exterior magnetic field. We show how using a technique called branch and cut, the exact ground states of grids of sizes up to $100\times 100$ can be determined in a moderate amount of computation time, and we report on extensive computational tests. With our method we produce results based on more than $20\,000$ experiments on the properties of spin glasses whose errors depend only on the assumptions on the model and not on the computational process. This feature is a clear advantage of the method over other more popular ways to compute the ground state, like Monte Carlo simulation including simulated annealing, evolutionary, and genetic algorithms, that provide only approximate ground states with a degree of accuracy that cannot be determined a priori. Our ground state energy estimation at zero field is~$-1.317$.},
TYPE = {Research Report},
}

Endnote
%0 Report
%A Diehl, M.
%A De Simone, C.
%A J&#252;nger, Michael
%A Mutzel, Petra
%A Reinelt, Gerhard
%A Rinaldi, G.
%+ External Organizations
External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Exact ground states of Ising spin classes: new experimental results with a branch and cut algorithm : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-A765-7
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/1995-1-004
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1995
%P 17 p.
%X In this paper we study 2-dimensional Ising spin glasses on a grid with nearest
neighbor and periodic boundary interactions, based on a Gaussian bond 
distribution, and an exterior magnetic field.
We show how using a technique called branch and cut, the exact
ground states of grids of sizes up to $100\times 100$ can be determined in a 
moderate amount of computation time, and we report on extensive computational
tests. With our method we produce results based on more than $20\,000$ 
experiments
on the properties of spin glasses whose errors depend only on the assumptions 
on the 
model and not on the computational process. This feature is a clear advantage 
of the method over other more popular ways to compute the ground state, like 
Monte Carlo simulation including simulated annealing, evolutionary, and 
genetic algorithms, that provide only approximate 
ground states with a degree of accuracy that cannot be determined a priori.
Our ground state energy estimation at zero field is~$-1.317$.
%B Research Report




	PuRe
	BibTeX
	fulltext version

	


        3319
    
                Article
            
D1


        P. Dietz, K. Mehlhorn, R. Raman, and C. Uhrig
    

        “Lower Bounds for Set Intersection Queries,” Algorithmica, vol. 14, no. 2, 1995.
    
moreBibTeX
@article{Dietz-et-al_Algorithmica95,
TITLE = {Lower Bounds for Set Intersection Queries},
AUTHOR = {Dietz, Paul and Mehlhorn, Kurt and Raman, Rajeev and Uhrig, Christian},
LANGUAGE = {eng},
ISSN = {0178-4617},
DOI = {10.1007/BF01293666},
LOCALID = {Local-ID: C1256428004B93B8-8040226255218E13C125645A0038FF7F-Mehlhorn-Uhrig95},
PUBLISHER = {Springer-Verlag},
ADDRESS = {New York},
YEAR = {1995},
DATE = {1995},
JOURNAL = {Algorithmica},
VOLUME = {14},
NUMBER = {2},
PAGES = {154--168},
}

Endnote
%0 Journal Article
%A Dietz, Paul
%A Mehlhorn, Kurt
%A Raman, Rajeev
%A Uhrig, Christian
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Lower Bounds for Set Intersection Queries : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-AC40-4
%F EDOC: 344413
%F OTHER: Local-ID: C1256428004B93B8-8040226255218E13C125645A0038FF7F-Mehlhorn-Uhrig95
%R 10.1007/BF01293666
%D 1995
%* Review method: peer-reviewed
%J Algorithmica
%V 14
%N 2
%& 154
%P 154 - 168
%I Springer-Verlag
%C New York
%@ false




	DOI
	PuRe
	BibTeX

	


        3320
    
                Conference paper
            
D1


        H. N. Djidjev, G. E. Pantziou, and C. Zaroliagis
    

        “On-line and Dynamic Algorithms for Shortest Path Problems,” in STACS95: 12th Annual Symposium on Theoretical Aspects of Computer Science, 1995.
    
moreBibTeX
@inproceedings{Djidjev-Pantziou-Zaro-1-95,
TITLE = {On-line and Dynamic Algorithms for Shortest Path Problems},
AUTHOR = {Djidjev, Hristo N. and Pantziou, Grammati E. and Zaroliagis, Christos},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256428004B93B8-539D9D1B41530B02C125645A00393E75-Djidjev-Pantziou-Zaro-1-95},
PUBLISHER = {Springer},
YEAR = {1995},
DATE = {1995},
BOOKTITLE = {STACS95: 12th Annual Symposium on Theoretical Aspects of Computer Science},
EDITOR = {Mayr, Ernst W. and Puech, Claude},
PAGES = {193--204},
SERIES = {Lecture Notes in Computer Science},
}

Endnote
%0 Conference Proceedings
%A Djidjev, Hristo N.
%A Pantziou, Grammati E.
%A Zaroliagis, Christos
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T On-line and Dynamic Algorithms for Shortest Path Problems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-ACA3-4
%F EDOC: 517749
%F OTHER: Local-ID: C1256428004B93B8-539D9D1B41530B02C125645A00393E75-Djidjev-Pantziou-Zaro-1-95
%I Springer
%D 1995
%B Untitled Event
%Z date of event: 1995 - 
%C Munich, Germany
%B STACS95: 12th Annual Symposium on Theoretical Aspects of Computer Science
%E Mayr, Ernst W.; Puech, Claude
%P 193 - 204
%I Springer
%B Lecture Notes in Computer Science




	PuRe
	BibTeX

	


        3321
    
                Conference paper
            
D1


        H. N. Djidjev, G. E. Pantziou, and C. Zaroliagis
    

        “Fast Algorithms for Maintaining Shortest Paths in Outerplanar and Planar Digraphs,” in Fundamentals of Computation Theory (FCT 1995), Dresden, Germany, 1995.
    
moreBibTeX
@inproceedings{Djidjev-et-al_FCT95,
TITLE = {Fast Algorithms for Maintaining Shortest Paths in Outerplanar and Planar Digraphs},
AUTHOR = {Djidjev, Hristo N. and Pantziou, Grammati E. and Zaroliagis, Christos},
LANGUAGE = {eng},
ISBN = {978-3-540-60249-1},
DOI = {10.1007/3-540-60249-6_51},
LOCALID = {Local-ID: C1256428004B93B8-269967F5E042AA20C125645A0039918A-Djidjev-Pantziou-Zaro-2-95},
PUBLISHER = {Springer},
YEAR = {1995},
DATE = {1995},
BOOKTITLE = {Fundamentals of Computation Theory (FCT 1995)},
EDITOR = {Reichel, Horst},
PAGES = {191--200},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {965},
ADDRESS = {Dresden, Germany},
}

Endnote
%0 Conference Proceedings
%A Djidjev, Hristo N.
%A Pantziou, Grammati E.
%A Zaroliagis, Christos
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Fast Algorithms for Maintaining Shortest Paths in Outerplanar and Planar Digraphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-AC82-E
%F EDOC: 517710
%F OTHER: Local-ID: C1256428004B93B8-269967F5E042AA20C125645A0039918A-Djidjev-Pantziou-Zaro-2-95
%R 10.1007/3-540-60249-6_51
%D 1995
%B 10th International Conference on Fundamentals of Computation Theory
%Z date of event: 1995-08-22 - 1995-08-25
%C Dresden, Germany
%B Fundamentals of Computation Theory
%E Reichel, Horst
%P 191 - 200
%I Springer
%@ 978-3-540-60249-1
%B Lecture Notes in Computer Science
%N 965
%U https://rdcu.be/dvPiH




	DOI
	PuRe
	BibTeX
	publisher version

	


        3322
    
                Conference paper
            
D1


        H. N. Djidjev, G. E. Pantziou, and C. Zaroliagis
    

        “On-line and Dynamic Algorithms for Shortest Path Problems,” in STACS 95, 12th Annual Symposium on Theoretical Aspects of Computer Science, Munich, Germany, 1995.
    
moreBibTeX
@inproceedings{Zaroliagis-et-al_STACS95,
TITLE = {On-line and Dynamic Algorithms for Shortest Path Problems},
AUTHOR = {Djidjev, Hristo N. and Pantziou, Grammati E. and Zaroliagis, Christos},
LANGUAGE = {eng},
ISBN = {978-3-540-59042-2},
DOI = {10.1007/3-540-59042-0_73},
LOCALID = {Local-ID: C1256428004B93B8-865039B076FE30B4C125645A004E9F82-Rueb95},
PUBLISHER = {Springer},
YEAR = {1995},
DATE = {1995},
BOOKTITLE = {STACS 95, 12th Annual Symposium on Theoretical Aspects of Computer Science},
EDITOR = {Mayr, Ernst W. and Puech, Claude},
PAGES = {193--204},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {900},
ADDRESS = {Munich, Germany},
}

Endnote
%0 Conference Proceedings
%A Djidjev, Hristo N.
%A Pantziou, Grammati E.
%A Zaroliagis, Christos
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T On-line and Dynamic Algorithms for Shortest Path Problems : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-13D3-E
%F EDOC: 517786
%F OTHER: Local-ID: C1256428004B93B8-865039B076FE30B4C125645A004E9F82-Rueb95
%R 10.1007/3-540-59042-0_73
%D 1995
%B 12th Annual Symposium on Theoretical Aspects of Computer Science
%Z date of event: 1995-03-02 - 1995-03-04
%C Munich, Germany
%B STACS 95
%E Mayr, Ernst W.; Puech, Claude
%P 193 - 204
%I Springer
%@ 978-3-540-59042-2
%B Lecture Notes in Computer Science
%N 900
%U https://rdcu.be/dubfp




	DOI
	PuRe
	BibTeX
	publisher version

	


        3323
    
                Article
            
D1


        D. Dubhashi, G. E. Pantziou, P. G. Spirakis, and C. Zaroliagis
    

        “The Fourth Moment in Luby’s Distribution,” Theoretical computer science, vol. 148, no. 1, 1995.
    
moreBibTeX
@article{Dubhashi-et-al_TCS95,
TITLE = {The Fourth Moment in Luby's Distribution},
AUTHOR = {Dubhashi, Devdatt and Pantziou, Grammati E. and Spirakis, Paul G. and Zaroliagis, Christos},
LANGUAGE = {eng},
ISSN = {0304-3975},
DOI = {10.1016/0304-3975(95)00056-3},
LOCALID = {Local-ID: C1256428004B93B8-875484F0468BF3FFC125645A0039E80D-Zaro-et-al-1-95},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {1995},
DATE = {1995},
JOURNAL = {Theoretical computer science},
VOLUME = {148},
NUMBER = {1},
PAGES = {133--140},
}

Endnote
%0 Journal Article
%A Dubhashi, Devdatt
%A Pantziou, Grammati E.
%A Spirakis, Paul G.
%A Zaroliagis, Christos
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T The Fourth Moment in Luby's Distribution : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-ACD3-9
%F EDOC: 517791
%F OTHER: Local-ID: C1256428004B93B8-875484F0468BF3FFC125645A0039E80D-Zaro-et-al-1-95
%R 10.1016/0304-3975(95)00056-3
%D 1995
%* Review method: peer-reviewed
%J Theoretical computer science
%V 148
%N 1
%& 133
%P 133 - 140
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX
	publisher version

	


        3324
    
                Report
            
D1


        D. P. Dubhashi, G. E. Pantziou, P. G. Spirakis, and C. Zaroliagis
    

        “The fourth moment in Luby`s distribution,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-1995-1-019, 1995.
    
moreAbstract
Luby (1988) proposed a way to derandomize randomized
computations which is based on the construction of a small probability
space whose elements are $3$-wise independent.
In this paper we prove some new properties of Luby's space.
More precisely, we analyze the fourth moment and
prove an interesting technical property which helps
to understand better Luby's distribution. As an application,
we study the behavior of random edge cuts in a weighted graph.
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moreAbstract
Past research on fault tolerant distributed systems has focussed on either 
processor failures, ranging from benign crash failures to the malicious
byzantine failure types, or on transient memory failures, which can
suddenly corrupt the state of the system.
An interesting question in the theory of distributed computing is whether one
can device highly fault tolerant protocols which can 
tolerate both processor failures as well as transient errors.
To answer this question we consider the construction of 
self-stabilizing wait-free shared memory objects. 
These objects occur naturally in distributed systems in which both processors
and memory may be faulty.
Our contribution in this paper is threefold. First, we propose a general
definition of a self-stabilizing wait-free shared memory object that
expresses safety guarantees even in the face of processor failures.
Second, we show that within this framework one cannot construct a
self-stabilizing single-reader single-writer regular bit from
single-reader single-writer safe bits. This result leads us to postulate a
self-stabilizing {\footnotesize\it dual\/}-reader single-writer safe bit with
which, as a 
third contribution, we construct self-stabilizing regular and atomic registers.
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moreAbstract
The thickness problem on graphs is $\cal NP$-hard and only few 
results concerning this graph invariant are known. Using a decomposition 
theorem of Truemper, we show that the thickness of 
the class of graphs without $G_{12}$-minors is less 
than or equal to two (and therefore, the same is true for the more
well-known class of the graphs without $K_5$-minors).
Consequently, the thickness of this class of graphs can 
be determined with a planarity testing algorithm in linear time.
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moreAbstract
We present algorithms for the two layer straightline crossing 
minimization problem that are able to compute exact optima. 
Our computational results lead us to the conclusion that there 
is no need for heuristics if one layer is fixed, even though 
the problem is NP-hard, and that for the general problem with 
two variable layers, true optima can be computed for sparse 
instances in which the smaller layer contains up to 15 nodes. 
For bigger instances, the iterated barycenter method turns out 
to be the method of choice among several popular heuristics 
whose performance we could assess by comparing the results 
to optimum solutions.
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whose performance we could assess by comparing the results 
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moreAbstract
In this paper, we consider dynamic data structures for order 
decomposable problems. This class of problems include the convex hull 
problem, the Voronoi diagram problem, the maxima problem, 
and intersection of halfspaces. 
This paper first describes a scheme for maintaining convex hulls in 
the plane dynamically in $O(\log n)$ amortized time for insertions and 
$O(\log^2 n)$ time for deletions. $O(n)$ space is used.
The scheme improves on the time complexity of the general scheme 
by Overmars and Van Leeuwen. We then consider the general class
of Order Decomposable Problems. We show improved behavior for 
insertions in the presence of deletions, under some assumptions.
The main assumption we make is that the problems are required 
to be {\em change sensitive}, i.e., updates to the solution
of the problem at an insertion can be obtained in time proportional 
to the changes.
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$O(\log^2 n)$ time for deletions. $O(n)$ space is used.
The scheme improves on the time complexity of the general scheme 
by Overmars and Van Leeuwen. We then consider the general class
of Order Decomposable Problems. We show improved behavior for 
insertions in the presence of deletions, under some assumptions.
The main assumption we make is that the problems are required 
to be {\em change sensitive}, i.e., updates to the solution
of the problem at an insertion can be obtained in time proportional 
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moreAbstract
We describe the implementation of a data structure called radix heap,
which is a priority queue with restricted functionality. 
Its restrictions are observed by Dijkstra's algorithm, which uses
priority queues to solve the single source shortest path problem
in graphs with nonnegative edge costs.
For a graph with $n$ nodes and $m$ edges and real-valued edge costs,
the best known theoretical bound for the algorithm is $O(m+n\log n)$.
This bound is attained by using Fibonacci heaps to implement
priority queues. 
 
If the edge costs are integers in the range $[0\ldots C]$, then using
our implementation of radix heaps for Dijkstra's algorithm 
leads to a running time of $O(m+n\log C)$.
We compare our implementation of radix heaps with an existing implementation
of Fibonacci heaps in the framework of Dijkstra's algorithm. Our 
experiments exhibit a tangible advantage for radix heaps over Fibonacci heaps
and confirm the positive influence of small edge costs on the running time.
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%X We describe the implementation of a data structure called radix heap,
which is a priority queue with restricted functionality. 
Its restrictions are observed by Dijkstra's algorithm, which uses
priority queues to solve the single source shortest path problem
in graphs with nonnegative edge costs.
For a graph with $n$ nodes and $m$ edges and real-valued edge costs,
the best known theoretical bound for the algorithm is $O(m+n\log n)$.
This bound is attained by using Fibonacci heaps to implement
priority queues. 

If the edge costs are integers in the range $[0\ldots C]$, then using
our implementation of radix heaps for Dijkstra's algorithm 
leads to a running time of $O(m+n\log C)$.
We compare our implementation of radix heaps with an existing implementation
of Fibonacci heaps in the framework of Dijkstra's algorithm. Our 
experiments exhibit a tangible advantage for radix heaps over Fibonacci heaps
and confirm the positive influence of small edge costs on the running time.
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moreAbstract
We have implemented a parallel distributed geometric docking
algorithm that uses a new measure for the size of the
contact area of two molecules. The measure is a potential function
that counts the ``van der Waals contacts'' between the atoms of the
two molecules (the algorithm does not compute 
the Lennard-Jones potential).
An integer constant $c_a$ is added to the potential for
each pair of atoms whose 
distance is in a certain interval. For each pair whose distance is 
smaller than the lower bound of the interval an integer constant 
$c_s$ is subtracted from the potential ($c_a <c_s$).
The number of allowed overlapping atom pairs is handled by 
a third parameter $N$.
Conformations where more than $N$ atom pairs overlap are 
ignored. In our ``real world'' experiments we have used
a small parameter $N$ that allows small local penetration. 
Among the best five dockings found by the algorithm there was
almost always a good (rms) approximation of the real 
conformation.
In 42 of 52 test examples
the best conformation with respect to the potential function
was an approximation of the real conformation.
The running time of our sequential algorithm is in the order 
of the running time of the algorithm of 
Norel {\it et al.}[NLW+].
The parallel version of the algorithm has a reasonable 
speedup and modest communication requirements.
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distance is in a certain interval. For each pair whose distance is 
smaller than the lower bound of the interval an integer constant 
$c_s$ is subtracted from the potential ($c_a <c_s$).
The number of allowed overlapping atom pairs is handled by 
a third parameter $N$.
Conformations where more than $N$ atom pairs overlap are 
ignored. In our ``real world'' experiments we have used
a small parameter $N$ that allows small local penetration. 
Among the best five dockings found by the algorithm there was
almost always a good (rms) approximation of the real 
conformation.
In 42 of 52 test examples
the best conformation with respect to the potential function
was an approximation of the real conformation.
The running time of our sequential algorithm is in the order 
of the running time of the algorithm of 
Norel {\it et al.}[NLW+].
The parallel version of the algorithm has a reasonable 
speedup and modest communication requirements.
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moreAbstract
LEDA is a library of efficient data types and algorithms in combinatorial and 
geometric computing. The main features of the library are its wide collection 
of data types and algorithms, the precise and readable specification of these 
types, its efficiency, its extendibility, and its ease of use.
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moreAbstract
The Parallel Random Access Machine, \de{PRAM}, is the dominant 
theoretical parallel computer model. It consists of a number of
processing units, \de{PU}s, which operate synchronously, and which 
can access a shared memory in constant time. Unfortunately, this 
high-level model is hardly realizable in hardware using current 
technology. One possibility is to directly design algorithms for the 
distributed memory computer, \de{DMC}, under consideration, but this 
involves many hairy details, and is not portable at all. More 
practical, is to develop for every DMC a library of basic algorithms 
(sorting, matrix multiplication, list ranking, \dots), a PRAM 
simulator, and a `compiler'. In this way, the programmer can program 
in a high-level language, which is essential for the acceptance of 
parallel computing. In this paper, we sketch our experiences with 
a deterministic PRAM simulator for two-dimensional meshes. 

The success of a PRAM simulator depends on the achieved speed-up. We 
made considerable progress. Presently, the simulation of one step of 
a PRAM with $65536 = 16 \cdot 64^2$ PUs, on a $64 \times 64$ mesh, 
takes about 12000 routing steps, if all 65536 PRAM PUs simultaneously 
make an access. The time depends on the precise access pattern, and 
CRCW steps are slightly more expensive than EREW steps. Larger speed-up 
is achieved if the mesh is larger or if more PRAM PUs are simulated on 
every mesh PU. It may appear disappointing that we do not achieve 
substantially better. However, on an $n \times n$ mesh, we can never 
expect to achieve a speed-up larger than $n / (c + o(n))$, for some 
constant $c$. In our case $c$ is about 12. Our techniques are directly 
applicable to higher dimensional meshes. There the speed-up is larger. 
Furthermore, in our conception, the PRAM simulator should only be used 
for those operations that are not available in the library of DMC
algorithms. So, a moderate speed-up for them, does not necessarily 
impair the speed-up of the whole program. 

We developed a small PRAM language which allows to almost directly 
simulate the basic PRAM algorithms presented in textbooks. It 
was used to simulate a constant time algorithm for computing the 
maximum \cite[Sec. 2.6.1]{Ja}, and for the standard logarithmic time 
summation algorithm. The summation of 65536 numbers requires 33 PRAM 
steps, which can be simulated on a $36 \times 36$ in 55158 routing 
steps with maximal queue size~$126$. 

In order to be able to analyze the details of the PRAM simulation, 
we have performed it on a mesh simulator. Actually, we developed a 
complete programming environment, containing many basic mesh 
operations: several variants of routing and sorting algorithms, 
ranking, etc. All these algorithms have been optimized, in order 
to get competitive results for the moderate mesh sizes under 
consideration.
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%X The Parallel Random Access Machine, \de{PRAM}, is the dominant <br>theoretical parallel computer model. It consists of a number of<br>processing units, \de{PU}s, which operate synchronously, and which <br>can access a shared memory in constant time. Unfortunately, this <br>high-level model is hardly realizable in hardware using current <br>technology. One possibility is to directly design algorithms for the <br>distributed memory computer, \de{DMC}, under consideration, but this <br>involves many hairy details, and is not portable at all. More <br>practical, is to develop for every DMC a library of basic algorithms <br>(sorting, matrix multiplication, list ranking, \dots), a PRAM <br>simulator, and a `compiler'. In this way, the programmer can program <br>in a high-level language, which is essential for the acceptance of <br>parallel computing. In this paper, we sketch our experiences with <br>a deterministic PRAM simulator for two-dimensional meshes. <br><br>The success of a PRAM simulator depends on the achieved speed-up. We <br>made considerable progress. Presently, the simulation of one step of <br>a PRAM with $65536 = 16 \cdot 64^2$ PUs, on a $64 \times 64$ mesh, <br>takes about 12000 routing steps, if all 65536 PRAM PUs simultaneously <br>make an access. The time depends on the precise access pattern, and <br>CRCW steps are slightly more expensive than EREW steps. Larger speed-up <br>is achieved if the mesh is larger or if more PRAM PUs are simulated on <br>every mesh PU. It may appear disappointing that we do not achieve <br>substantially better. However, on an $n \times n$ mesh, we can never <br>expect to achieve a speed-up larger than $n / (c + o(n))$, for some <br>constant $c$. In our case $c$ is about 12. Our techniques are directly <br>applicable to higher dimensional meshes. There the speed-up is larger. <br>Furthermore, in our conception, the PRAM simulator should only be used <br>for those operations that are not available in the library of DMC<br>algorithms. So, a moderate speed-up for them, does not necessarily <br>impair the speed-up of the whole program. <br><br>We developed a small PRAM language which allows to almost directly <br>simulate the basic PRAM algorithms presented in textbooks. It <br>was used to simulate a constant time algorithm for computing the <br>maximum \cite[Sec. 2.6.1]{Ja}, and for the standard logarithmic time <br>summation algorithm. The summation of 65536 numbers requires 33 PRAM <br>steps, which can be simulated on a $36 \times 36$ in 55158 routing <br>steps with maximal queue size~$126$. <br><br>In order to be able to analyze the details of the PRAM simulation, <br>we have performed it on a mesh simulator. Actually, we developed a <br>complete programming environment, containing many basic mesh <br>operations: several variants of routing and sorting algorithms, <br>ranking, etc. All these algorithms have been optimized, in order <br>to get competitive results for the moderate mesh sizes under <br>consideration.
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moreAbstract
The Parallel Random Access Machine, \de{PRAM}, is the dominant 
theoretical parallel computer model. It consists of a number of
processing units, \de{PU}s, which operate synchronously, and which 
can access a shared memory in constant time. Unfortunately, this 
high-level model is hardly realizable in hardware using current 
technology. One possibility is to directly design algorithms for the 
distributed memory computer, \de{DMC}, under consideration, but this 
involves many hairy details, and is not portable at all. More 
practical, is to develop for every DMC a library of basic algorithms 
(sorting, matrix multiplication, list ranking, \dots), a PRAM 
simulator, and a `compiler'. In this way, the programmer can program 
in a high-level language, which is essential for the acceptance of 
parallel computing. In this paper, we sketch our experiences with 
a deterministic PRAM simulator for two-dimensional meshes. 

The success of a PRAM simulator depends on the achieved speed-up. We 
made considerable progress. Presently, the simulation of one step of 
a PRAM with $65536 = 16 \cdot 64^2$ PUs, on a $64 \times 64$ mesh, 
takes about 12000 routing steps, if all 65536 PRAM PUs simultaneously 
make an access. The time depends on the precise access pattern, and 
CRCW steps are slightly more expensive than EREW steps. Larger speed-up 
is achieved if the mesh is larger or if more PRAM PUs are simulated on 
every mesh PU. It may appear disappointing that we do not achieve 
substantially better. However, on an $n \times n$ mesh, we can never 
expect to achieve a speed-up larger than $n / (c + o(n))$, for some 
constant $c$. In our case $c$ is about 12. Our techniques are directly 
applicable to higher dimensional meshes. There the speed-up is larger. 
Furthermore, in our conception, the PRAM simulator should only be used 
for those operations that are not available in the library of DMC
algorithms. So, a moderate speed-up for them, does not necessarily 
impair the speed-up of the whole program. 

We developed a small PRAM language which allows to almost directly 
simulate the basic PRAM algorithms presented in textbooks. It 
was used to simulate a constant time algorithm for computing the 
maximum \cite[Sec. 2.6.1]{Ja}, and for the standard logarithmic time 
summation algorithm. The summation of 65536 numbers requires 33 PRAM 
steps, which can be simulated on a $36 \times 36$ in 55158 routing 
steps with maximal queue size~$126$. 

In order to be able to analyze the details of the PRAM simulation, 
we have performed it on a mesh simulator. Actually, we developed a 
complete programming environment, containing many basic mesh 
operations: several variants of routing and sorting algorithms, 
ranking, etc. All these algorithms have been optimized, in order 
to get competitive results for the moderate mesh sizes under 
consideration.
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moreAbstract
Dieser Artikel wurde für das Jahrbuch 1995 der 
Max-Planck-Gesellschaft geschrieben. Er beinhaltet eine
allgemein verständliche Einführung in das automatisierte
Zeichnen von Diagrammen sowie eine kurze Übersicht üuber die 
aktuellen Forschungsschwerpunkte am MPI.
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moreAbstract
Given a planar graph $G$, the planar (biconnectivity) 
augmentation problem is to add the minimum number of edges to $G$ 
such that the resulting graph is still planar and biconnected. 
Given a nonplanar and biconnected graph, the maximum planar biconnected
subgraph problem consists of removing the minimum number of edges so
that planarity is achieved and biconnectivity is maintained.
Both problems are important in Automatic Graph Drawing.
In [JM95], the minimum planarizing
$k$-augmentation problem has been introduced, that links the planarization
step and the augmentation step together. Here, we are given a graph which is
not necessarily planar and not necessarily $k$-connected, and we want to delete
some set of edges $D$ and to add some set of edges $A$ such that $|D|+|A|$
is minimized and the resulting graph is planar, $k$-connected and spanning.
For all three problems, we have given a polyhedral formulation
by defining three different linear objective functions over the same polytope,
namely the $2$-node connected planar spanning subgraph polytope $\2NCPLS(K_n)$.
We investigate the facial structure of this polytope for $k=2$, 
which we will make use of in a branch and cut algorithm. 
Here, we give the dimension of the planar, biconnected, spanning subgraph
polytope for $G=K_n$ and we show that all facets of the planar subgraph
polytope $\PLS(K_n)$ are also facets of the new polytope $\2NCPLS(K_n)$.
Furthermore, we show that the node-cut constraints arising in the
biconnectivity spanning subgraph polytope, are facet-defining inequalities
for $\2NCPLS(K_n)$.
We give first computational results for all three problems, the planar 
$2$-augmentation problem, the minimum planarizing $2$-augmentation problem 
and the maximum planar biconnected (spanning) subgraph problem.
This is the first time that instances of any of these three problems can
be solved to optimality.


BibTeX
@techreport{Mutzel95b,
TITLE = {A polyhedral approach to planar augmentation and related problems},
AUTHOR = {Mutzel, Petra},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/1995-1-014},
NUMBER = {MPI-I-1995-1-014},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1995},
DATE = {1995},
ABSTRACT = {Given a planar graph $G$, the planar (biconnectivity) augmentation problem is to add the minimum number of edges to $G$ such that the resulting graph is still planar and biconnected. Given a nonplanar and biconnected graph, the maximum planar biconnected subgraph problem consists of removing the minimum number of edges so that planarity is achieved and biconnectivity is maintained. Both problems are important in Automatic Graph Drawing. In [JM95], the minimum planarizing $k$-augmentation problem has been introduced, that links the planarization step and the augmentation step together. Here, we are given a graph which is not necessarily planar and not necessarily $k$-connected, and we want to delete some set of edges $D$ and to add some set of edges $A$ such that $|D|+|A|$ is minimized and the resulting graph is planar, $k$-connected and spanning. For all three problems, we have given a polyhedral formulation by defining three different linear objective functions over the same polytope, namely the $2$-node connected planar spanning subgraph polytope $\2NCPLS(K_n)$. We investigate the facial structure of this polytope for $k=2$, which we will make use of in a branch and cut algorithm. Here, we give the dimension of the planar, biconnected, spanning subgraph polytope for $G=K_n$ and we show that all facets of the planar subgraph polytope $\PLS(K_n)$ are also facets of the new polytope $\2NCPLS(K_n)$. Furthermore, we show that the node-cut constraints arising in the biconnectivity spanning subgraph polytope, are facet-defining inequalities for $\2NCPLS(K_n)$. We give first computational results for all three problems, the planar $2$-augmentation problem, the minimum planarizing $2$-augmentation problem and the maximum planar biconnected (spanning) subgraph problem. This is the first time that instances of any of these three problems can be solved to optimality.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Mutzel, Petra
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A polyhedral approach to planar augmentation and related problems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-A700-9
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/1995-1-014
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1995
%P 14 p.
%X Given a planar graph $G$, the planar (biconnectivity) 
augmentation problem is to add the minimum number of edges to $G$ 
such that the resulting graph is still planar and biconnected. 
Given a nonplanar and biconnected graph, the maximum planar biconnected
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for $\2NCPLS(K_n)$.
We give first computational results for all three problems, the planar 
$2$-augmentation problem, the minimum planarizing $2$-augmentation problem 
and the maximum planar biconnected (spanning) subgraph problem.
This is the first time that instances of any of these three problems can
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No abstract available.
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moreAbstract
In the {\em consensus} problem in a system with $n$ processes, each process 
starts with a private input value and runs until it chooses irrevocably a 
decision value, which was the input value of some process of the system; 
moreover, all processes have to decide on the same value.
This work deals with the problem of {\em wait-free} ---fully resilient
to processor crash and napping failures--- consensus
of $n$ processes in an ``in-phase" multiprocessor system.
It proves the existence of a solution to the problem in this system by
presenting a protocol which ensures that a process will 
reach decision within at most $n(n-3)/2 +3$ steps of its own in the worst case, 
or within $n$ steps if no process fails.
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to processor crash and napping failures--- consensus
of $n$ processes in an ``in-phase" multiprocessor system.
It proves the existence of a solution to the problem in this system by
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moreAbstract
The report is a compilation of lecture notes that were prepared during
the course ``Interactive Proof Systems'' given by the authors at Tata
Institute of Fundamental Research, Bombay. These notes were also used
for a short course ``Interactive Proof Systems'' given by the second
author at MPI, Saarbruecken. The objective of the course was to study
the recent developments in complexity theory about interactive proof
systems, which led to some surprising consequences on
nonapproximability of NP hard problems.
 
We start the course with an introduction to complexity theory and
covered some classical results related with circuit complexity,
randomizations and counting classes, notions which are either part of
the definitions of interactive proof systems or are used in proving
the above results.
 
We define arthur merlin games and interactive proof systems, which are
equivalent formulations of the notion of interactive proofs and show
their equivalence to each other and to the complexity class PSPACE.
We introduce probabilistically checkable proofs, which are special
forms of interactive proofs and show through sequence of intermediate
results that the class NP has probabilistically checkable proofs of
very special form and very small complexity. Using this we conclude
that several NP hard problems are not even weakly approximable in
polynomial time unless P = NP.
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systems, which led to some surprising consequences on
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We start the course with an introduction to complexity theory and
covered some classical results related with circuit complexity,
randomizations and counting classes, notions which are either part of
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We define arthur merlin games and interactive proof systems, which are
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their equivalence to each other and to the complexity class PSPACE.
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forms of interactive proofs and show through sequence of intermediate
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moreAbstract
This paper is concerned with the average running time of Batcher's
odd-even merge sort when implemented on a collection of processors. 
We consider the case where $n$, the size of the input,
is an arbitrary multiple of the number $p$ of processors used.
We show that Batcher's odd-even merge (for two sorted lists of length $n$ each)
can be implemented to run in time $O((n/p)(\log (2+p^2/n)))$ on the average,
and that odd-even merge sort can be implemented to run in time
$O((n/p)(\log n+\log p\log (2+p^2/n)))$ on the average.
In the case of merging (sorting), the average is taken over all possible outcomes 
of the merging (all possible permutations of $n$ elements).
That means that odd-even merge and odd-even merge sort have an optimal
average running time if $n\geq p^2$. The constants involved are also
quite small.
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%X This paper is concerned with the average running time of Batcher's
odd-even merge sort when implemented on a collection of processors. 
We consider the case where $n$, the size of the input,
is an arbitrary multiple of the number $p$ of processors used.
We show that Batcher's odd-even merge (for two sorted lists of length $n$ each)
can be implemented to run in time $O((n/p)(\log (2+p^2/n)))$ on the average,
and that odd-even merge sort can be implemented to run in time
$O((n/p)(\log n+\log p\log (2+p^2/n)))$ on the average.
In the case of merging (sorting), the average is taken over all possible outcomes 
of the merging (all possible permutations of $n$ elements).
That means that odd-even merge and odd-even merge sort have an optimal
average running time if $n\geq p^2$. The constants involved are also
quite small.
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moreAbstract
This paper provides an overview of lower and upper bounds for 
 mesh-connected processor networks. Most attention goes to 
 routing and sorting problems, but other problems are mentioned as 
 well. Results from 1977 to 1995 are covered. We provide numerous 
 results, references and open problems. The text is completed with 
 an index. This is a worked-out version of the author's contribution 
 to a joint paper with Grammatikakis, Hsu and Kraetzl on multicomputer 
 routing, submitted to JPDC.
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moreAbstract
This paper provides an overview of lower and upper bounds for 
 algorithms for mesh-connected processor networks. Most of our
 attention goes to routing and sorting problems, but other problems 
 are mentioned as well. Results from 1977 to 1995 are covered. We 
 provide numerous results, references and open problems. The text 
 is completed with an index. 
 
 This is a worked-out version of the author's contribution 
 to a joint paper with Miltos D. Grammatikakis, D. Frank Hsu and 
 Miro Kraetzl on multicomputer routing, submitted to the Journal 
 of Parallel and Distributed Computing.
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moreAbstract
Let $S$ be a set of $n$ points in $R^d$, and let each point 
 $p$ of $S$ have a positive weight $w(p)$. We consider the 
 problem of computing a ray $R$ emanating from the origin 
 (resp.\ a line $l$ through the origin) such that 
 $\min_{p\in S} w(p) \cdot d(p,R)$ (resp. 
 $\min_{p\in S} w(p) \cdot d(p,l)$) is maximal. If all weights
 are one, this corresponds to computing a silo emanating 
 from the origin (resp.\ a cylinder whose axis contains the 
 origin) that does not contain any point of $S$ and whose 
 radius is maximal. 
 For $d=2$, we show how to solve these problems in $O(n \log n)$ 
 time, which is optimal in the algebraic computation tree 
 model. For $d=3$, we give algorithms that are based on the 
 parametric search technique and run in $O(n \log^5 n)$ time. 
 The previous best known algorithms for these three-dimensional 
 problems had almost quadratic running time. 
 In the final part of the paper, we consider some related problems
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moreAbstract
This is the preliminary version of a chapter that will
 appear in the {\em Handbook on Computational Geometry},
 edited by J.-R.\ Sack and J.\ Urrutia.
 
 A comprehensive overview is given of algorithms and data
 structures for proximity problems on point sets in $\IR^D$.
 In particular, the closest pair problem, the exact and
 approximate post-office problem, and the problem of
 constructing spanners are discussed in detail.
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moreAbstract
The page replication problem arises in the memory management of large 
multiprocessor systems. Given a network of processors, each of which
has its local memory, the problem consists of deciding 
which local memories should contain copies of pages of data so that
a sequence of memory accesses can be accomplished efficiently. We present 
new competitive on-line algorithms for the page replication problem and 
concentrate on important network topologies for which algorithms with 
a constant competitive factor can be given. We develop the first 
optimal randomized on-line replication algorithm for trees and 
uniform networks; its competitive factor is
approximately 1.58. Furthermore we consider on-line
replication algorithms for rings and present general techniques that
transform large classes of $c$-competitive algorithms for trees into
$2c$-competitive algorithms for rings. As a result we obtain a randomized
on-line algorithm for rings that is 3.16-competitive. We also derive
two 4-competitive on-line algorithms for rings which are either deterministic
or memoryless. All our algorithms improve the previously best
competitive factors for the respective topologies.
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uniform networks; its competitive factor is
approximately 1.58. Furthermore we consider on-line
replication algorithms for rings and present general techniques that
transform large classes of $c$-competitive algorithms for trees into
$2c$-competitive algorithms for rings. As a result we obtain a randomized
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moreAbstract
We show that $n$ integers in the range
$1 \twodots n$ can be stably sorted on an
\linebreak EREW PRAM
using \nolinebreak $O(t)$ time \linebreak and 
$O(n(\sqrt{\log n\log\log n}+{{(\log n)^2}/t}))$
operations, for arbitrary given \linebreak
$t\ge\log n\log\log n$, and on a CREW PRAM using
%$O(\log n\log\log n)$ time and $O(n\sqrt{\log n})$
$O(t)$ time and
$O(n(\sqrt{\log n}+{{\log n}/{2^{{t/{\log n}}}}}))$
operations, for arbitrary given $t\ge\log n$.
In addition, we are able to sort $n$ arbitrary
integers on a randomized CREW PRAM
% using
%$O(\log n\log\log n)$ time and $O(n\sqrt{\log n})$ operations
within the same resource bounds with high probability.
In each case our algorithm is
a factor of almost $\Theta(\sqrt{\log n})$
closer to optimality
than all previous algorithms for the stated problem
in the stated model, and our third result matches the operation
count of the best known sequential algorithm.
We also show that $n$ integers in the range $1 \twodots m$
can be sorted in $O((\log n)^2)$
time with $O(n)$ operations on an EREW PRAM using a nonstandard word
length of $O(\log n \log\log n \log m)$ bits,
thereby greatly improving the upper
bound on the word length necessary to sort integers
with a linear time-processor product,
even sequentially. 
Our algorithms were inspired by, and in one case directly
use, the fusion trees of
Fredman and Willard.
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moreAbstract
We describe a robust and efficient implementation of the Bentley-Ottmann
sweep line algorithm based on the LEDA library
of efficient data types and algorithms. The program
computes the planar graph $G$ induced by a set $S$ of straight line segments
in the plane. The nodes of $G$ are all endpoints and all proper
intersection
points of segments in $S$. The edges of $G$ are the maximal
relatively open
subsegments of segments in $S$ that contain no node of $G$. All edges
are
directed from left to right or upwards.
The algorithm runs in time $O((n+s) log n)$ where $n$ is the number of
segments and $s$ is the number of vertices of the graph $G$. The implementation
uses exact arithmetic for the reliable realization of the geometric
primitives and it uses floating point filters to reduce the overhead of
exact arithmetic.
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intersection
points of segments in $S$. The edges of $G$ are the maximal
relatively open
subsegments of segments in $S$ that contain no node of $G$. All edges
are
directed from left to right or upwards.
The algorithm runs in time $O((n+s) log n)$ where $n$ is the number of
segments and $s$ is the number of vertices of the graph $G$. The implementation
uses exact arithmetic for the reliable realization of the geometric
primitives and it uses floating point filters to reduce the overhead of
exact arithmetic.
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moreAbstract
A sequence $d$ of integers is a degree sequence if there exists
a (simple) graph $G$ such that the components of $d$ are equal to
the degrees of the vertices of $G$. The graph $G$ is said to be a
realization of $d$. We provide an efficient
parallel algorithm to realize $d$.
Before our result, it was not known if the problem of
realizing $d$ is in $NC$.
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moreAbstract
Sparse graphs (e.g.~trees, planar graphs, relative neighborhood graphs)
are among the commonly used data-structures in computational geometry.
The problem of finding a compact representation for sparse
graphs such that vertex adjacency can be tested quickly is fundamental to
several geometric and graph algorithms.
We provide here simple and optimal algorithms for constructing
a compact representation of $O(n)$ size for an $n$-vertex sparse
graph such that the adjacency can be
tested in $O(1)$ time. Our sequential algorithm
runs in $O(n)$ time, while the parallel one runs in $O(\log n)$ time using
$O(n/{\log n})$ CRCW PRAM processors. Previous results for this problem
are based on matroid partitioning and thus have a high complexity.
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%X Sparse graphs (e.g.~trees, planar graphs, relative neighborhood graphs)
are among the commonly used data-structures in computational geometry.
The problem of finding a compact representation for sparse
graphs such that vertex adjacency can be tested quickly is fundamental to
several geometric and graph algorithms.
We provide here simple and optimal algorithms for constructing
a compact representation of $O(n)$ size for an $n$-vertex sparse
graph such that the adjacency can be
tested in $O(1)$ time. Our sequential algorithm
runs in $O(n)$ time, while the parallel one runs in $O(\log n)$ time using
$O(n/{\log n})$ CRCW PRAM processors. Previous results for this problem
are based on matroid partitioning and thus have a high complexity.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3403
    
                Report
            
D1


        S. Arya, D. Mount, and O. Narayan
    

        “Accounting for Boundary Effects in Nearest Neighbor Searching,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-94-159, 1994.
    
moreBibTeX
@techreport{Arya94159,
TITLE = {Accounting for Boundary Effects in Nearest Neighbor Searching},
AUTHOR = {Arya, Sunil and Mount, David and Narayan, Onuttom},
LANGUAGE = {eng},
NUMBER = {MPI-I-94-159},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1994},
DATE = {1994},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Arya, Sunil
%A Mount, David
%A Narayan, Onuttom
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Accounting for Boundary Effects in Nearest Neighbor Searching : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0009-DB49-F
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1994
%P 15 p.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX

	


        3404
    
                Report
            
D1


        S. Arya, D. Mount, and M. Smid
    

        “Dynamic algorithms for geometric spanners of small diameter: randomized solutions,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-94-156, 1994.
    
moreAbstract
Let $S$ be a set of $n$ points in $\IR^d$ and let $t>1$ be 
 a real number. A $t$-spanner for $S$ is a directed graph 
 having the points of $S$ as its vertices, such that for any 
 pair $p$ and $q$ of points there is a path from $p$ to $q$ 
 of length at most $t$ times the Euclidean distance between 
 $p$ and $q$. Such a path is called a $t$-spanner path. 
 The spanner diameter of such a spanner is defined as the 
 smallest integer $D$ such that for any pair $p$ and $q$ of 
 points there is a $t$-spanner path from $p$ to $q$ containing 
 at most $D$ edges. 
 
 A randomized algorithm is given for constructing a 
 $t$-spanner that, with high probability, contains $O(n)$ 
 edges and has spanner diameter $O(\log n)$. 
 A data structure of size $O(n \log^d n)$ is given that 
 maintains this $t$-spanner in $O(\log^d n \log\log n)$ 
 expected amortized time per insertion and deletion, in the 
 model of random updates, as introduced by Mulmuley. 
 
 Previously, no results were known for spanners with low 
 spanner diameter and for maintaining spanners under insertions 
 and deletions.
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 The spanner diameter of such a spanner is defined as the 
 smallest integer $D$ such that for any pair $p$ and $q$ of 
 points there is a $t$-spanner path from $p$ to $q$ containing 
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 A randomized algorithm is given for constructing a 
 $t$-spanner that, with high probability, contains $O(n)$ 
 edges and has spanner diameter $O(\log n)$. 
 A data structure of size $O(n \log^d n)$ is given that 
 maintains this $t$-spanner in $O(\log^d n \log\log n)$ 
 expected amortized time per insertion and deletion, in the 
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 Previously, no results were known for spanners with low 
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moreAbstract
Let $S$ be a set of $n$ points in $\IR^d$ and let $t>1$ be 
 a real number. A $t$-spanner for $S$ is a graph having the 
 points of $S$ as its vertices such that for any pair $p,q$ of 
 points there is a path between them of length at most $t$ 
 times the euclidean distance between $p$ and $q$. 
 
 An efficient implementation of a greedy algorithm is given 
 that constructs a $t$-spanner having bounded degree such 
 that the total length of all its edges is bounded by 
 $O(\log n)$ times the length of a minimum spanning tree 
 for $S$. The algorithm has running time $O(n \log^d n)$.
 Also, an application to the problem of distance enumeration 
 is given.
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 a real number. A $t$-spanner for $S$ is a graph having the 
 points of $S$ as its vertices such that for any pair $p,q$ of 
 points there is a path between them of length at most $t$ 
 times the euclidean distance between $p$ and $q$. 
 
 An efficient implementation of a greedy algorithm is given 
 that constructs a $t$-spanner having bounded degree such 
 that the total length of all its edges is bounded by 
 $O(\log n)$ times the length of a minimum spanning tree 
 for $S$. The algorithm has running time $O(n \log^d n)$.
 Also, an application to the problem of distance enumeration 
 is given.
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moreAbstract
We study the short term behavior of random walks on graphs,
in particular, the rate at which a random walk
discovers new vertices and edges. 
We prove a conjecture by
Linial that the expected time to find $\cal N$ distinct vertices is $O({\cal N} ^ 3)$.
We also prove an upper bound of
$O({\cal M} ^ 2)$ on the expected time to traverse $\cal M$ edges, and
$O(\cal M\cal N)$ on the expected time to either visit $\cal N$ vertices or
traverse $\cal M$ edges (whichever comes first).
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moreAbstract
We are interested in implementing data structures on shared memory 
multiprocessors. A natural model for these machines is an 
asynchronous parallel machine, in which the processors are subject to 
arbitrary delays. On such machines, it is desirable for algorithms to
be {\em lock-free}, that is, they must allow concurrent access to data
without using mutual exclusion.
Efficient lock-free implementations are known for some specific data
structures, but these algorithms do not generalize well to other
structures. For most data structures, the only previously known lock-free
algorithm is due to Herlihy. Herlihy presents a
simple methodology to create a lock-free implementation of a general
data structure, but his approach can be very expensive.

We present a technique that provides the semantics of
exclusive access to data without using mutual exclusion.
Using 
this technique, 
we devise the {\em caching method}, 
a general method of implementing lock-free data 
structures that is provably 
better than Herlihy's methodology for many 
well-known data structures.
The cost of one operation using the caching method
is proportional to $T \log T$, where $T$ is the sequential cost of the
operation. Under Herlihy's methodology, the 
cost is proportional to $T + C$,
where $C$ is the time needed to make a logical copy of the data structure.
For many data structures, such as arrays and
{\em well connected} pointer-based structures (e.g., a doubly linked
list), the best known value for $C$ is 
proportional to the size of the structure, making the copying time
much larger than the sequential cost of an operation.
The new method can also allow {\em concurrent updates} to the data 
structure; Herlihy's methodology cannot.
A correct lock-free implementation can be derived 
from a correct sequential implementation in a straightforward manner
using this
method. 
The method is also flexible; a programmer can change many of the details
of the default implementation to optimize for a particular pattern of data
structure use.
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moreAbstract
Directed $s$-$t$ connectivity is the problem of detecting whether there
is a path from a distinguished vertex $s$ to a distinguished
vertex $t$ in a directed graph.
We prove time-space lower bounds of $ST = \Omega(n^{2}/\log n)$
and $S^{1/2}T = \Omega(m n^{1/2})$
for Cook and Rackoff's JAG model, where $n$ is the number of
vertices and $m$ the number of edges in the input graph, and
$S$ is the space and $T$ the time used by the JAG.
We also prove a time-space lower bound of 
$S^{1/3}T = \Omega(m^{2/3}n^{2/3})$
on the more powerful
node-named JAG model of Poon.
These bounds approach the known upper bound 
of $T = O(m)$
when $S = \Theta(n \log n)$.
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moreAbstract
We establish a lower bound on the efficiency of rea--universal circuits. The 
area A u of every graph H that can host any graph G of area (at most) A with 
dilation d, and congestion c p A= log log A satisfies the tradeoff A u = 
OmegaGamma A log A=(c 2 log(2d))): In particular, if A u = O(A) then max(c; d) 
= OmegaGamma p log A= log log A). 1 Introduction Bay and Bilardi [2] showed 
that there is a graph H which can be laid out in area O(A) and into which any 
graph G of area at most A can be embedded with load 1, and dilation and 
congestion O(log A). As a consequence, they showed the existence of an area 
O(A) VLSI circuit that can simulate any area A circuit with a slowdown of O(log 
A). This note explores the feasibility of more efficient embeddings. Our main 
result is Theorem 5 which establishes a limitation relating the area of a 
universal graph to the parameters of the embedding. Informally, it asserts that 
any circuit which is universal for a family of graphs of area A, a...
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moreAbstract
In this paper we view $P\stackrel{?}{=}NP$ as the problem which symbolizes
the attempt to understand what is and is not feasibly computable.
The paper shortly reviews the history of the developments
from G"odel's 1956 letter asking for the computational
complexity of finding proofs of theorems, through 
computational complexity, the exploration of complete problems for NP
and PSPACE, through the results of structural complexity to the
recent insights about interactive proofs.
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moreAbstract
The \Tstress{range product problem} is, for a given
set $S$ equipped with an associative operator
$\circ$, to preprocess a sequence $a_1,\ldots,a_n$
of elements from $S$ so as to enable efficient
subsequent processing of queries of the form:
Given a pair $(s,t)$ of integers with
$1\le s\le t\le n$, return
$a_s\circ a_{s+1}\circ\cdots\circ a_t$.
The generic range product problem
and special cases thereof,
usually with $\circ$ computing the maximum
of its arguments according to some linear
order on $S$, have been extensively studied.
We show that a large number of previous sequential
and parallel algorithms for these problems can
be unified and simplified by means of prefix graphs.
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moreAbstract
We investigate {\em approximate decision algorithms} for determining
whether the minimum Hausdorff distance between two points sets (or
between two sets of nonintersecting line segments) is at most 
$\varepsilon$.\def\eg{(\varepsilon/\gamma)}
An approximate decision algorithm is a standard decision algorithm
that answers {\sc yes} or {\sc no} except when $\varepsilon$ is in
an {\em indecision interval}
where the algorithm is allowed to answer {\sc don't know}. 
We present algorithms with indecision interval
$[\delta-\gamma,\delta+\gamma]$ where $\delta$ is the minimum 
Hausdorff distance and $\gamma$ can be chosen by the user. 
In other words, we can make our
algorithm as accurate as desired by choosing an appropriate $\gamma$.
For two sets of points (or two sets of nonintersecting lines) with
respective
cardinalities $m$ and $n$ our approximate decision algorithms run in
time $O(\eg^2(m+n)\log(mn))$ for Hausdorff distance under translation,
and in time $O(\eg^2mn\log(mn))$ for Hausdorff distance under
Euclidean motion.
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moreAbstract
Suppose we are given $n$ moving postmen described by 
their motion equations $p_i(t) = s_i + v_it,$ $i=1,\ldots, n$, 
where $s_i \in \R^2$ is the position of the $i$'th postman 
at time $t=0$, and $v_i \in \R^2$ is his velocity.
The problem we address is how to preprocess the postmen data so as 
to be able to efficientMailly answer two types of nearest neighbor queries.
The first one asks ``who is the nearest postman at time $t_q$ to a dog
located at point $s_q$. In the second type
a fast query dog is located a point $s_q$ at time $t_q$, its
velocity is $v_q$ where $v_q > |v_i|$ for all $i = 1,\ldots,n$, and we want
to know which postman the dog
can catch first. We present two solutions to these problems.
Both solutions use deterministic data structures.
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moreAbstract
We describe algorithms for finding shortest paths and distances in a
planar digraph which exploit the particular topology of the input graph.
We give both sequential and parallel algorithms that
work on a dynamic environment, where the cost of any edge 
can be changed or the edge can be deleted. 
For outerplanar digraphs, for instance, the data
structures can be updated after any such change in only $O(\log n)$
time, where $n$ is the number of vertices of the digraph. 
The parallel algorithms presented here are the first known ones
for solving this problem. Our results can be extended to hold for
digraphs of genus $o(n)$.
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%X We describe algorithms for finding shortest paths and distances in a
planar digraph which exploit the particular topology of the input graph.
We give both sequential and parallel algorithms that
work on a dynamic environment, where the cost of any edge 
can be changed or the edge can be deleted. 
For outerplanar digraphs, for instance, the data
structures can be updated after any such change in only $O(\log n)$
time, where $n$ is the number of vertices of the digraph. 
The parallel algorithms presented here are the first known ones
for solving this problem. Our results can be extended to hold for
digraphs of genus $o(n)$.
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moreAbstract
We describe algorithms for finding shortest paths and distances in a planar digraph which exploit the particular topology of the input graph. An important feature of our algorithms is that they can work in a dynamic environment, where the cost of any edge can be changed or the edge can be deleted. For outerplanar digraphs, for instance, the data structures can be updated after any such change in only $O(\log n)$ time, where $n$ is the number of vertices of the digraph. We also describe the first parallel algorithms for solving the dynamic version of the shortest path problem. Our results can be extended to hold for digraphs of genus $o(n)$.
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moreAbstract
The analysis of many randomized algorithms, for example in dynamic load
balancing, probabilistic divide-and-conquer paradigm and distributed 
edge-coloring, requires ascertaining the precise nature of the correlation
between the random variables arising in the following prototypical
``balls-and-bins'' experiment.
Suppose a certain number of balls are thrown uniformly and
independently at random into $n$ bins. Let $X_i$ be the random
variable denoting the number of balls in the $i$th bin, $i \in
[n]$. These variables are clearly not independent and are intuitively
negatively related. 
We make this mathematically precise by proving the following type of
correlation inequalities: 
\begin{itemize}
\item For index sets $I,J \subseteq [n]$ such that $I \cap J =
\emptyset$ or $I \cup J = [n]$, and any non--negative
integers $t_I,t_J$,
\[ \prob[\sum_{i \in I} X_i \geq t_I \mid \sum_{j \in J} X_j \geq t_J]
\]
\\[-5mm]
\[\leq
\prob[\sum_{i \in I} X_i \geq t_I] .\]
\item For any disjoint index sets $I,J \subseteq [n]$, any $I' \subseteq I,
J' \subseteq J$ and any non--negative integers $t_i, i \in I$ and $t_j, j \in J$,
\[ \prob[\bigwedge_{i \in I}X_i \geq t_i \mid \bigwedge_{j \in J} X_j
\geq t_j]\]\\[-5mm]\[ \leq
\prob[\bigwedge_{i \in I'}X_i \geq t_i \mid \bigwedge_{j \in J'} X_j \geq t_j] . \]
\end{itemize}
Although these inequalities are intuitively appealing, establishing
them is non--trivial; in particular, direct counting arguments become
intractable very fast. We prove the inequalities of the first type by
an application of the celebrated FKG Correlation Inequality. The proof
for the second uses only elementary methods and hinges on some
{\em monotonicity} properties.
 
More importantly, we then introduce a
general methodology that may be applicable whenever the random variables
involved are negatively related. Precisely, we invoke a general notion
of {\em negative assocation\/} of random variables and show that:
\begin{itemize}
\item The variables $X_i$ are negatively associated. This yields most
of the previous results in a uniform way.
\item For a set of negatively associated variables, one can apply the
Chernoff-Hoeffding bounds to the sum of these variables. This provides
a tool that facilitates analysis of many randomized algorithms, for
example, the ones mentioned above.
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%X The analysis of many randomized algorithms, for example in dynamic load
balancing, probabilistic divide-and-conquer paradigm and distributed 
edge-coloring, requires ascertaining the precise nature of the correlation
between the random variables arising in the following prototypical
``balls-and-bins'' experiment.
Suppose a certain number of balls are thrown uniformly and
independently at random into $n$ bins. Let $X_i$ be the random
variable denoting the number of balls in the $i$th bin, $i \in
[n]$. These variables are clearly not independent and are intuitively
negatively related. 
We make this mathematically precise by proving the following type of
correlation inequalities: 
\begin{itemize}
\item For index sets $I,J \subseteq [n]$ such that $I \cap J =
\emptyset$ or $I \cup J = [n]$, and any non--negative
integers $t_I,t_J$,
\[ \prob[\sum_{i \in I} X_i \geq t_I \mid \sum_{j \in J} X_j \geq t_J]
\]
\\[-5mm]
\[\leq
\prob[\sum_{i \in I} X_i \geq t_I] .\]
\item For any disjoint index sets $I,J \subseteq [n]$, any $I' \subseteq I,
J' \subseteq J$ and any non--negative integers $t_i, i \in I$ and $t_j, j \in J$,
\[ \prob[\bigwedge_{i \in I}X_i \geq t_i \mid \bigwedge_{j \in J} X_j
\geq t_j]\]\\[-5mm]\[ \leq
\prob[\bigwedge_{i \in I'}X_i \geq t_i \mid \bigwedge_{j \in J'} X_j \geq t_j] . \]
\end{itemize}
Although these inequalities are intuitively appealing, establishing
them is non--trivial; in particular, direct counting arguments become
intractable very fast. We prove the inequalities of the first type by
an application of the celebrated FKG Correlation Inequality. The proof
for the second uses only elementary methods and hinges on some
{\em monotonicity} properties.

More importantly, we then introduce a
general methodology that may be applicable whenever the random variables
involved are negatively related. Precisely, we invoke a general notion
of {\em negative assocation\/} of random variables and show that:
\begin{itemize}
\item The variables $X_i$ are negatively associated. This yields most
of the previous results in a uniform way.
\item For a set of negatively associated variables, one can apply the
Chernoff-Hoeffding bounds to the sum of these variables. This provides
a tool that facilitates analysis of many randomized algorithms, for
example, the ones mentioned above.
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moreAbstract
We give a distributed randomized algorithm to edge color a
network. Given a graph $G$ with $n$ nodes and maximum degree 
$\Delta$, the algorithm,
\begin{itemize}
\item For any fixed $\lambda >0$, colours $G$ with $(1+ \lambda)
\Delta$ colours in time $O(\log n)$.
\item For any fixed positive integer $s$, colours $G$ with
$\Delta + \frac {\Delta} {(\log \Delta)^s}=(1 + o(1)) \Delta $
colours in time $O (\log n + \log ^{2s} \Delta \log \log
\Delta $.
\end{itemize}
 
Both results hold with probability arbitrarily close to 1 
as long as $\Delta (G) = \Omega (\log^{1+d}
n)$, for some $d>0$.\\
The algorithm is based on the R"odl Nibble, a probabilistic strategy
introduced by Vojtech R"odl. The analysis involves a certain
pseudo--random phenomenon involving sets at the
vertices
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%X We give a distributed randomized algorithm to edge color a
network. Given a graph $G$ with $n$ nodes and maximum degree 
$\Delta$, the algorithm,
\begin{itemize}
\item For any fixed $\lambda >0$, colours $G$ with $(1+ \lambda)
\Delta$ colours in time $O(\log n)$.
\item For any fixed positive integer $s$, colours $G$ with
$\Delta + \frac {\Delta} {(\log \Delta)^s}=(1 + o(1)) \Delta $
colours in time $O (\log n + \log ^{2s} \Delta \log \log
\Delta $.
\end{itemize}

Both results hold with probability arbitrarily close to 1 
as long as $\Delta (G) = \Omega (\log^{1+d}
n)$, for some $d>0$.\\
The algorithm is based on the R"odl Nibble, a probabilistic strategy
introduced by Vojtech R"odl. The analysis involves a certain
pseudo--random phenomenon involving sets at the
vertices
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moreAbstract
The analysis of many randomised algorithms involves random variables
that are not independent, and hence many of the standard tools from
classical probability theory that would be useful in the analysis,
such as the Chernoff--Hoeffding bounds are rendered
inapplicable. However, in many instances, the random variables
involved are, nevertheless {\em negatively related\/} in
the intuitive sense that when one of the variables is ``large'',
another is likely to be ``small''. (this notion is made precise and
analysed in [1].) In such situations, one is tempted to
conjecture that these variables are in some sense {\em stochastically
dominated\/} by a set of {\em independent\/} random variables with the
same marginals. Thereby, one hopes to salvage tools such as the
Chernoff--Hoeffding bound also for analysis involving the dependent
set of variables. The analysis in [6, 7, 8] seems to strongly
hint in this direction. In this note, we explode myths of this kind, and
argue that stochastic majorisation in conjunction with an independent
set of variables is actually much less useful a notion than it might
have appeared.
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%X The analysis of many randomised algorithms involves random variables
that are not independent, and hence many of the standard tools from
classical probability theory that would be useful in the analysis,
such as the Chernoff--Hoeffding bounds are rendered
inapplicable. However, in many instances, the random variables
involved are, nevertheless {\em negatively related\/} in
the intuitive sense that when one of the variables is ``large'',
another is likely to be ``small''. (this notion is made precise and
analysed in [1].) In such situations, one is tempted to
conjecture that these variables are in some sense {\em stochastically
dominated\/} by a set of {\em independent\/} random variables with the
same marginals. Thereby, one hopes to salvage tools such as the
Chernoff--Hoeffding bound also for analysis involving the dependent
set of variables. The analysis in [6, 7, 8] seems to strongly
hint in this direction. In this note, we explode myths of this kind, and
argue that stochastic majorisation in conjunction with an independent
set of variables is actually much less useful a notion than it might
have appeared.
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moreAbstract
his publication contains abstracts of the 22nd workshop on complexity
theory and efficient algorithms. The workshop was held on February 8, 1994, 
at the Max-Planck-Institut für Informatik, Saarbrücken, Germany.
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moreAbstract
We consider the problem of reporting the pairwise enclosures 
 among a set of $n$ axes-parallel rectangles in $\IR^2$, 
 which is equivalent to reporting dominance pairs in a set 
 of $n$ points in $\IR^4$. For more than ten years, it has been 
 an open problem whether these problems can be solved faster than 
 in $O(n \log^2 n +k)$ time, where $k$ denotes the number of 
 reported pairs. First, we give a divide-and-conquer algorithm 
 that matches the $O(n)$ space and $O(n \log^2 n +k)$ time 
 bounds of the algorithm of Lee and Preparata, 
 but is simpler.
 Then we give another algorithm that uses $O(n)$ space and runs
 in $O(n \log n \log\log n + k \log\log n)$ time. For the 
 special case where the rectangles have at most $\alpha$ 
 different aspect ratios, we give an algorithm tha
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moreAbstract
Consider a set of geometric objects, such as points, line 
 segments, or axes-parallel hyperrectangles in $\IR^d$, that 
 move with constant but possibly different velocities along 
 linear trajectories. Efficient algorithms are presented for 
 several problems defined on such objects, such as determining 
 whether any two objects ever collide and computing the minimum 
 inter-point separation or minimum diameter that ever occurs.
 The strategy used involves reducing the given
 problem on moving objects to a different 
 problem on a set of static objects, and then
 solving the latter problem using 
 techniques based on sweeping, orthogonal range 
 searching, simplex composition, and parametric search.
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moreAbstract
Given a network $N=(V,E,{c},{l})$, where
$G=(V,E)$, $|V|=n$ and $|E|=m$,
 is a directed graph, ${c}(e) > 0$ is the capacity
and ${l}(e) \ge 0$ is the lead time (or delay) for each edge $e\in E$,
the quickest path problem is to find a path for a
given source--destination pair such that the total lead time plus the
 inverse of the minimum edge capacity of the path
is minimal. The problem has applications to fast data
transmissions in communication networks. The best previous algorithm for the
single pair quickest path problem runs in time $O(r m+r n \log n)$, 
where $r$ is the number of distinct capacities of $N$.
In this paper,
we present algorithms for general, sparse and planar
networks that have significantly lower running times.
For general networks, we show that the time complexity can be
reduced to $O(r^{\ast} m+r^{\ast} n \log n)$,
where $r^{\ast}$ is at most the number of capacities greater than the
 capacity of the shortest (with respect to lead time) path in $N$.
For sparse networks, we present an algorithm with time complexity
$O(n \log n + r^{\ast} n + r^{\ast} \tilde{\gamma} \log \tilde{\gamma})$,
where $\tilde{\gamma}$ is a topological measure of $N$.
Since for sparse networks $\tilde{\gamma}$ ranges from $1$
up to $\Theta(n)$,
 this constitutes an improvement over the previously known bound of
$O(r n \log n)$ in all cases that $\tilde{\gamma}=o(n)$.
For planar networks, the complexity becomes $O(n \log n +
n\log^3 \tilde{\gamma}+ r^{\ast} \tilde{\gamma})$.
Similar improvements are obtained
for the all--pairs quickest path problem.
We also give the first algorithm for solving the dynamic quickest path problem.
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and ${l}(e) \ge 0$ is the lead time (or delay) for each edge $e\in E$,
the quickest path problem is to find a path for a
given source--destination pair such that the total lead time plus the
 inverse of the minimum edge capacity of the path
is minimal. The problem has applications to fast data
transmissions in communication networks. The best previous algorithm for the
single pair quickest path problem runs in time $O(r m+r n \log n)$, 
where $r$ is the number of distinct capacities of $N$.
In this paper,
we present algorithms for general, sparse and planar
networks that have significantly lower running times.
For general networks, we show that the time complexity can be
reduced to $O(r^{\ast} m+r^{\ast} n \log n)$,
where $r^{\ast}$ is at most the number of capacities greater than the
 capacity of the shortest (with respect to lead time) path in $N$.
For sparse networks, we present an algorithm with time complexity
$O(n \log n + r^{\ast} n + r^{\ast} \tilde{\gamma} \log \tilde{\gamma})$,
where $\tilde{\gamma}$ is a topological measure of $N$.
Since for sparse networks $\tilde{\gamma}$ ranges from $1$
up to $\Theta(n)$,
 this constitutes an improvement over the previously known bound of
$O(r n \log n)$ in all cases that $\tilde{\gamma}=o(n)$.
For planar networks, the complexity becomes $O(n \log n +
n\log^3 \tilde{\gamma}+ r^{\ast} \tilde{\gamma})$.
Similar improvements are obtained
for the all--pairs quickest path problem.
We also give the first algorithm for solving the dynamic quickest path problem.
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moreAbstract
The Steiner tree problem requires to find a shortest tree
connecting a given set of terminal points in a metric space.
We suggest a better and fast heuristic for the Steiner problem
in graphs and in rectilinear plane. This heuristic finds a Steiner
tree at most 1.757 and 1.267 times longer than the optimal solution
in graphs and rectilinear plane, respectively.
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moreAbstract
We consider the permutation routing problem on two-dimensional $n 
 \times n$ meshes. To be practical, a routing algorithm is required 
 to ensure very small queue sizes $Q$, and very low running time $T$, 
 not only asymptotically but particularly also for the practically 
 important $n$ up to $1000$. With a technique inspired by a 
 scheme of Kaklamanis/Krizanc/Rao, we obtain a near-optimal result: 
 $T = 2 \cdot n + {\cal O}(1)$ with $Q = 2$. Although $Q$ is very 
 attractive now, the lower order terms in $T$ make this algorithm 
 highly impractical. Therefore we present simple schemes which are 
 asymptotically slower, but have $T$ around $3 \cdot n$ for {\em all} 
 $n$ and $Q$ between 2 and 8.
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moreAbstract
We consider the permutation routing problem on two-dimensional 
  n x n meshes. To be practical, a routing algorithm is required 
  to ensure very small queue sizes Q, and very low running time T, 
  not only asymptotically but particularly also for the practically 
  important n up to 1000. With a technique inspired by a 
  scheme of Kaklamanis/Krizanc/Rao, we obtain a near-optimal 
  result: T = 2 n + O(1) with Q = 2. Although Q is very 
  attractive now, the lower order terms in T make this algorithm 
  highly impractical. Therefore we present simple schemes which are 
  asymptotically slower, but have T around 3 n for all n and Q 
  between 2 and 8.
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moreAbstract
We show how to decompose efficiently in parallel
{\em any} graph into a number,
 $\tilde{\gamma}$, of outerplanar subgraphs
(called {\em hammocks}) satisfying
certain separator properties. Our work combines and extends
the sequential hammock decomposition technique
introduced by G.~Frederickson and
 the parallel ear decomposition
technique, thus we call it the {\em hammock-on-ears decomposition}.
We mention that hammock-on-ears
decomposition also draws from techniques in computational
geometry and that an embedding of the graph does not need to
 be provided with the input. We achieve this decomposition
in $O(\log n\log\log n)$ time using $O(n+m)$ CREW PRAM
processors, for an $n$-vertex, $m$-edge graph or digraph.
The hammock-on-ears decomposition implies a general framework
for solving graph problems efficiently. Its value is
demonstrated by a variety of applications on a
significant class of (di)graphs, namely that of
 {\em sparse (di)graphs}. This class consists of all (di)graphs
which have a $\tilde{\gamma}$ between $1$ and $\Theta(n)$,
and includes planar graphs and graphs with genus $o(n)$.
We improve previous bounds for certain instances of shortest paths
and related problems, in this class of graphs. These problems include
all pairs shortest paths, all pairs reachability,
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 the parallel ear decomposition
technique, thus we call it the {\em hammock-on-ears decomposition}.
We mention that hammock-on-ears
decomposition also draws from techniques in computational
geometry and that an embedding of the graph does not need to
 be provided with the input. We achieve this decomposition
in $O(\log n\log\log n)$ time using $O(n+m)$ CREW PRAM
processors, for an $n$-vertex, $m$-edge graph or digraph.
The hammock-on-ears decomposition implies a general framework
for solving graph problems efficiently. Its value is
demonstrated by a variety of applications on a
significant class of (di)graphs, namely that of
 {\em sparse (di)graphs}. This class consists of all (di)graphs
which have a $\tilde{\gamma}$ between $1$ and $\Theta(n)$,
and includes planar graphs and graphs with genus $o(n)$.
We improve previous bounds for certain instances of shortest paths
and related problems, in this class of graphs. These problems include
all pairs shortest paths, all pairs reachability,
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moreAbstract
We describe a robust and efficient implementation of the Bentley-Ottmann
sweep line algorithm based on the LEDA library
of efficient data types and algorithms. The program
computes the planar graph $G$ induced by a set $S$ of straight line segments
in the plane. The nodes of $G$ are all endpoints and all proper
intersection
points of segments in $S$. The edges of $G$ are the maximal
relatively open
subsegments of segments in $S$ that contain no node of $G$. All edges
are
directed from left to right or upwards.
The algorithm runs in time $O((n+s) log n)$ where $n$ is the number of
segments and $s$ is the number of vertices of the graph $G$. The implementation
uses exact arithmetic for the reliable realization of the geometric
primitives and it uses floating point filters to reduce the overhead of
exact arithmetic.
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%X We describe a robust and efficient implementation of the Bentley-Ottmann
sweep line algorithm based on the LEDA library
of efficient data types and algorithms. The program
computes the planar graph $G$ induced by a set $S$ of straight line segments
in the plane. The nodes of $G$ are all endpoints and all proper
intersection
points of segments in $S$. The edges of $G$ are the maximal
relatively open
subsegments of segments in $S$ that contain no node of $G$. All edges
are
directed from left to right or upwards.
The algorithm runs in time $O((n+s) log n)$ where $n$ is the number of
segments and $s$ is the number of vertices of the graph $G$. The implementation
uses exact arithmetic for the reliable realization of the geometric
primitives and it uses floating point filters to reduce the overhead of
exact arithmetic.
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moreAbstract
We give a detailed description of the embedding phase of the Hopcroft 
and Tarjan planarity testing algorithm. The embedding phase runs in
linear time. An implementation based on this paper can be found in
[Mehlhorn-Mutzel-Naeher-94].
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moreAbstract
We give an implementation of an incremental construction
algorithm for convex hulls in $\IR^d$ using {\em Literate Programming}
and {\em LEDA} in C++.
We treat convex hulls in arbitrary dimensions without any
non-degeneracy assumption.
The main goal of this paper is to demonstrate the benefits of
the literate programming approach.
We find that the time we spent for the documentation parts
is well invested.
It leads to a much better understanding of the program and to
much better code.
Besides being easier to understand and thus being much easier to modify,
it is first at all much more likely to be correct.
In particular, a literate program takes much less time to debug.
The difference between traditional straight forward programming
and literate programming is somewhat like the difference between
having the idea to a proof of some theorem in mind versus actually
writing it down accurately (and thereby often recognizing that the proof
is not as easy as one thought).


BibTeX
@techreport{MuellerZiegler94,
TITLE = {An implementation of a Convex Hull Algorithm, Version 1.0},
AUTHOR = {M{\"u}ller, Michael and Ziegler, Joachim},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/94-105},
NUMBER = {MPI-I-94-105},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1994},
DATE = {1994},
ABSTRACT = {We give an implementation of an incremental construction algorithm for convex hulls in $\IR^d$ using {\em Literate Programming} and {\em LEDA} in C++. We treat convex hulls in arbitrary dimensions without any non-degeneracy assumption. The main goal of this paper is to demonstrate the benefits of the literate programming approach. We find that the time we spent for the documentation parts is well invested. It leads to a much better understanding of the program and to much better code. Besides being easier to understand and thus being much easier to modify, it is first at all much more likely to be correct. In particular, a literate program takes much less time to debug. The difference between traditional straight forward programming and literate programming is somewhat like the difference between having the idea to a proof of some theorem in mind versus actually writing it down accurately (and thereby often recognizing that the proof is not as easy as one thought).},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A M&#252;ller, Michael
%A Ziegler, Joachim
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T An implementation of a Convex Hull Algorithm, Version 1.0 : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-B4FF-E
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/94-105
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1994
%P 63 p.
%X We give an implementation of an incremental construction
algorithm for convex hulls in $\IR^d$ using {\em Literate Programming}
and {\em LEDA} in C++.
We treat convex hulls in arbitrary dimensions without any
non-degeneracy assumption.
The main goal of this paper is to demonstrate the benefits of
the literate programming approach.
We find that the time we spent for the documentation parts
is well invested.
It leads to a much better understanding of the program and to
much better code.
Besides being easier to understand and thus being much easier to modify,
it is first at all much more likely to be correct.
In particular, a literate program takes much less time to debug.
The difference between traditional straight forward programming
and literate programming is somewhat like the difference between
having the idea to a proof of some theorem in mind versus actually
writing it down accurately (and thereby often recognizing that the proof
is not as easy as one thought).
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3465
    
                Conference paper
            
D1


        A. Pietracaprina, G. Pucci, and J. Sibeyn
    

        “Constructive Deterministic PRAM Simulation on a Mesh-connected Computer,” in Proceedings of the 6th Symposium on Parallel Algorithms and Architectures (SPAA 1994), Cape May, NJ, USA, 1994.
    
moreBibTeX
@inproceedings{Sibeyn-et-al_SPAA94,
TITLE = {Constructive Deterministic {PRAM} Simulation on a Mesh-connected Computer},
AUTHOR = {Pietracaprina, Andrea and Pucci, Geppino and Sibeyn, Jop},
LANGUAGE = {eng},
ISBN = {978-0-89791-671-4},
DOI = {10.1145/181014.181388},
PUBLISHER = {ACM},
YEAR = {1994},
DATE = {1994},
BOOKTITLE = {Proceedings of the 6th Symposium on Parallel Algorithms and Architectures (SPAA 1994)},
PAGES = {248--256},
ADDRESS = {Cape May, NJ, USA},
}

Endnote
%0 Conference Proceedings
%A Pietracaprina, Andrea
%A Pucci, Geppino
%A Sibeyn, Jop
%+ External Organizations
External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Constructive Deterministic PRAM Simulation on a Mesh-connected Computer : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-4AFF-1
%R 10.1145/181014.181388
%D 1994
%B 6th Annual ACM Symposium on Parallel Algorithms and Architectures
%Z date of event: 1994-06-27 - 1997-06-29
%C Cape May, NJ, USA
%B Proceedings of the 6th Symposium on Parallel Algorithms and Architectures
%P 248 - 256
%I ACM
%@ 978-0-89791-671-4




	DOI
	PuRe
	BibTeX

	


        3466
    
                Thesis
            
D1


        J. Piskorski
    

        “Parallele Graphenalgorithmen für den Hypercube,” Universität des Saarlandes, Saarbrücken, 1994.
    
moreBibTeX
@mastersthesis{Piskorski94,
TITLE = {{Parallele Graphenalgorithmen f{\"u}r den Hypercube}},
AUTHOR = {Piskorski, Jakub},
LANGUAGE = {deu},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1994},
DATE = {1994},
}

Endnote
%0 Thesis
%A Piskorski, Jakub
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Parallele Graphenalgorithmen f&#252;r den Hypercube : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-0019-EF27-5
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 1994
%V master
%9 master




	PuRe
	BibTeX

	


        3467
    
                Article
            
D1


        V. Priebe
    

        “Solvability of the Navier-Stokes equations on manifolds with boundary,” Manuscripta Mathematica, vol. 83, 1994.
    
moreBibTeX
@article{Priebe94,
TITLE = {Solvability of the {Navier}-{Stokes} equations on manifolds with boundary},
AUTHOR = {Priebe, Volker},
LANGUAGE = {eng},
ISSN = {0025-2611},
DOI = {10.1007/BF02567605},
PUBLISHER = {Springer},
YEAR = {1994},
DATE = {1994},
JOURNAL = {Manuscripta Mathematica},
VOLUME = {83},
PAGES = {145--159},
}

Endnote
%0 Journal Article
%A Priebe, Volker
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Solvability of the Navier-Stokes equations on manifolds with boundary : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-53A2-D
%R 10.1007/BF02567605
%D 1994
%J Manuscripta Mathematica
%V 83
%& 145
%P 145 - 159
%I Springer
%@ false
%U https://rdcu.be/dxiWj




	DOI
	PuRe
	BibTeX
	publisher version

	


        3468
    
                Conference paper
            
D1


        C. Rüb
    

        “Lower Bounds for Merging on the Hypercube,” in Algorithms and Complexity (CIAC 1994), Rome, Italy, 1994.
    
moreBibTeX
@inproceedings{Rub_CIAC94,
TITLE = {Lower Bounds for Merging on the Hypercube},
AUTHOR = {R{\"u}b, Christine},
LANGUAGE = {eng},
ISBN = {978-3-540-57811-6},
DOI = {10.1007/3-540-57811-0_18},
PUBLISHER = {Springer},
YEAR = {1994},
DATE = {1994},
BOOKTITLE = {Algorithms and Complexity (CIAC 1994)},
EDITOR = {Bonuccelli, M. and Crescenzi, P. and Petreschi, R.},
PAGES = {213--222},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {778},
ADDRESS = {Rome, Italy},
}

Endnote
%0 Conference Proceedings
%A R&#252;b, Christine
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Lower Bounds for Merging on the Hypercube : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-499D-0
%R 10.1007/3-540-57811-0_18
%D 1994
%B Second Italian Conference on Algorithms and Complexity
%Z date of event: 1994-02-23 - 1994-02-25
%C Rome, Italy
%B Algorithms and Complexity
%E Bonuccelli, M.; Crescenzi, P.; Petreschi, R.
%P 213 - 222
%I Springer
%@ 978-3-540-57811-6
%B Lecture Notes in Computer Science
%N 778
%U https://rdcu.be/dwOxQ




	DOI
	PuRe
	BibTeX
	publisher version

	


        3469
    
                Article
            
D1


        S. Schirra and P. J. Heffernan
    

        “Approximate Decision Algorithms for Point Set Congruence,” Computational Geometry, vol. 4, no. 3, 1994.
    
moreBibTeX
@article{Schirra-Heffernan_CG94,
TITLE = {Approximate Decision Algorithms for Point Set Congruence},
AUTHOR = {Schirra, Stefan and Heffernan, Paul J.},
LANGUAGE = {eng},
ISSN = {0925-7721},
DOI = {10.1016/0925-7721(94)90004-3},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {1994},
DATE = {1994},
JOURNAL = {Computational Geometry},
VOLUME = {4},
NUMBER = {3},
PAGES = {137--156},
}

Endnote
%0 Journal Article
%A Schirra, Stefan
%A Heffernan, Paul J.
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T Approximate Decision Algorithms for Point Set Congruence : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-14A4-2
%R 10.1016/0925-7721(94)90004-3
%D 1994
%J Computational Geometry
%V 4
%N 3
%& 137
%P 137 - 156
%I Elsevier
%C Amsterdam
%@ false
%U https://doi.org/10.1016/0925-7721(94)90004-3




	DOI
	PuRe
	BibTeX
	publisher version

	


        3470
    
                Report
            
D1


        E. Schömer and C. Thiel
    

        “Efficient collision detection for moving polyhedra,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-94-147, 1994.
    
moreAbstract
In this paper we consider the following problem: given two general polyhedra
of complexity $n$, one of which is moving translationally or rotating about a fixed axis, determine the first collision (if any) between them. We present an 
algorithm with running time $O(n^{8/5 + \epsilon})$ for the case of 
translational movements and running time $O(n^{5/3 + \epsilon})$ for
 rotational movements, where $\epsilon$ is an arbitrary positive constant.
This is the first known algorithm with sub-quadratic running time.
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moreAbstract
In all recent near-optimal sorting algorithms for meshes, the 
 packets are sorted with respect to some snake-like indexing. Such 
 algorithms are useless in many practical applications. In this 
 paper we present deterministic algorithms for sorting with respect 
 to the more natural row-major indexing. 
 
 For 1-1 sorting on an $n \times n$ mesh, we give an algorithm that 
 runs in $2 \cdot n + o(n)$ steps, with maximal queue size five. It 
 is considerably simpler than earlier algorithms. Another algorithm 
 performs $k$-$k$ sorting in $k \cdot n / 2 + o(k \cdot n)$ steps.
 Furthermore, we present {\em uni-axial} algorithms for row-major 
 sorting. Uni-axial algorithms have clear practical and theoretical 
 advantages over bi-axial algorithms. We show that 1-1 sorting can 
 be performed in $2\frac{1}{2} \cdot n + o(n)$ steps. 
 Alternatively, this problem is solved in $4\frac{1}{3} \cdot n$ 
 steps for {\em all $n$}. For the practically important values of 
 $n$, this algorithm is much faster than any algorithm with good 
 {\em asymptotical} performance.
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moreAbstract
This text contains the lecture notes for the course 
{\em Ausgew\"{a}hlte Kapitel aus Datenstrukturen}, 
which was given by the author at the Universit\"{a}t des 
Saarlandes during the winter semester 1993/94. 
The course was intended for 3rd/4th year students having some 
basic knowledge in the field of algorithm design. 
The following topics are covered: Skip Lists, the Union-Find 
Problem, Range Trees and the Post-Office Problem, and 
Maintaining Order in List.
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moreAbstract
Let $S$ be a set of points in the plane. The width (resp.\ 
 roundness) of $S$ is defined as the minimum width of any 
 slab (resp.\ annulus) that contains all points of $S$. 
 We give a new characterization of the width of a point set. 
 Also, we give a {\em rigorous} proof of the fact that either the 
 roundness of $S$ is equal to the width of $S$, or the center 
 of the minimum-width annulus is a vertex of the closest-point 
 Voronoi diagram of $S$, the furthest-point Voronoi diagram 
 of $S$, or an intersection point of these two diagrams. 
 This proof corrects the characterization of roundness used 
 extensively in the literature.
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moreAbstract
The following problems are shown to be solvable
in $O(\log^{\ast }\! n)$ time
with optimal speedup with high probability on a
randomized CRCW PRAM using
$O(n)$ space:
\begin{itemize}
\item
Space allocation: Given $n$ nonnegative integers
$x_1,\ldots,x_n$, allocate $n$ nonoverlapping
blocks of consecutive
memory cells of sizes $x_1,\ldots,x_n$ from a base
segment of $O(\sum_{j=1}^n x_j)$ consecutive
memory cells;
\item
Estimation: Given $n$ integers %$x_1,\ldots,x_n$
in the range $ 1.. n $, compute ``good'' estimates
of the number of occurrences of each value
in the range $1.. n$;
\item
Semisorting: Given $n$ integers $x_1,\ldots,x_n$
in the range $1.. n$,
store the integers $1,\ldots,n$ in an array of $O(n)$
cells such that for all $i\in\{1,\ldots,n\}$,
all elements of $\{j:1\le j\le n$ and $x_j=i\}$
occur together, separated only by empty cells;
\item
Integer chain-sorting: Given $n$ integers $x_1,\ldots,x_n$
in the range $1.. n$, construct a linked list
containing the integers $1,\ldots,n$ such that for all
$i,j\in\{1,\ldots,n\}$, if $i$ precedes $j$ in the
list, then $x_i\le x_j$.
\end{itemize}
\noindent
Moreover, given slightly superlinear processor
and space bounds, these problems or variations
of them can be solved in
constant time with high probability.
 
As a corollary of the integer chain-sorting result,
it follows that $n$ integers in the range $1.. n$
can be sorted in $O({{\log n}/{\log\log n}})$ time
with optimal speedup with high probability.
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\item
Space allocation: Given $n$ nonnegative integers
$x_1,\ldots,x_n$, allocate $n$ nonoverlapping
blocks of consecutive
memory cells of sizes $x_1,\ldots,x_n$ from a base
segment of $O(\sum_{j=1}^n x_j)$ consecutive
memory cells;
\item
Estimation: Given $n$ integers %$x_1,\ldots,x_n$
in the range $ 1.. n $, compute ``good'' estimates
of the number of occurrences of each value
in the range $1.. n$;
\item
Semisorting: Given $n$ integers $x_1,\ldots,x_n$
in the range $1.. n$,
store the integers $1,\ldots,n$ in an array of $O(n)$
cells such that for all $i\in\{1,\ldots,n\}$,
all elements of $\{j:1\le j\le n$ and $x_j=i\}$
occur together, separated only by empty cells;
\item
Integer chain-sorting: Given $n$ integers $x_1,\ldots,x_n$
in the range $1.. n$, construct a linked list
containing the integers $1,\ldots,n$ such that for all
$i,j\in\{1,\ldots,n\}$, if $i$ precedes $j$ in the
list, then $x_i\le x_j$.
\end{itemize}
\noindent
Moreover, given slightly superlinear processor
and space bounds, these problems or variations
of them can be solved in
constant time with high probability.

As a corollary of the integer chain-sorting result,
it follows that $n$ integers in the range $1.. n$
can be sorted in $O({{\log n}/{\log\log n}})$ time
with optimal speedup with high probability.
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moreAbstract
We establish a lower bound on the efficiency of area--universal circuits. The area $A_u$ of every graph $H$ that can host 
any graph $G$ of area (at most) $A$ with dilation $d$,
and congestion $c \leq \sqrt{A}/\log\log A$ satisfies the tradeoff
$$
A_u = \Omega ( A \log A / (c^2 \log (2d)) ).
$$
In particular, if $A_u = O(A)$ then $\max(c,d) = \Omega(\sqrt{\log A} / \log\log A)$.
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moreAbstract
We show that given two Boolean
circuits $f$ and $g$ the following three problems are $\Sigma^p_2$-complete:
(1) Is $f$ a c-subfunction of $g$, i.e.\ can one set some of the variables
of $g$ to 0 or 1 so that the remaining circuit computes the same function
as $f$? 
(2) Is $f$ a v-subfunction of $g$, i.e. can one change the names of the
variables of $g$ so that the resulting circuit computes the same function
as $f$? 
(3) Is $f$ a cv-subfunction of $g$, i.e.\ can one 
set some variables of $g$ to 0 or 1 and simultanously 
change some names of the other variables of $g$ so that the new circuit
computes the same function as $f$? 
Additionally we give some bounds for the complexity of the following
problem: Is $f$ isomorphic to $g$, i.e. can one change the names of the
variables bijectively so that the circuit resulting from $g$ computes the
same function as $f$?
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%X We show that given two Boolean
circuits $f$ and $g$ the following three problems are $\Sigma^p_2$-complete:
(1) Is $f$ a c-subfunction of $g$, i.e.\ can one set some of the variables
of $g$ to 0 or 1 so that the remaining circuit computes the same function
as $f$? 
(2) Is $f$ a v-subfunction of $g$, i.e. can one change the names of the
variables of $g$ so that the resulting circuit computes the same function
as $f$? 
(3) Is $f$ a cv-subfunction of $g$, i.e.\ can one 
set some variables of $g$ to 0 or 1 and simultanously 
change some names of the other variables of $g$ so that the new circuit
computes the same function as $f$? 
Additionally we give some bounds for the complexity of the following
problem: Is $f$ isomorphic to $g$, i.e. can one change the names of the
variables bijectively so that the circuit resulting from $g$ computes the
same function as $f$?
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moreAbstract
The {\em $\lambda$-approximate compaction} problem is: given an input
array of $n$ values, each 
either 0 or 1, place each value in an output array so that all the 1's
are in the first $(1+\lambda)k$ array locations, where $k$ is the number of 1's
in the input. $\lambda$ is an accuracy parameter. This problem is
of fundamental importance in parallel
computation because of its applications to processor
allocation and approximate counting. 
When $\lambda$ is a constant, the problem is called
{\em Linear Approximate Compaction} (LAC). On the CRCW PRAM model,
%there is an algorithm that solves approximate compaction in $\order{(\log\log n)^3}$
time for $\lambda = \frac{1}{\log\log n}$, using $\frac{n}{(\log\log
n)^3}$ processors. Our main result shows that this is close to the
best possible. Specifically, we prove that LAC requires
%$\Omega(\log\log n)$ time using $\order{n}$ processors. 
We also give a tradeoff between $\lambda$
and the processing time. For $\epsilon < 1$, and $\lambda =
n^{\epsilon}$, the time required is $\Omega(\log \frac{1}{\epsilon})$.
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%X The {\em $\lambda$-approximate compaction} problem is: given an input
array of $n$ values, each 
either 0 or 1, place each value in an output array so that all the 1's
are in the first $(1+\lambda)k$ array locations, where $k$ is the number of 1's
in the input. $\lambda$ is an accuracy parameter. This problem is
of fundamental importance in parallel
computation because of its applications to processor
allocation and approximate counting. 
When $\lambda$ is a constant, the problem is called
{\em Linear Approximate Compaction} (LAC). On the CRCW PRAM model,
%there is an algorithm that solves approximate compaction in $\order{(\log\log n)^3}$
time for $\lambda = \frac{1}{\log\log n}$, using $\frac{n}{(\log\log
n)^3}$ processors. Our main result shows that this is close to the
best possible. Specifically, we prove that LAC requires
%$\Omega(\log\log n)$ time using $\order{n}$ processors. 
We also give a tradeoff between $\lambda$
and the processing time. For $\epsilon < 1$, and $\lambda =
n^{\epsilon}$, the time required is $\Omega(\log \frac{1}{\epsilon})$.
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moreAbstract
We investigate properties of functions that are good measures of the
CRCW PRAM complexity of computing them. While the {\em block
sensitivity} is known to be a good measure of the CREW PRAM
complexity, no such measure is known for CRCW PRAMs. We show that the
complexity of computing a function is related to its {\em everywhere
sensitivity}, introduced by Vishkin and Wigderson. Specifically we
show that the time required to compute a function $f:D^n \rightarrow R$ of everywhere
sensitivity 
$ \es
(f)$ with $P \geq n$ processors and unbounded memory
is $
\Omega
(\log [\log \es(f)/(\log 4P|D| - \log \es(f))])$.
This
improves previous results of Azar, and Vishkin and Wigderson. We use
this lower bound to derive new lower bounds for some {\em approximate
problems}. These problems can often be solved faster than their exact
counterparts and for many applications, it is sufficient to solve the
approximate problem. We show
that {\em approximate selection} requires time 
$\Omega(\log [\log n/\log k])$ with $kn$ processors and {\em
approximate counting} with accuracy $\lambda \geq 2$ requires time
$\Omega(\log [\log n/(\log k + \log \lambda)])$ with $kn$ processors.
In particular, for constant accuracy, no lower bounds were known for
these problems.
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%X We investigate properties of functions that are good measures of the
CRCW PRAM complexity of computing them. While the {\em block
sensitivity} is known to be a good measure of the CREW PRAM
complexity, no such measure is known for CRCW PRAMs. We show that the
complexity of computing a function is related to its {\em everywhere
sensitivity}, introduced by Vishkin and Wigderson. Specifically we
show that the time required to compute a function $f:D^n \rightarrow R$ of everywhere
sensitivity 
$ \es
(f)$ with $P \geq n$ processors and unbounded memory
is $
\Omega
(\log [\log \es(f)/(\log 4P|D| - \log \es(f))])$.
This
improves previous results of Azar, and Vishkin and Wigderson. We use
this lower bound to derive new lower bounds for some {\em approximate
problems}. These problems can often be solved faster than their exact
counterparts and for many applications, it is sufficient to solve the
approximate problem. We show
that {\em approximate selection} requires time 
$\Omega(\log [\log n/\log k])$ with $kn$ processors and {\em
approximate counting} with accuracy $\lambda \geq 2$ requires time
$\Omega(\log [\log n/(\log k + \log \lambda)])$ with $kn$ processors.
In particular, for constant accuracy, no lower bounds were known for
these problems.
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moreAbstract
The selection problem of size $n$ is,
given a set of $n$ elements drawn from an ordered
universe and an integer $r$ with $1\le r\le n$, to
identify the $r$th smallest element in the set.
We study approximate and exact selection on
deterministic concurrent-read concurrent-write
parallel RAMs, where approximate selection with
relative accuracy $\lambda>0$ asks for any element
whose true rank differs from $r$ by at most $\lambda n$.
Our main results are:
(1) For all $t\ge(\log\log n)^4$, approximate
selection problems of size $n$ can be solved in
$O(t)$ time with optimal speedup with relative accuracy
$2^{-{t/{(\log\log n)^4}}}$;
no deterministic PRAM algorithm for approximate
selection with a running time below
$\Theta({{\log n}/{\log\log n}})$
was previously known.
(2) Exact selection problems of size $n$ can be solved
in $O({{\log n}/{\log\log n}})$ time with
$O({{n\log\log n}/{\log n}})$ processors.
This running time is the best possible
(using only a polynomial number of processors),
and the number of processors is optimal for the
given running time (optimal speedup);
the best previous algorithm achieves optimal speedup
with a running time of $O({{\log n\log^*\! n}/{\log\log n}})$.
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%X The selection problem of size $n$ is,
given a set of $n$ elements drawn from an ordered
universe and an integer $r$ with $1\le r\le n$, to
identify the $r$th smallest element in the set.
We study approximate and exact selection on
deterministic concurrent-read concurrent-write
parallel RAMs, where approximate selection with
relative accuracy $\lambda>0$ asks for any element
whose true rank differs from $r$ by at most $\lambda n$.
Our main results are:
(1) For all $t\ge(\log\log n)^4$, approximate
selection problems of size $n$ can be solved in
$O(t)$ time with optimal speedup with relative accuracy
$2^{-{t/{(\log\log n)^4}}}$;
no deterministic PRAM algorithm for approximate
selection with a running time below
$\Theta({{\log n}/{\log\log n}})$
was previously known.
(2) Exact selection problems of size $n$ can be solved
in $O({{\log n}/{\log\log n}})$ time with
$O({{n\log\log n}/{\log n}})$ processors.
This running time is the best possible
(using only a polynomial number of processors),
and the number of processors is optimal for the
given running time (optimal speedup);
the best previous algorithm achieves optimal speedup
with a running time of $O({{\log n\log^*\! n}/{\log\log n}})$.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3492
    
                Report
            
D1


        S. Chaudhuri and J. Radhakrishnan
    

        “The complexity of parallel prefix problems on small domains,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-93-147, 1993.
    
moreAbstract
We show non-trivial lower bounds for several prefix problems in the
CRCW PRAM model. Our main result is an $\Omega(\alpha(n))$ lower bound
for the chaining problem, matching the previously known upper bound. 
We give a reduction to show that the same lower bound applies to a
parenthesis matching problem, again matching the previously known
upper bound. We also give reductions to show that similar lower
bounds hold for the prefix maxima and the range maxima problems.
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%X We show non-trivial lower bounds for several prefix problems in the
CRCW PRAM model. Our main result is an $\Omega(\alpha(n))$ lower bound
for the chaining problem, matching the previously known upper bound. 
We give a reduction to show that the same lower bound applies to a
parenthesis matching problem, again matching the previously known
upper bound. We also give reductions to show that similar lower
bounds hold for the prefix maxima and the range maxima problems.
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moreAbstract
A polyhedron is any set that can be obtained from the open half\-spaces by a
finite number of set complement and set intersection operations. We give an
efficient and complete algorithm for intersecting two three--dimensional
polyhedra, one of which is convex. The algorithm is efficient in the sense
that its running time is bounded by the size of the inputs plus the size of
the output times a logarithmic factor. The algorithm is complete in the sense
that it can handle all inputs and requires no general position assumption. We
also describe a novel data structure that can represent all three--dimensional
polyhedra (the set of polyhedra representable by all previous data structures
is not closed under the basic boolean operations).
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moreAbstract
Un polyedre est tout ensemble qui peut etre obtenu a partir de demi-espaces par 
un nombre fini d{'}operations de complement et d{'}intersection. Nous proposons 
ici un algorithme complet et efficace pour construire l{'}intersection de deux 
polyedres dans l{'}espace tridimensionnel dont l{'}un est convexe. 
L{'}algoritme est efficace car son temps de calcul est, a un facteur 
logarithmique pres, borne par la taille des entrees plus la taille de la 
sortie. L{'}algorithme est complet dans le sens qu{'}il peut traiter toutes les 
entrees sans aucune hypothese de position generale. De plus, nous decrivons une 
nouvelle structure de donnees susceptible de representer tout polyedre dans 
l{'}espace (toutes les structures utilisees precedemment representent seulement 
des ensembles de polyedres qui ne sont pas stables pour les operations 
booleennes de base). 
A polyhedron is any set that can be obtained from the open halfspaces by a 
finite number of set complement and set intersection operations. We give an 
efficient and complete algorithm for intersecting two three- dimensional 
polyhedra, one of which is convex. The algorithm is efficient in the sense that 
its running time is bounded by the size of the inputs plus the size of the 
output times a logarithmic factor. The algorithm is complete in the sense that 
it can handle all inputs and requires no general position assumption. We also 
describe a novel data structure that can represent all three-dimensional 
polyhedra (the set of polyhedra representable by all revious data structures is 
not closed under the basic boolean operations).
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polyedres dans l{'}espace tridimensionnel dont l{'}un est convexe. 
L{'}algoritme est efficace car son temps de calcul est, a un facteur 
logarithmique pres, borne par la taille des entrees plus la taille de la 
sortie. L{'}algorithme est complet dans le sens qu{'}il peut traiter toutes les 
entrees sans aucune hypothese de position generale. De plus, nous decrivons une 
nouvelle structure de donnees susceptible de representer tout polyedre dans 
l{'}espace (toutes les structures utilisees precedemment representent seulement 
des ensembles de polyedres qui ne sont pas stables pour les operations 
booleennes de base). 
A polyhedron is any set that can be obtained from the open halfspaces by a 
finite number of set complement and set intersection operations. We give an 
efficient and complete algorithm for intersecting two three- dimensional 
polyhedra, one of which is convex. The algorithm is efficient in the sense that 
its running time is bounded by the size of the inputs plus the size of the 
output times a logarithmic factor. The algorithm is complete in the sense that 
it can handle all inputs and requires no general position assumption. We also 
describe a novel data structure that can represent all three-dimensional 
polyhedra (the set of polyhedra representable by all revious data structures is 
not closed under the basic boolean operations).
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moreAbstract
By the Central Element Theorem of Linial and Saks, it follows that for
the problem of (generalised) searching in posets, the
information--theoretic lower bound of $\log N$ comparisons (where $N$ is the
number of order--ideals in the poset) is tight asymptotically. We
observe that this implies that the problem of (generalised) sorting 
in posets has complexity $\Theta(n \cdot \log N)$ (where $n$ is the
number of elements in the poset). We present schemes for
(efficiently) transforming a randomised generation procedure for
central elements (which often exists for some classes of posets) into
randomised procedures for approximately counting ideals in the poset
and for testing if an arbitrary element is central.
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moreAbstract
We present a tutorial survey of quantifier-elimination and decision procedures
in p-adic fields. The p-adic fields are studied in the (so-called)
$P_n$--formalism of Angus Macintyre, for which motivation is provided
through a rich body of analogies with real-closed fields.
Quantifier-elimination and decision procedures are described
proceeding via a Cylindrical Algebraic Decomposition of affine p-adic
space. Effective complexity analyses are also provided.
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moreAbstract
We describe a new randomized data structure,
the {\em sparse partition}, for solving the 
dynamic closest-pair problem. Using this 
data structure the closest pair of a set of $n$ points in 
$k$-dimensional space, for any fixed $k$, can be found 
in constant time. If the points are chosen from a finite universe,
and if the floor function is available at unit-cost, then the 
data structure supports insertions into and deletions from the set 
in expected $O(\log n)$ time and requires expected $O(n)$ space. 
Here, it is assumed that the updates are chosen by an adversary who 
does not know the random choices made by the data structure. 
The data structure can be modified to run in $O(\log^2 n)$ expected 
time per update in the algebraic decision tree model of 
computation. Even this version is more efficient than the currently 
best known deterministic algorithms for solving the problem for $k>1$.
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moreAbstract
We prove that almost all Boolean function has a high $k$--party communication complexity. The 2--party case was settled by {\it Papadimitriou} and {\it Sipser}.
Proving the $k$--party case needs a deeper investigation of the underlying structure
of the $k$--cylinder--intersections; (the 2--cylinder--intersections are the rectangles).
 
\noindent First we examine the basic properties of $k$--cylinder--intersections, then an upper estimation is given for their number, which facilitates to prove the lower--bound theorem for the $k$--party communication complexity of randomly chosen Boolean functions. In the last section we extend our results to the $\varepsilon$--distributional communication complexity of random functions.
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moreAbstract
Let f be a Boolean function of $n$ variables with $L_1$ spectral norm 
$ L_1(f)>n^\epsilon $ for some positive $ \epsilon $ . Then f can be computed
by a 
$ O(\log L_1(f)) $ player multi--party protocol with $ O(\log^2 L_1(f)) $ 
communication.


BibTeX
@techreport{MPI-I-93-132,
TITLE = {Multi-party protocols and spectral norms},
AUTHOR = {Grolmusz, Vince},
LANGUAGE = {eng},
NUMBER = {MPI-I-93-132},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1993},
DATE = {1993},
ABSTRACT = {Let f be a Boolean function of $n$ variables with $L_1$ spectral norm $ L_1(f)>n^\epsilon $ for some positive $ \epsilon $ . Then f can be computed by a $ O(\log L_1(f)) $ player multi--party protocol with $ O(\log^2 L_1(f)) $ communication.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Grolmusz, Vince
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Multi-party protocols and spectral norms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-B753-1
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1993
%P 11 p.
%X Let f be a Boolean function of $n$ variables with $L_1$ spectral norm 
$ L_1(f)>n^\epsilon $ for some positive $ \epsilon $ . Then f can be computed
by a 
$ O(\log L_1(f)) $ player multi--party protocol with $ O(\log^2 L_1(f)) $ 
communication.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3510
    
                Report
            
D1


        V. Grolmusz
    

        “Harmonic analysis, real approximation, and the communication complexity of Boolean functions,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-93-161, 1993.
    
moreAbstract
In this paper we prove several fundamental theorems, concerning the multi--party communication complexity of Boolean functions.
 
Let $g$ be a real function which approximates Boolean function $f$ of $n$ variables with error less than $1/5$. Then --- from our Theorem 1 --- there exists a $k=O(\log (n\L_1(g)))$--party protocol which computes $f$ with a communication of $O(\log^3(n\L_1(g)))$ bits, where $\L_1(g)$ denotes the $\L_1$ spectral norm of $g$. 
 
We show an upper bound to the symmetric $k$--party communication complexity of Boolean functions in terms of their $\L_1$ norms in our Theorem 3. For $k=2$ it was known that the communication complexity of Boolean functions are closely related with the {\it rank} of their communication matrix [Ya1]. No analogous upper bound was known for the k--party communication complexity of {\it arbitrary} Boolean functions, where $k>2$.
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We show an upper bound to the symmetric $k$--party communication complexity of Boolean functions in terms of their $\L_1$ norms in our Theorem 3. For $k=2$ it was known that the communication complexity of Boolean functions are closely related with the {\it rank} of their communication matrix [Ya1]. No analogous upper bound was known for the k--party communication complexity of {\it arbitrary} Boolean functions, where $k>2$.
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moreAbstract
We prove that any depth--3 circuit with MOD m gates of unbounded fan-in on the lowest level, AND gates on the second, and a weighted threshold gate on the top
needs either exponential size or exponential weights to compute the {\it inner product} of two vectors of length $n$ over GF(2). More exactly we prove that $\Omega(n\log n)\leq \log w\log M$, where $w$ is the sum of the absolute values of the weights, and $M$ is the maximum fan--in of the AND gates on level 2. Setting all weights to 1, we got a trade--off between the logarithms of the top--fan--in and the maximum fan--in on level 2.
 
 In contrast, with $n$ AND gates at the bottom and {\it a single} MOD 2 gate at the top one can compute the {\it inner product} function.
The lower--bound proof does not use any monotonicity or uniformity assumptions, and all of our gates have unbounded fan--in. The key step in the proof is a {\it random} evaluation protocol of a circuit with MOD $m$ gates.
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needs either exponential size or exponential weights to compute the {\it inner product} of two vectors of length $n$ over GF(2). More exactly we prove that $\Omega(n\log n)\leq \log w\log M$, where $w$ is the sum of the absolute values of the weights, and $M$ is the maximum fan--in of the AND gates on level 2. Setting all weights to 1, we got a trade--off between the logarithms of the top--fan--in and the maximum fan--in on level 2.

 In contrast, with $n$ AND gates at the bottom and {\it a single} MOD 2 gate at the top one can compute the {\it inner product} function.
The lower--bound proof does not use any monotonicity or uniformity assumptions, and all of our gates have unbounded fan--in. The key step in the proof is a {\it random} evaluation protocol of a circuit with MOD $m$ gates.
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moreAbstract
In a generalized intersection searching problem, a set $S$ of 
colored geometric objects is to be preprocessed so that, given a 
query object $q$, the distinct colors of the objects of $S$ that 
are intersected by $q$ can be reported or counted efficiently. 
These problems generalize the well-studied standard intersection 
searching problems and are rich in applications. Unfortunately, 
the solutions known for the standard problems do not yield efficient 
solutions to the generalized problems. Recently, efficient solutions 
have been given for generalized problems where the input and query 
objects are iso-oriented, i.e., axes-parallel, or where the color 
classes satisfy additional properties, e.g., connectedness.
In this paper, efficient algorithms are given for several
generalized problems involving non-iso-oriented objects.
These problems include: generalized halfspace range searching in
${\cal R}^d$, for any fixed $d \geq 2$, segment intersection
searching, triangle stabbing, and triangle range searching
in ${\cal R}^2$. The techniques used include: computing suitable 
sparse representations of the input, persistent data structures, and
filtering search.
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moreAbstract
We study fundamental comparison problems on
strings of characters, equipped with the usual
lexicographical ordering.
For each problem studied, we give a parallel algorithm
that is optimal with respect to at least one
criterion for which no optimal
algorithm was previously known.
Specifically, our main results are:
%
\begin{itemize}
\item Two sorted sequences of strings, containing
 altogether $n$~characters, can be merged in
$O(\log n)$ time using $O(n)$ operations
on an EREW PRAM.
This is optimal as regards both the running time
and the number of operations.
 
\item A sequence of strings, containing altogether
$n$~characters represented by integers of size
polynomial in~$n$, can be sorted
in $O({{\log n}/{\log\log n}})$ time
using $O(n\log\log n)$ operations on
a CRCW PRAM.
The running time is optimal for any
polynomial number of processors.
 
\item The minimum string in a sequence of strings
containing altogether $n$ characters can be
found using (expected) $O(n)$ operations in
constant expected time on a randomized
CRCW PRAM, in $O(\log\log n)$ time on a
deterministic CRCW PRAM with a program depending on~$n$,
in $O((\log\log n)^3)$ time on a
deterministic CRCW PRAM with a program
not depending on~$n$,
in $O(\log n)$ expected time on a randomized
EREW PRAM, and in $O(\log n\log\log n)$ time
on a deterministic EREW PRAM.
The number of operations is optimal, and
the running time is optimal for the randomized algorithms
and, if the number of processors is limited to~$n$,
for the nonuniform deterministic CRCW
PRAM algorithm as wel
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%X We study fundamental comparison problems on
strings of characters, equipped with the usual
lexicographical ordering.
For each problem studied, we give a parallel algorithm
that is optimal with respect to at least one
criterion for which no optimal
algorithm was previously known.
Specifically, our main results are:
%
\begin{itemize}
\item Two sorted sequences of strings, containing
 altogether $n$~characters, can be merged in
$O(\log n)$ time using $O(n)$ operations
on an EREW PRAM.
This is optimal as regards both the running time
and the number of operations.

\item A sequence of strings, containing altogether
$n$~characters represented by integers of size
polynomial in~$n$, can be sorted
in $O({{\log n}/{\log\log n}})$ time
using $O(n\log\log n)$ operations on
a CRCW PRAM.
The running time is optimal for any
polynomial number of processors.

\item The minimum string in a sequence of strings
containing altogether $n$ characters can be
found using (expected) $O(n)$ operations in
constant expected time on a randomized
CRCW PRAM, in $O(\log\log n)$ time on a
deterministic CRCW PRAM with a program depending on~$n$,
in $O((\log\log n)^3)$ time on a
deterministic CRCW PRAM with a program
not depending on~$n$,
in $O(\log n)$ expected time on a randomized
EREW PRAM, and in $O(\log n\log\log n)$ time
on a deterministic EREW PRAM.
The number of operations is optimal, and
the running time is optimal for the randomized algorithms
and, if the number of processors is limited to~$n$,
for the nonuniform deterministic CRCW
PRAM algorithm as wel
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moreAbstract
The generalized topological sorting problem
takes as input a positive integer $k$
and a directed, acyclic graph with
some vertices labeled by positive integers, and
the goal is to label the remaining vertices
by positive integers in such a way that each edge
leads from a lower-labeled vertex
to a higher-labeled vertex,
and such that the set of labels used
is exactly $\{1,\ldots,k\}$.
Given a generalized topological sorting problem, we want
to compute a solution, if one exists, and also
to test the uniqueness of a given solution.
%
The best previous algorithm for the generalized
topological sorting problem computes a solution,
if one exists, and tests its uniqueness in
$O(n\log\log n+m)$ time on input graphs with $n$
vertices and $m$ edges.
We describe improved algorithms
that solve both problems
in linear time $O(n+m)$.
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%X The generalized topological sorting problem
takes as input a positive integer $k$
and a directed, acyclic graph with
some vertices labeled by positive integers, and
the goal is to label the remaining vertices
by positive integers in such a way that each edge
leads from a lower-labeled vertex
to a higher-labeled vertex,
and such that the set of labels used
is exactly $\{1,\ldots,k\}$.
Given a generalized topological sorting problem, we want
to compute a solution, if one exists, and also
to test the uniqueness of a given solution.
%
The best previous algorithm for the generalized
topological sorting problem computes a solution,
if one exists, and tests its uniqueness in
$O(n\log\log n+m)$ time on input graphs with $n$
vertices and $m$ edges.
We describe improved algorithms
that solve both problems
in linear time $O(n+m)$.
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moreAbstract
Let $S$ be a set of $n$ points in $\IR^{D}$. It is shown that 
 a range tree can be used to find an $L_{\infty}$-nearest 
 neighbor in $S$ of any query point, in 
 $O((\log n)^{D-1} \log\log n)$ time. This data structure has 
 size $O(n (\log n)^{D-1})$ and an amortized update time of 
 $O((\log n)^{D-1} \log\log n)$. This result is used to
 solve the $(1+\epsilon)$-approximate $L_{2}$-nearest 
 neighbor problem within the same bounds. In this problem,
 for any query point $p$, a point $q \in S$ is computed such 
 that the euclidean distance between $p$ and $q$ is at most 
 $(1+\epsilon)$ times the euclidean distance between $p$ and 
 its true nearest neighbor.
 This is the first dynamic data structure for this problem 
 having close to linear size and polylogarithmic query and 
 update times.
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 a range tree can be used to find an $L_{\infty}$-nearest 
 neighbor in $S$ of any query point, in 
 $O((\log n)^{D-1} \log\log n)$ time. This data structure has 
 size $O(n (\log n)^{D-1})$ and an amortized update time of 
 $O((\log n)^{D-1} \log\log n)$. This result is used to
 solve the $(1+\epsilon)$-approximate $L_{2}$-nearest 
 neighbor problem within the same bounds. In this problem,
 for any query point $p$, a point $q \in S$ is computed such 
 that the euclidean distance between $p$ and $q$ is at most 
 $(1+\epsilon)$ times the euclidean distance between $p$ and 
 its true nearest neighbor.
 This is the first dynamic data structure for this problem 
 having close to linear size and polylogarithmic query and 
 update times.
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moreAbstract
We study one bit broadcast in a one-dimensional network with nodes
${\cal N}_0,\ldots,{\cal N}_n$, in which each ${\cal N}_{i-1}$ sends information to ${\cal N}_i$. We suppose that the broadcasting is synchronous, and at each step each atomic transmission ${\cal N}_{i-1}\rightarrow{\cal N}_i$ could be temporarily incorrect with probability equal to a constant $0<p<1/2$. The probabilities of failure for different steps and different nodes are supposed to be independent.
 
For each constant $c$ there is a ``classical'' algorithm with $O(n\log n)$ broadcast time and error probability $O(n^{-c})$.
 
The paper studies the possibility of a reliable broadcasting in $o(n\log n)$ time. We first show that one natural generalization of the classical algorithm, which was believed to behave well, has very bad properties (the probability of an error close to 1/2).
 
The second part of the paper presents the ultimate solution of the problem of the broadcast time in a one-dimensional nework with faults. Our algorithms have linear broadcast time, good (though not optimal) delay time, and they are extremely reliable. For example we can transmit a bit through a network of $N=1000000$ of nodes with $p=0.1$ in $8999774<9N$ steps with probability of error less than $10^{-436}$.
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%X We study one bit broadcast in a one-dimensional network with nodes
${\cal N}_0,\ldots,{\cal N}_n$, in which each ${\cal N}_{i-1}$ sends information to ${\cal N}_i$. We suppose that the broadcasting is synchronous, and at each step each atomic transmission ${\cal N}_{i-1}\rightarrow{\cal N}_i$ could be temporarily incorrect with probability equal to a constant $0<p<1/2$. The probabilities of failure for different steps and different nodes are supposed to be independent.

For each constant $c$ there is a ``classical'' algorithm with $O(n\log n)$ broadcast time and error probability $O(n^{-c})$.

The paper studies the possibility of a reliable broadcasting in $o(n\log n)$ time. We first show that one natural generalization of the classical algorithm, which was believed to behave well, has very bad properties (the probability of an error close to 1/2).

The second part of the paper presents the ultimate solution of the problem of the broadcast time in a one-dimensional nework with faults. Our algorithms have linear broadcast time, good (though not optimal) delay time, and they are extremely reliable. For example we can transmit a bit through a network of $N=1000000$ of nodes with $p=0.1$ in $8999774<9N$ steps with probability of error less than $10^{-436}$.
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moreAbstract
A parallel (CRCW PRAM) algorithm is given to find a $k$-coloring of 
a graph randomly drawn from the family of $k$-colorable graphs with 
$n$ vertices, where $k = \log^{O(1)}n$. The average running time of 
the algorithm is {\em constant}, and the number of processors is equal 
to $|V|+|E|$, where $|V|$, $|E|$, resp. is the number of vertices, 
edges, resp. of the input graph.
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moreAbstract
Abstract Voronoi diagrams were introduced by R.~Klein 
as an axiomatic basis of
Voronoi diagrams.
We show how to construct abstract Voronoi diagrams in time
$O(n\log n)$ by a randomized algorithm,
which is based on Clarkson and Shor's randomized
incremental construction technique.
The new algorithm has the following advantages over
previous algorithms:
\begin{itemize}
\item
It can handle a much wider class of abstract Voronoi
diagrams than the algorithms presented in [Kle89b, MMO91].
\item
It can be adapted to a concrete kind of Voronoi diagram by
providing a single basic operation, namely the
construction of a Voronoi diagram of five sites.
Moreover, all geometric decisions are confined to the
basic operation, and using this operation, abstract
Voronoi diagrams can be constructed in a purely
combinatorial manner.
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%X Abstract Voronoi diagrams were introduced by R.~Klein 
as an axiomatic basis of
Voronoi diagrams.
We show how to construct abstract Voronoi diagrams in time
$O(n\log n)$ by a randomized algorithm,
which is based on Clarkson and Shor's randomized
incremental construction technique.
The new algorithm has the following advantages over
previous algorithms:
\begin{itemize}
\item
It can handle a much wider class of abstract Voronoi
diagrams than the algorithms presented in [Kle89b, MMO91].
\item
It can be adapted to a concrete kind of Voronoi diagram by
providing a single basic operation, namely the
construction of a Voronoi diagram of five sites.
Moreover, all geometric decisions are confined to the
basic operation, and using this operation, abstract
Voronoi diagrams can be constructed in a purely
combinatorial manner.
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moreAbstract
We study the expected time complexity of two graph partitioning
problems: the graph coloring and the cut into equal parts.
 
If $k=o(\sqrt{n/\log n})$, we can test whether two vertices of a $k$-colorable
graph can be $k$-colored by the same color in time $O(k\log n)$ per pair of
vertices with 
$O(k^4\log^3n)$-time preprocessing in such a way that for almost all $k$-colorable
graphs the answer is correct for all pairs of vertices.
As a consequence, we obtain a sublinear (with respect to the number of edges)
expected time algorithm for $k$-coloring
of $k$-colorable graphs (assuming the uniform input distribution).
 
Similarly, if $ c\le (1/8-\epsilon)n^2 $, $ \epsilon>0 $ a constant,
and $G$ is a graph having cut of the vertex
set into two equal parts with at most $c$ cross-edges, we can test whether two
vertices belong to the same class of some $c$-cut in time $O(\log n)$ per vertex
with $O(\log^3n)$-time preprocessing in such a way that for almost all graphs
having a $c$-cut the answer is correct for all pairs of vertices.
 
The methods presented in the paper can also be used to other graph partitioning
problems, e.g. the largest clique or independent subset.
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%X We study the expected time complexity of two graph partitioning
problems: the graph coloring and the cut into equal parts.

If $k=o(\sqrt{n/\log n})$, we can test whether two vertices of a $k$-colorable
graph can be $k$-colored by the same color in time $O(k\log n)$ per pair of
vertices with 
$O(k^4\log^3n)$-time preprocessing in such a way that for almost all $k$-colorable
graphs the answer is correct for all pairs of vertices.
As a consequence, we obtain a sublinear (with respect to the number of edges)
expected time algorithm for $k$-coloring
of $k$-colorable graphs (assuming the uniform input distribution).

Similarly, if $ c\le (1/8-\epsilon)n^2 $, $ \epsilon>0 $ a constant,
and $G$ is a graph having cut of the vertex
set into two equal parts with at most $c$ cross-edges, we can test whether two
vertices belong to the same class of some $c$-cut in time $O(\log n)$ per vertex
with $O(\log^3n)$-time preprocessing in such a way that for almost all graphs
having a $c$-cut the answer is correct for all pairs of vertices.

The methods presented in the paper can also be used to other graph partitioning
problems, e.g. the largest clique or independent subset.
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moreAbstract
We give tail estimates for the efficiency of some randomized
incremental algorithms for line segment intersection in the
plane.
In particular, we show that there is a constant $C$ such that the
probability that the running times of algorithms due to Mulmuley
and Clarkson and Shor
exceed $C$ times their expected time is bounded by $e^{-\Omega (m/(n\ln n))}$
where $n$ is the number of segments, $m$ is the number of 
intersections, and $m \geq n \ln n \ln^{(3)}n$.
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moreAbstract
We present a randomized and a deterministic 
data structure for maintaining a dynamic family of
sequences under equality--tests of pairs of sequences and creations
of new sequences by joining or splitting existing sequences.
Both data structures support equality--tests in $O(1)$ time. The
randomized version supports new sequence creations in $O(\log^2 n)$
expected time 
where $n$ is the length of the sequence created. The
deterministic solution supports sequence creations in
$O(\log n(\log m \log^* m + \log n))$ time for the $m$--th operation.
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moreAbstract
We design new inference systems for total orderings
by applying rewrite techniques to chaining calculi.
Equality relations may either be specified axiomatically
or built into the deductive calculus via paramodulation or superposition.
We demonstrate that our inference systems are compatible
with a concept of (global) redundancy for clauses and inferences
that covers such widely used simplification techniques
as tautology deletion, subsumption, and demodulation.
A key to the practicality of chaining techniques is
the extent to which so-called variable chainings can be restricted.
Syntactic ordering restrictions on terms
and the rewrite techniques which account for their completeness
considerably restrict variable chaining.
We show that variable elimination
is an admissible simplification techniques
within our redundancy framework,
and that consequently for dense total orderings without endpoints
no variable chaining is needed at all.
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No abstract available.
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moreAbstract
We show non-trivial lower bounds for several prefix problems in the
CRCW PRAM model. Our main result is an $\Omega(\alpha(n))$ lower bound
for the chaining problem, matching the previously known upper bound. 
We give a reduction to show that the same lower bound applies to a
parenthesis matching problem, again matching the previously known
upper bound. We also give reductions to show that similar lower
bounds hold for the prefix maxima and the range maxima problems.
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moreAbstract
There are a number of fundamental problems in computational geometry
for which work-optimal algorithms exist which have a parallel
running time of $O(\log n)$ in the PRAM model. These include 
problems like two and three dimensional
convex-hulls, trapezoidal decomposition, arrangement construction, dominance
among others. Further improvements in running time to sub-logarithmic
range were not considered likely
because of their close relationship to sorting for which 
an $\Omega (\log n/\log\log n )$ is known to
hold even with a polynomial number of processors. 
However, with recent progress in padded-sort algorithms, which circumvents
the conventional lower-bounds, there arises a natural question about
speeding up algorithms for the above-mentioned geometric
problems (with appropriate modifications in the output specification).
We present randomized parallel algorithms for some fundamental 
problems like convex-hulls and trapezoidal decomposition which execute in time 
$O( \log n/\log k)$ in an $nk$ ($k > 1$) processor CRCW PRAM. Our algorithms do
not make any assumptions about the input distribution.
Our work relies heavily on results on padded-sorting and some earlier
results of Reif and Sen [28, 27]. We further prove a matching
lower-bound for these problems in the bounded degree decision tree.
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%X There are a number of fundamental problems in computational geometry
for which work-optimal algorithms exist which have a parallel
running time of $O(\log n)$ in the PRAM model. These include 
problems like two and three dimensional
convex-hulls, trapezoidal decomposition, arrangement construction, dominance
among others. Further improvements in running time to sub-logarithmic
range were not considered likely
because of their close relationship to sorting for which 
an $\Omega (\log n/\log\log n )$ is known to
hold even with a polynomial number of processors. 
However, with recent progress in padded-sort algorithms, which circumvents
the conventional lower-bounds, there arises a natural question about
speeding up algorithms for the above-mentioned geometric
problems (with appropriate modifications in the output specification).
We present randomized parallel algorithms for some fundamental 
problems like convex-hulls and trapezoidal decomposition which execute in time 
$O( \log n/\log k)$ in an $nk$ ($k > 1$) processor CRCW PRAM. Our algorithms do
not make any assumptions about the input distribution.
Our work relies heavily on results on padded-sorting and some earlier
results of Reif and Sen [28, 27]. We further prove a matching
lower-bound for these problems in the bounded degree decision tree.
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moreAbstract
In $1$-$k$ routing each of the $n^2$ processing units of an $n 
 \times n$ mesh connected computer initially holds $1$ packet which 
 must be routed such that any processor is the destination of at most 
 $k$ packets. This problem reflects practical desire for routing 
 better than the popular routing of permutations. $1$-$k$ routing 
 also has implications for hot-potato worm-hole routing, which is of 
 great importance for real world systems.
 
 We present a near-optimal deterministic algorithm running in 
 $\sqrt{k} \cdot n / 2 + \go{n}$ steps. We give a second
 algorithm with slightly worse routing time but working queue size 
 three. Applying this algorithm considerably reduces the routing 
 time of hot-potato worm-hole routing.
 
 Non-trivial extensions are given to the general $l$-$k$ routing 
 problem and for routing on higher dimensional meshes. Finally we
 show that $k$-$k$ routing can be performed in $\go{k \cdot n}$ steps 
 with working queue size four. Hereby the hot-potato worm-hole routing 
 problem can be solved in $\go{k^{3/2} \cdot n}$ steps.


BibTeX
@techreport{SibeynKaufmann93,
TITLE = {Deterministic 1-k routing on meshes with applications to worm-hole routing},
AUTHOR = {Sibeyn, Jop and Kaufmann, Michael},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/93-163},
NUMBER = {MPI-I-93-163},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1993},
DATE = {1993},
ABSTRACT = {In $1$-$k$ routing each of the $n^2$ processing units of an $n \times n$ mesh connected computer initially holds $1$ packet which must be routed such that any processor is the destination of at most $k$ packets. This problem reflects practical desire for routing better than the popular routing of permutations. $1$-$k$ routing also has implications for hot-potato worm-hole routing, which is of great importance for real world systems. We present a near-optimal deterministic algorithm running in $\sqrt{k} \cdot n / 2 + \go{n}$ steps. We give a second algorithm with slightly worse routing time but working queue size three. Applying this algorithm considerably reduces the routing time of hot-potato worm-hole routing. Non-trivial extensions are given to the general $l$-$k$ routing problem and for routing on higher dimensional meshes. Finally we show that $k$-$k$ routing can be performed in $\go{k \cdot n}$ steps with working queue size four. Hereby the hot-potato worm-hole routing problem can be solved in $\go{k^{3/2} \cdot n}$ steps.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Sibeyn, Jop
%A Kaufmann, Michael
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T Deterministic 1-k routing on meshes with applications to worm-hole routing : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-B431-7
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/93-163
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1993
%P 13 p.
%X In $1$-$k$ routing each of the $n^2$ processing units of an $n 
 \times n$ mesh connected computer initially holds $1$ packet which 
 must be routed such that any processor is the destination of at most 
 $k$ packets. This problem reflects practical desire for routing 
 better than the popular routing of permutations. $1$-$k$ routing 
 also has implications for hot-potato worm-hole routing, which is of 
 great importance for real world systems.

 We present a near-optimal deterministic algorithm running in 
 $\sqrt{k} \cdot n / 2 + \go{n}$ steps. We give a second
 algorithm with slightly worse routing time but working queue size 
 three. Applying this algorithm considerably reduces the routing 
 time of hot-potato worm-hole routing.

 Non-trivial extensions are given to the general $l$-$k$ routing 
 problem and for routing on higher dimensional meshes. Finally we
 show that $k$-$k$ routing can be performed in $\go{k \cdot n}$ steps 
 with working queue size four. Hereby the hot-potato worm-hole routing 
 problem can be solved in $\go{k^{3/2} \cdot n}$ steps.
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moreAbstract
We analyze routing and sorting problems on circular processor arrays 
 with bidirectional connections. We assume that initially and finally 
 each PU holds $k \geq 1$ packets. On linear processor arrays the 
 routing and sorting problem can easily be solved for any $k$, but 
 for the circular array it is not obvious how to exploit the 
 wrap-around connection. 
 
 We show that on an array with $n$ PUs $k$-$k$ routing, $k \geq 4$,
 can be performed optimally in $k \cdot n / 4 + \sqrt{n}$ steps by a 
 deterministical algorithm. For $k = 1$, the routing problem is 
 trivial. For $k = 2$ and $k = 3$, we prove lower-bounds and show 
 that these (almost) can be matched. A very simple algorithm has 
 good performance for dynamic routing problems.
 
 For the $k$-$k$ sorting problem we use a powerful algorithm which 
 also can be used for sorting on higher-dimensional tori and meshes.
 For the ring the routing time is $\max\{n, k \cdot n / 4\} + {\cal 
 O}((k \cdot n)^{2/3})$ steps. For large $k$ we take the computation
 time into account and show that for $n = o(\log k)$ optimal speed-up 
 can be achieved. For $k < 4$, we give specific results, which 
 come close to the routing times.
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%X We analyze routing and sorting problems on circular processor arrays 
 with bidirectional connections. We assume that initially and finally 
 each PU holds $k \geq 1$ packets. On linear processor arrays the 
 routing and sorting problem can easily be solved for any $k$, but 
 for the circular array it is not obvious how to exploit the 
 wrap-around connection. 

 We show that on an array with $n$ PUs $k$-$k$ routing, $k \geq 4$,
 can be performed optimally in $k \cdot n / 4 + \sqrt{n}$ steps by a 
 deterministical algorithm. For $k = 1$, the routing problem is 
 trivial. For $k = 2$ and $k = 3$, we prove lower-bounds and show 
 that these (almost) can be matched. A very simple algorithm has 
 good performance for dynamic routing problems.

 For the $k$-$k$ sorting problem we use a powerful algorithm which 
 also can be used for sorting on higher-dimensional tori and meshes.
 For the ring the routing time is $\max\{n, k \cdot n / 4\} + {\cal 
 O}((k \cdot n)^{2/3})$ steps. For large $k$ we take the computation
 time into account and show that for $n = o(\log k)$ optimal speed-up 
 can be achieved. For $k < 4$, we give specific results, which 
 come close to the routing times.
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moreAbstract
Let $S$ be a set of $n$ points in $d$-space and let 
 $1 \leq k \leq n$ be an integer. A unified approach is given
 for solving the problem of finding a subset of $S$ of size $k$ 
 that minimizes some closeness measure, such as the diameter,
 perimeter or the circumradius. Moreover, data structures are 
 given that maintain such a subset under insertions and 
 deletions of points.
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%X Let $S$ be a set of $n$ points in $d$-space and let 
 $1 \leq k \leq n$ be an integer. A unified approach is given
 for solving the problem of finding a subset of $S$ of size $k$ 
 that minimizes some closeness measure, such as the diameter,
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 given that maintain such a subset under insertions and 
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moreAbstract
In the competitive analysis of on-line problems, an on-line algorithm is
presented with a sequence of requests to be served. 
The on-line algorithm 
must satisfy each request without knowledge of any future requests. 
We consider the question of lookahead in on-line problems: What 
improvement can be achieved in terms of competitiveness, if the 
on-line algorithm sees not only the present request but also some
future requests? We introduce two different models of lookahead and
study the ``classical'' on-line
problems such as paging, caching, the $k$-server problem, 
the list update
problem and metrical task systems using these two models.
We prove that in the paging problem and the list update problem, 
lookahead can significantly reduce the competitive factors of 
on-line algorithms without lookahead. In addition
to lower bounds we present a number of on-line algorithms with 
lookahead for these two problems. However, we also show that 
in more general 
on-line problems such as caching, the $k$-server problem and 
metrical task systems
lookahead cannot improve competitive factors of deterministic
on-line algorithms without lookahead.
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%X In the competitive analysis of on-line problems, an on-line algorithm is
presented with a sequence of requests to be served. 
The on-line algorithm 
must satisfy each request without knowledge of any future requests. 
We consider the question of lookahead in on-line problems: What 
improvement can be achieved in terms of competitiveness, if the 
on-line algorithm sees not only the present request but also some
future requests? We introduce two different models of lookahead and
study the ``classical'' on-line
problems such as paging, caching, the $k$-server problem, 
the list update
problem and metrical task systems using these two models.
We prove that in the paging problem and the list update problem, 
lookahead can significantly reduce the competitive factors of 
on-line algorithms without lookahead. In addition
to lower bounds we present a number of on-line algorithms with 
lookahead for these two problems. However, we also show that 
in more general 
on-line problems such as caching, the $k$-server problem and 
metrical task systems
lookahead cannot improve competitive factors of deterministic
on-line algorithms without lookahead.
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moreAbstract
We study strategies for converting randomized algorithms of the 
Las Vegas type into randomized algorithms with small tail 
probabilities.
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moreAbstract
We describe new randomized parallel algorithms for the problems
of interval allocation, construction of static dictionaries,
and maintenance of dynamic dictionaries.
All of our algorithms run optimally in constant time
with high probability.
Our main result is the construction of
what we call a \emph{perfect dictionary}, a scheme that
allows $p$ processors implementing a set $M$ 
in space proportional to $|M|$
to process batches of $p$ \emph{insert}, \emph{delete},
and \emph{lookup} instructions on $M$ in
constant time per batch.

Our best results are obtained for a new variant of
the CRCW PRAM model of computation called the
OR PRAM.
For other variants of the CRCW PRAM we show slightly
weaker results, with some resource bounds
increased by a factor of $\Theta(\log^k n)$,
where $k\in\IN$ is fixed but arbitrarily large.
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        “Dynamic point location in general subdivisions,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-92-126, 1992.
    
moreAbstract
The {\em dynamic planar point location problem} is the
task of maintaining a dynamic set $S$ of $n$ non-intersecting, except
possibly at endpoints, line segments in the plane
under the following operations:
 
\begin{itemize}
\item Locate($q$: point): Report the 
segment immediately above $q$, i.e., the first segment
intersected by an upward vertical ray starting at
$q$;
\item Insert($s$: segment): Add segment $s$ to the collection
$S$ of segments;
\item Delete($s$: segment): Remove segment $s$ from the
collection $S$ of segments.
\end{itemize}
We present a solution which requires space $O(n)$, 
has query and insertion time and deletion time. A query time 
was previously only known for monotone subdivisions and horizontal segments and required non-linear space.
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\begin{itemize}
\item Locate($q$: point): Report the 
segment immediately above $q$, i.e., the first segment
intersected by an upward vertical ray starting at
$q$;
\item Insert($s$: segment): Add segment $s$ to the collection
$S$ of segments;
\item Delete($s$: segment): Remove segment $s$ from the
collection $S$ of segments.
\end{itemize}
We present a solution which requires space $O(n)$, 
has query and insertion time and deletion time. A query time 
was previously only known for monotone subdivisions and horizontal segments and required non-linear space.
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moreAbstract
We prove four results on randomized incremental constructions (RICs):
 
\begin{itemize}
\item
an analysis of the expected behavior under insertion and deletions,
\item
a fully dynamic data structure for convex hull maintenance in 
arbitrary dimensions,
\item
a tail estimate for the space complexity of RICs,
\item
a lower bound on the complexity of a game related to RICs.
\end{itemize}
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moreAbstract
In this paper, we prove two general lower bounds for algebraic
decision trees which test membership in a set $S\subseteq\Re^n$ which is
defined by linear inequalities.
Let $rank(S)$ be
the maximal dimension of a linear subspace contained in the closure of
$S$.
% \endgraf
First we prove that any decision tree which uses multilinear
functions (i.e.~arbitrary
products of linear functions) must have depth
at least $n-rank(S)$.
This solves an open question raised by A.C.~Yao
and can be used to show
that multilinear functions are not really more powerful
than simple comparisons between the input variables when
computing the largest $k$ elements of $n$ given numbers.
Yao could only prove this result in the special case when
products of at most two linear functions are used.
Our proof is based on a dimension argument.
It seems to be the first time that such an approach
yields good lower bounds for nonlinear decision trees.
% \endgraf
Surprisingly, we can use the same methods to give an
alternative proof for Rabin's fundamental Theorem,
namely that the depth of any decision tree using arbitrary
analytic functions is at least $n-rank(S)$.
Since we show that Rabin's original proof is incorrect,
our proof of Rabin's Theorem is not only the first correct one
but also generalizes the Theorem to a wider class of functions.
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%X In this paper, we prove two general lower bounds for algebraic
decision trees which test membership in a set $S\subseteq\Re^n$ which is
defined by linear inequalities.
Let $rank(S)$ be
the maximal dimension of a linear subspace contained in the closure of
$S$.
% \endgraf
First we prove that any decision tree which uses multilinear
functions (i.e.~arbitrary
products of linear functions) must have depth
at least $n-rank(S)$.
This solves an open question raised by A.C.~Yao
and can be used to show
that multilinear functions are not really more powerful
than simple comparisons between the input variables when
computing the largest $k$ elements of $n$ given numbers.
Yao could only prove this result in the special case when
products of at most two linear functions are used.
Our proof is based on a dimension argument.
It seems to be the first time that such an approach
yields good lower bounds for nonlinear decision trees.
% \endgraf
Surprisingly, we can use the same methods to give an
alternative proof for Rabin's fundamental Theorem,
namely that the depth of any decision tree using arbitrary
analytic functions is at least $n-rank(S)$.
Since we show that Rabin's original proof is incorrect,
our proof of Rabin's Theorem is not only the first correct one
but also generalizes the Theorem to a wider class of functions.
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moreAbstract
In this paper we show how a slight modification of $(a,b)$-trees allows us to perform member and
neighbor queries in $O(\log n)$ time and updates in $O(1)$ worst-case time (once the position of the inserted or
deleted key is known).
Our data structure is quite natural and much simpler than previous worst-case optimal solutions.
It is based on two techniques :
1) \em{bucketing}, i.e.~storing an ordered list of $2\log n$ keys in each leaf of an $(a,b)$ tree, and \quad 
2) \em{lazy splitting}, i.e.~postponing necessary splits of big nodes until we have time to handle them.
It can also be used as a finger tree with $O(\log^*n)$ worst-case update time.


BibTeX
@techreport{Fleischer92a,
TITLE = {A simple balanced search tree with 0(1) worst-case update time},
AUTHOR = {Fleischer, Rudolf},
LANGUAGE = {eng},
NUMBER = {MPI-I-92-101},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1992},
DATE = {1992},
ABSTRACT = {In this paper we show how a slight modification of $(a,b)$-trees allows us to perform member and neighbor queries in $O(\log n)$ time and updates in $O(1)$ worst-case time (once the position of the inserted or deleted key is known). Our data structure is quite natural and much simpler than previous worst-case optimal solutions. It is based on two techniques : 1) \em{bucketing}, i.e.~storing an ordered list of $2\log n$ keys in each leaf of an $(a,b)$ tree, and \quad 2) \em{lazy splitting}, i.e.~postponing necessary splits of big nodes until we have time to handle them. It can also be used as a finger tree with $O(\log^*n)$ worst-case update time.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Fleischer, Rudolf
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A simple balanced search tree with 0(1) worst-case update time : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-B1A6-A
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1992
%P 10 p.
%X In this paper we show how a slight modification of $(a,b)$-trees allows us to perform member and
neighbor queries in $O(\log n)$ time and updates in $O(1)$ worst-case time (once the position of the inserted or
deleted key is known).
Our data structure is quite natural and much simpler than previous worst-case optimal solutions.
It is based on two techniques :
1) \em{bucketing}, i.e.~storing an ordered list of $2\log n$ keys in each leaf of an $(a,b)$ tree, and \quad 
2) \em{lazy splitting}, i.e.~postponing necessary splits of big nodes until we have time to handle them.
It can also be used as a finger tree with $O(\log^*n)$ worst-case update time.
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moreAbstract
We present a conceptually simple, randomized incremental algorithm
for finding the closest pair in a set of $n$ points in 
$D$-dimensional space, where $D \geq 2$ is a fixed constant.
Using dynamic perfect hashing, the algorithm runs in $O(n)$ 
expected time. 
In addition to being quick on the average, this algorithm 
is reliable: we show that it runs in $O(n \log n / \log\log n)$ 
time with high probability.
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%X We present a conceptually simple, randomized incremental algorithm
for finding the closest pair in a set of $n$ points in 
$D$-dimensional space, where $D \geq 2$ is a fixed constant.
Using dynamic perfect hashing, the algorithm runs in $O(n)$ 
expected time. 
In addition to being quick on the average, this algorithm 
is reliable: we show that it runs in $O(n \log n / \log\log n)$ 
time with high probability.
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moreAbstract
We present a multi--party protocol for computing certain functions of
an $n\times k$ $0-1$ matrix $A$. The protocol is for $k$ players, where 
player $i$ knows every column of $A$, except column $i$. {\it Babai,
Nisan} 
and {\it Szegedy} proved that to compute $GIP(A)$ needs $\Omega (n/4^k)$
bits to communicate. We show that players can count those rows of matrix $A$ 
which sum is divisible by $m$, with communicating only $O(mk\log n)$ bits,
while counting the rows with sum congruent to 1 $\pmod m$ needs 
$\Omega (n/4^k)$ bits of communication (with an odd $m$ and $k\equiv m\pmod 
{2m}$). $\Omega(n/4^k)$ communication is needed also to count the rows 
of $A$ with sum in any congruence class 
modulo an {\it even} $m$.
 
The exponential gap in communication complexities allows us to prove
exponential lower bounds for the sizes of some bounded--depth circuits with
MAJORITY, SYMMETRIC and MOD$_m$ gates, where $m$ is an odd 
-- prime or composite -- number.
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%X We present a multi--party protocol for computing certain functions of
an $n\times k$ $0-1$ matrix $A$. The protocol is for $k$ players, where 
player $i$ knows every column of $A$, except column $i$. {\it Babai,
Nisan} 
and {\it Szegedy} proved that to compute $GIP(A)$ needs $\Omega (n/4^k)$
bits to communicate. We show that players can count those rows of matrix $A$ 
which sum is divisible by $m$, with communicating only $O(mk\log n)$ bits,
while counting the rows with sum congruent to 1 $\pmod m$ needs 
$\Omega (n/4^k)$ bits of communication (with an odd $m$ and $k\equiv m\pmod 
{2m}$). $\Omega(n/4^k)$ communication is needed also to count the rows 
of $A$ with sum in any congruence class 
modulo an {\it even} $m$.

The exponential gap in communication complexities allows us to prove
exponential lower bounds for the sizes of some bounded--depth circuits with
MAJORITY, SYMMETRIC and MOD$_m$ gates, where $m$ is an odd 
-- prime or composite -- number.
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moreAbstract
We prove in this paper that it is much harder to evaluate depth--2,
size--$N$ circuits with MOD $m$ gates than with MOD $p$ gates by
$k$--party communication protocols: we show a $k$--party protocol
which communicates $O(1)$ bits to evaluate circuits with MOD $p$ gates,
while evaluating circuits with MOD $m$ gates needs $\Omega(N)$ bits,
where $p$ denotes a prime, and $m$ a composite, non-prime power number.
Let us note that using $k$--party protocols with $k\geq p$ is crucial
here, since there are depth--2, size--$N$ circuits with MOD $p$ gates
with $p>k$, whose $k$--party evaluation needs $\Omega(N)$ bits. As a
corollary, for all $m$, we show a function, computable with a depth--2
circuit with MOD $m$ gates, but not with any depth--2 circuit with MOD
$p$ gates.
 
It is easy to see that the $k$--party protocols are not weaker than the
$k'$--party protocols, for $k'>k$. Our results imply that if there is a
prime $p$ between $k$ and $k'$: $k<p\leq k'$, then there exists a
function which can be computed by a $k'$--party
protocol with a constant number of communicated bits, while any
$k$--party protocol needs linearly many bits of communication. This
result gives a hierarchy theorem for multi--party protocols.
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%X We prove in this paper that it is much harder to evaluate depth--2,
size--$N$ circuits with MOD $m$ gates than with MOD $p$ gates by
$k$--party communication protocols: we show a $k$--party protocol
which communicates $O(1)$ bits to evaluate circuits with MOD $p$ gates,
while evaluating circuits with MOD $m$ gates needs $\Omega(N)$ bits,
where $p$ denotes a prime, and $m$ a composite, non-prime power number.
Let us note that using $k$--party protocols with $k\geq p$ is crucial
here, since there are depth--2, size--$N$ circuits with MOD $p$ gates
with $p>k$, whose $k$--party evaluation needs $\Omega(N)$ bits. As a
corollary, for all $m$, we show a function, computable with a depth--2
circuit with MOD $m$ gates, but not with any depth--2 circuit with MOD
$p$ gates.

It is easy to see that the $k$--party protocols are not weaker than the
$k'$--party protocols, for $k'>k$. Our results imply that if there is a
prime $p$ between $k$ and $k'$: $k<p\leq k'$, then there exists a
function which can be computed by a $k'$--party
protocol with a constant number of communicated bits, while any
$k$--party protocol needs linearly many bits of communication. This
result gives a hierarchy theorem for multi--party protocols.
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moreAbstract
We investigate the complexity of merging sequences of small integers
on the EREW PRAM.
Our most surprising result is that two sorted sequences
of $n$ bits each can be merged in $O(\log\log n)$ time.
More generally, we describe an algorithm to merge two
sorted sequences of $n$ integers drawn from the set
$\{0,\ldots,m-1\}$ in $O(\log\log n+\log m)$ time
using an optimal number of processors.
No sublogarithmic merging algorithm for this model
of computation was previously known.
The algorithm not only produces the merged sequence, but also
computes the rank of each input element in the merged sequence.
On the other hand, we show a lower bound of
$\Omega(\log\min\{n,m\})$ on the time needed
to merge two sorted sequences of length $n$ each
with elements in the set $\{0,\ldots,m-1\}$,
implying that our merging algorithm is as fast
as possible for $m=(\log n)^{\Omega(1)}$.
If we impose an additional stability condition
requiring the ranks of each input sequence to
form an increasing sequence, then the time
complexity of the problem becomes $\Theta(\log n)$,
even for $m=2$.
Stable merging is thus harder than nonstable merging.
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%X We investigate the complexity of merging sequences of small integers
on the EREW PRAM.
Our most surprising result is that two sorted sequences
of $n$ bits each can be merged in $O(\log\log n)$ time.
More generally, we describe an algorithm to merge two
sorted sequences of $n$ integers drawn from the set
$\{0,\ldots,m-1\}$ in $O(\log\log n+\log m)$ time
using an optimal number of processors.
No sublogarithmic merging algorithm for this model
of computation was previously known.
The algorithm not only produces the merged sequence, but also
computes the rank of each input element in the merged sequence.
On the other hand, we show a lower bound of
$\Omega(\log\min\{n,m\})$ on the time needed
to merge two sorted sequences of length $n$ each
with elements in the set $\{0,\ldots,m-1\}$,
implying that our merging algorithm is as fast
as possible for $m=(\log n)^{\Omega(1)}$.
If we impose an additional stability condition
requiring the ranks of each input sequence to
form an increasing sequence, then the time
complexity of the problem becomes $\Theta(\log n)$,
even for $m=2$.
Stable merging is thus harder than nonstable merging.
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moreAbstract
Interval allocation has been suggested as a possible
formalization for the PRAM
of the (vaguely defined) processor allocation
problem, which is of fundamental importance
in parallel computing.
The interval allocation problem is, given $n$ nonnegative
integers $x_1,\ldots,x_n$, to allocate $n$ nonoverlapping
subarrays of sizes $x_1,\ldots,x_n$ from within a base
array of
$O(\sum_{j=1}^n x_j)$ cells.
We show that interval allocation problems of size $n$
can be solved in $O((\log\log n)^3)$ time with
optimal speedup on a deterministic CRCW PRAM.
In addition to a general solution to the
processor allocation problem,
this implies an improved deterministic
algorithm for the problem of approximate summation.
For both interval allocation and approximate
summation, the fastest previous deterministic
algorithms have running times of
$\Theta({{\log n}/{\log\log n}})$.
We also describe an application to the problem of
computing the connected components of an 
undirected graph.
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%X Interval allocation has been suggested as a possible
formalization for the PRAM
of the (vaguely defined) processor allocation
problem, which is of fundamental importance
in parallel computing.
The interval allocation problem is, given $n$ nonnegative
integers $x_1,\ldots,x_n$, to allocate $n$ nonoverlapping
subarrays of sizes $x_1,\ldots,x_n$ from within a base
array of
$O(\sum_{j=1}^n x_j)$ cells.
We show that interval allocation problems of size $n$
can be solved in $O((\log\log n)^3)$ time with
optimal speedup on a deterministic CRCW PRAM.
In addition to a general solution to the
processor allocation problem,
this implies an improved deterministic
algorithm for the problem of approximate summation.
For both interval allocation and approximate
summation, the fastest previous deterministic
algorithms have running times of
$\Theta({{\log n}/{\log\log n}})$.
We also describe an application to the problem of
computing the connected components of an 
undirected graph.
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moreAbstract
Conventional
parallel sorting requires the $n$ input
keys to be output in an array of size $n$, and is known to
take $\Omega({{\log n}/{\log\log n}})$ time using
any polynomial number of processors.
The lower bound does not apply to the more ``wasteful''
convention of {\em padded sorting}, which 
requires the keys to be output in sorted order in
an array of size $(1 + o(1)) n$. 
We give very fast randomized CRCW PRAM algorithms for 
several padded-sorting problems. 
 
 
Applying only pairwise comparisons to the input
and using $kn$ processors, where $2\le k\le n$,
we can padded-sort $n$ keys in
$O({{\log n}/{\log k}})$ time with
high probability (whp), which
is the best possible (expected)
run time for any comparison-based algorithm.
We also show how to padded-sort 
$n$ independent random numbers
in $O(\log^*\! n)$ time whp with $O(n)$ work,
which matches a recent lower bound,
and how to padded-sort
$n$ integers in the range $ 1..n $
in constant time whp using $n$ processors.
If the integer sorting is required to be stable,
we can still solve the problem in
$O({{\log\log n}/{\log k}})$ time whp using
$kn$ processors, for any $k$ with $2\le k\le\log n$.
The integer sorting results require the
nonstandard OR PRAM; alternative implementations
on standard PRAM variants run in $O(\log\log n)$ time whp.
As an application of our padded-sorting algorithms,
we can solve approximate prefix summation problems
of size~$n$ with $O(n)$ work
in constant time whp on the OR PRAM,
and in $O(\log\log n)$ time whp on
standard PRAM variants.
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%X Conventional
parallel sorting requires the $n$ input
keys to be output in an array of size $n$, and is known to
take $\Omega({{\log n}/{\log\log n}})$ time using
any polynomial number of processors.
The lower bound does not apply to the more ``wasteful''
convention of {\em padded sorting}, which 
requires the keys to be output in sorted order in
an array of size $(1 + o(1)) n$. 
We give very fast randomized CRCW PRAM algorithms for 
several padded-sorting problems. 


Applying only pairwise comparisons to the input
and using $kn$ processors, where $2\le k\le n$,
we can padded-sort $n$ keys in
$O({{\log n}/{\log k}})$ time with
high probability (whp), which
is the best possible (expected)
run time for any comparison-based algorithm.
We also show how to padded-sort 
$n$ independent random numbers
in $O(\log^*\! n)$ time whp with $O(n)$ work,
which matches a recent lower bound,
and how to padded-sort
$n$ integers in the range $ 1..n $
in constant time whp using $n$ processors.
If the integer sorting is required to be stable,
we can still solve the problem in
$O({{\log\log n}/{\log k}})$ time whp using
$kn$ processors, for any $k$ with $2\le k\le\log n$.
The integer sorting results require the
nonstandard OR PRAM; alternative implementations
on standard PRAM variants run in $O(\log\log n)$ time whp.
As an application of our padded-sorting algorithms,
we can solve approximate prefix summation problems
of size~$n$ with $O(n)$ work
in constant time whp on the OR PRAM,
and in $O(\log\log n)$ time whp on
standard PRAM variants.
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moreAbstract
Given a three dimensional orthogonal
polyhedron P, we present a simple and
efficient algorithm for finding the three
dimensional orthogonal hyper-rectangle R
of maximum volume, such that R is completely
contained in P. Our algorithm finds out the
three dimensional hyper-rectangle of 
maximum volume by using space sweep
technique and enumerating all possible
such rectangles. The presented algorithm
runs in O(($n^2$+K)logn) time using O(n)
space, where n is the number of vertices of
the given polyhedron P and K is the number
of reported three dimensional orthogonal
hyper-rectangles for a problem instance,
which is O($n^3$) in the worst case.
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%X Given a three dimensional orthogonal
polyhedron P, we present a simple and
efficient algorithm for finding the three
dimensional orthogonal hyper-rectangle R
of maximum volume, such that R is completely
contained in P. Our algorithm finds out the
three dimensional hyper-rectangle of 
maximum volume by using space sweep
technique and enumerating all possible
such rectangles. The presented algorithm
runs in O(($n^2$+K)logn) time using O(n)
space, where n is the number of vertices of
the given polyhedron P and K is the number
of reported three dimensional orthogonal
hyper-rectangles for a problem instance,
which is O($n^3$) in the worst case.
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moreAbstract
Let $S$ be a set of $n$ points in $D$-dimensional space, where
$D$ is a constant, 
and let $k$ be an integer between $1$ and $n \choose 2$. 
A new and simpler proof is given of Salowe's theorem, i.e., 
a sequential algorithm is given that computes the 
$k$ closest pairs 
in the set $S$ in $O(n \log n + k)$ time, using $O(n+k)$ 
space. The algorithm fits 
in the algebraic decision tree model and is, 
therefore, optimal. Salowe's algorithm seems difficult to 
parallelize. A parallel version of our 
algorithm is given for the CRCW-PRAM model. This version 
runs in $O((\log n)^{2} \log\log n )$ 
expected parallel time and has an $O(n \log n \log\log n +k)$ 
time-processor product.
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%X Let $S$ be a set of $n$ points in $D$-dimensional space, where
$D$ is a constant, 
and let $k$ be an integer between $1$ and $n \choose 2$. 
A new and simpler proof is given of Salowe's theorem, i.e., 
a sequential algorithm is given that computes the 
$k$ closest pairs 
in the set $S$ in $O(n \log n + k)$ time, using $O(n+k)$ 
space. The algorithm fits 
in the algebraic decision tree model and is, 
therefore, optimal. Salowe's algorithm seems difficult to 
parallelize. A parallel version of our 
algorithm is given for the CRCW-PRAM model. This version 
runs in $O((\log n)^{2} \log\log n )$ 
expected parallel time and has an $O(n \log n \log\log n +k)$ 
time-processor product.
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moreAbstract
We investigate 3D visibility problems for scenes that consist of
$n$ non-intersecting spheres. The
viewing point $v$ moves on a flightpath that
is part of a ``circle at infinity'' given by
a plane $P$ and a range of angles $\{\alpha(t)|t\in [0:1]\}\subset
[0:2\pi]$. At
``time'' $t$, the lines of sight are parallel to the ray $r(t)$ in the
plane $P$, which starts in the origin of $P$ and represents the angle
$\alpha(t)$ (orthographic views of the scene).
We describe algorithms that compute the visibility graph at the
start of the flight, all time parameters $t$ at which
the topology of the scene changes, and the corresponding topology
changes.
We present an algorithm with running time
$O((n+k+p)\log n)$, where $n$ is the number of spheres in the scene;
$p$ is the number of transparent topology changes (the number of
different scene topologies visible along the flightpath, assuming that
all spheres are transparent); and $k$ denotes the number of
vertices (conflicts)
which are in the (transparent) visibility graph at the start
and do not disappear during the flight.
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%X We investigate 3D visibility problems for scenes that consist of
$n$ non-intersecting spheres. The
viewing point $v$ moves on a flightpath that
is part of a ``circle at infinity'' given by
a plane $P$ and a range of angles $\{\alpha(t)|t\in [0:1]\}\subset
[0:2\pi]$. At
``time'' $t$, the lines of sight are parallel to the ray $r(t)$ in the
plane $P$, which starts in the origin of $P$ and represents the angle
$\alpha(t)$ (orthographic views of the scene).
We describe algorithms that compute the visibility graph at the
start of the flight, all time parameters $t$ at which
the topology of the scene changes, and the corresponding topology
changes.
We present an algorithm with running time
$O((n+k+p)\log n)$, where $n$ is the number of spheres in the scene;
$p$ is the number of transparent topology changes (the number of
different scene topologies visible along the flightpath, assuming that
all spheres are transparent); and $k$ denotes the number of
vertices (conflicts)
which are in the (transparent) visibility graph at the start
and do not disappear during the flight.
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moreAbstract
Abstract Voronoi diagrams were introduced by R. Klein as a
unifying approach to Voronoi diagrams. In this paper we study 
furthest site abstract Voronoi diagrams and give a unified mathematical 
and algorithmic treatment for them. In particular, we show that furthest 
site abstract Voronoi diagrams are trees, have
linear size, and that, given a set of $n$ sites, the
furthest site abstract Voronoi diagram can be computed by a
randomized algorithm in expected time $O(n\log n)$.
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moreAbstract
We consider the following {\em set intersection reporting\/} problem. 
We have a collection of initially empty sets and would like to
process an intermixed sequence of $n$ updates (insertions into and 
deletions from individual sets) and $q$ queries (reporting the
intersection of two sets). We cast this problem in the
{\em arithmetic\/} model of computation of Fredman
and Yao and show that any algorithm that fits
in this model must take $\Omega(q + n \sqrt{q})$ to
process a sequence of $n$ updates and $q$ queries,
ignoring factors that are polynomial in $\log n$.
By adapting an algorithm due to Yellin 
we can show that this bound 
is tight in this model of computation, again
to within a polynomial in $\log n$ factor.
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deletions from individual sets) and $q$ queries (reporting the
intersection of two sets). We cast this problem in the
{\em arithmetic\/} model of computation of Fredman
and Yao and show that any algorithm that fits
in this model must take $\Omega(q + n \sqrt{q})$ to
process a sequence of $n$ updates and $q$ queries,
ignoring factors that are polynomial in $\log n$.
By adapting an algorithm due to Yellin 
we can show that this bound 
is tight in this model of computation, again
to within a polynomial in $\log n$ factor.
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moreAbstract
Let $A$ and $B$ be two sets of ``well-behaved'' (i.e., continuous and
x-monotone) curve segments in the plane, where no two segments in $A$
(similarly, $B$) intersect. In this paper we show how to report all
points of intersection between segments in $A$ and segments in $B$, and
how to construct the arrangement defined by the segments in $A\cup B$
in parallel using the concurrent-read-exclusive-write (CREW-) PRAM 
model. The algorithms perform a work of $O(n\log n+k)$ using
$p\leq n+k/\log n$ ($p\leq n/\log n+k/\log ^2 n$, resp.,) processors
if we assume that the handling of segments is ``cheap'', e.g., if
two segments intersect at most a constant number of times, 
where $n$ is the total number of segments and $k$ is the number of
points of intersection. If we only assume that
a single processor can compute an arbitrary point of intersection
between two segments in constant time, the performed work increases
to $O(n\log n+m(k+p))$, where $m$ is the maximal number of points of 
intersection between two segments. 
We also show how to count the number of points of intersection between
segments in $A$ and segments in $B$ in time $O(\log n)$ using $n$ 
processors on a CREW-PRAM if two curve segments intersect at most twice.
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%X Let $A$ and $B$ be two sets of ``well-behaved'' (i.e., continuous and
x-monotone) curve segments in the plane, where no two segments in $A$
(similarly, $B$) intersect. In this paper we show how to report all
points of intersection between segments in $A$ and segments in $B$, and
how to construct the arrangement defined by the segments in $A\cup B$
in parallel using the concurrent-read-exclusive-write (CREW-) PRAM 
model. The algorithms perform a work of $O(n\log n+k)$ using
$p\leq n+k/\log n$ ($p\leq n/\log n+k/\log ^2 n$, resp.,) processors
if we assume that the handling of segments is ``cheap'', e.g., if
two segments intersect at most a constant number of times, 
where $n$ is the total number of segments and $k$ is the number of
points of intersection. If we only assume that
a single processor can compute an arbitrary point of intersection
between two segments in constant time, the performed work increases
to $O(n\log n+m(k+p))$, where $m$ is the maximal number of points of 
intersection between two segments. 
We also show how to count the number of points of intersection between
segments in $A$ and segments in $B$ in time $O(\log n)$ using $n$ 
processors on a CREW-PRAM if two curve segments intersect at most twice.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        3591
    
                Conference paper
            
D1


        C. Schwarz and M. Smid
    

        “An O(n log n log log n) Algorithm for the On-line Closes Pair Problem,” in Proceedings of the 3rd Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 1992), Orlando, FL, USA, 1992.
    
moreBibTeX
@inproceedings{Schwarz-Smid_SODA92,
TITLE = {An O(n log n log log n) Algorithm for the On-line Closes Pair Problem},
AUTHOR = {Schwarz, Christian and Smid, Michiel},
LANGUAGE = {eng},
ISBN = {978-0-89791-466-6},
DOI = {10.5555/139404.139464},
PUBLISHER = {SIAM},
YEAR = {1992},
DATE = {1992},
BOOKTITLE = {Proceedings of the 3rd Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 1992)},
PAGES = {280--285},
ADDRESS = {Orlando, FL, USA},
}

Endnote
%0 Conference Proceedings
%A Schwarz, Christian
%A Smid, Michiel
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T An O(n log n log log n) Algorithm for the On-line Closes Pair Problem : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-4CA7-1
%R 10.5555/139404.139464
%D 1992
%B 3rd Annual ACM-SIAM Symposium on Discrete Algorithms
%Z date of event: 1992-01-27 - 
%C Orlando, FL, USA
%B Proceedings of the 3rd Annual ACM-SIAM Symposium on Discrete Algorithms
%P 280 - 285
%I SIAM
%@ 978-0-89791-466-6




	DOI
	PuRe
	BibTeX

	


        3592
    
                Conference paper
            
D1


        C. Schwarz, M. Smid, and J. Snoeyink
    

        “An Optimal Algorithm for the On-line Closest-pair Problem,” in Proceedings of the 8th Annual Symposium on Computational Geometry (SCG 1992), Berlin, Germany, 1992.
    
moreBibTeX
@inproceedings{Schwarz-et-al_SCG92,
TITLE = {An Optimal Algorithm for the On-line Closest-pair Problem},
AUTHOR = {Schwarz, Christian and Smid, Michiel and Snoeyink, Jack},
LANGUAGE = {eng},
ISBN = {978-0-89791-517-5},
DOI = {10.1145/142675.142742},
PUBLISHER = {ACM},
YEAR = {1992},
DATE = {1992},
BOOKTITLE = {Proceedings of the 8th Annual Symposium on Computational Geometry (SCG 1992)},
PAGES = {330--336},
ADDRESS = {Berlin, Germany},
}

Endnote
%0 Conference Proceedings
%A Schwarz, Christian
%A Smid, Michiel
%A Snoeyink, Jack
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
%T An Optimal Algorithm for the On-line Closest-pair Problem : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-4CD3-F
%R 10.1145/142675.142742
%D 1992
%B 8th Annual Symposium on Computational Geometry
%Z date of event: 1992-06-10 - 1992-06-12
%C Berlin, Germany
%B Proceedings of the 8th Annual Symposium on Computational Geometry 
%P 330 - 336
%I ACM 
%@ 978-0-89791-517-5




	DOI
	PuRe
	BibTeX

	


        3593
    
                Report
            
D1


        C. Schwarz
    

        “Semi-dynamic maintenance of the width of a planar point set,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-92-153, 1992.
    
moreAbstract
We give an algorithm that maintains an approximation of the width of a 
set of $n$ points in the plane in $O(\alpha\log n)$ amortized 
time, if only insertions or only deletions are performed. 
The data structure allows for reporting the approximation in
$O(\alpha\log n\log\log n)$ time.
$\alpha$ is a parameter that expresses the quality of the approximation.
Our data structure is based on a method of Janardan that maintains an 
approximation of the width under insertions and deletions using
$O(\alpha\log^2 n)$ time for the width query and the updates.
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%X We give an algorithm that maintains an approximation of the width of a 
set of $n$ points in the plane in $O(\alpha\log n)$ amortized 
time, if only insertions or only deletions are performed. 
The data structure allows for reporting the approximation in
$O(\alpha\log n\log\log n)$ time.
$\alpha$ is a parameter that expresses the quality of the approximation.
Our data structure is based on a method of Janardan that maintains an 
approximation of the width under insertions and deletions using
$O(\alpha\log^2 n)$ time for the width query and the updates.
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moreAbstract
In a generalized intersection searching problem, a
set, $S$, of colored geometric objects is to be
preprocessed so that given some query object, $q$,
the distinct colors of the objects intersected by
$q$ can be reported
efficiently or the number of such colors can be
counted efficiently. In the dynamic setting, colored objects
can be inserted into or deleted from $S$. These
problems generalize the well-studied standard
intersection searching problems and are rich in
applications. Unfortunately, the techniques known
for the standard problems do not yield efficient
solutions for the generalized problems. Moreover,
previous work on generalized
problems applies only to the static reporting
problems. In this
paper, a uniform framework is presented
to solve efficiently the counting/reporting/dynamic
versions of a variety of generalized
intersection searching problems, including: 1-, 2-, 
and 3-dimensional range
searching, quadrant searching, interval intersection
searching, 1- and 2-dimensional
point enclosure searching, and orthogonal segment
intersection searching.
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%X In a generalized intersection searching problem, a
set, $S$, of colored geometric objects is to be
preprocessed so that given some query object, $q$,
the distinct colors of the objects intersected by
$q$ can be reported
efficiently or the number of such colors can be
counted efficiently. In the dynamic setting, colored objects
can be inserted into or deleted from $S$. These
problems generalize the well-studied standard
intersection searching problems and are rich in
applications. Unfortunately, the techniques known
for the standard problems do not yield efficient
solutions for the generalized problems. Moreover,
previous work on generalized
problems applies only to the static reporting
problems. In this
paper, a uniform framework is presented
to solve efficiently the counting/reporting/dynamic
versions of a variety of generalized
intersection searching problems, including: 1-, 2-, 
and 3-dimensional range
searching, quadrant searching, interval intersection
searching, 1- and 2-dimensional
point enclosure searching, and orthogonal segment
intersection searching.
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moreAbstract
Let $S$ be a set of $n$ points in $D$-dimensional space, where
$D$ is a constant, 
and let $k$ be an integer between $1$ and $n \choose 2$. 
An algorithm is given that computes the $k$ closest pairs 
in the set $S$ in $O(n \log n + k)$ time, using $O(n+k)$ 
space. The algorithm fits 
in the algebraic decision tree model and is, 
therefore, optimal.
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%X Let $S$ be a set of $n$ points in $D$-dimensional space, where
$D$ is a constant, 
and let $k$ be an integer between $1$ and $n \choose 2$. 
An algorithm is given that computes the $k$ closest pairs 
in the set $S$ in $O(n \log n + k)$ time, using $O(n+k)$ 
space. The algorithm fits 
in the algebraic decision tree model and is, 
therefore, optimal.
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moreAbstract
An algorithm is presented that, given a set of $n$ points in 
the plane and an integer $k$, $2 \leq k \leq n$, 
finds $k$ points with a smallest enclosing 
axes-parallel square. The algorithm has a running time of 
$O(n \log n + kn \log^{2} k)$ and uses $O(n)$ space.
The previously best known algorithm for this problem takes 
$O(k^{2} n \log n)$ time and uses $O(kn)$ space.
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the plane and an integer $k$, $2 \leq k \leq n$, 
finds $k$ points with a smallest enclosing 
axes-parallel square. The algorithm has a running time of 
$O(n \log n + kn \log^{2} k)$ and uses $O(n)$ space.
The previously best known algorithm for this problem takes 
$O(k^{2} n \log n)$ time and uses $O(kn)$ space.
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moreAbstract
A generalized greedy approximation algorithm for
finding the lightest base of a weighted $k$--polymatroid and its
applications to the Steiner tree problem is presented.
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moreAbstract
The Steiner problem requires a shortest tree spanning a given 
vertex subset $S$ within graph $G=(V,E)$. There are 
two 11/6-approximation
algorithms with running time $O(VE+VS^2+S^4)$ and 
$O(VE+VS^2+S^{3+{1\over 2}})$, respectively. Now we decrease
the implementation time to $O(ES+VS^2+VlogV)$.
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%X The Steiner problem requires a shortest tree spanning a given 
vertex subset $S$ within graph $G=(V,E)$. There are 
two 11/6-approximation
algorithms with running time $O(VE+VS^2+S^4)$ and 
$O(VE+VS^2+S^{3+{1\over 2}})$, respectively. Now we decrease
the implementation time to $O(ES+VS^2+VlogV)$.
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        “A Method for Obtaining Randomized Algorithms with Small Tail Probabilities.” 1991.
    
moreAbstract
We study strategies for converting randomized algorithms of the Las Vegas type 
into randomized algorithms with small tail probabilities.
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moreAbstract
A perfect hash function for a (multi)set $X$ of
$n$ integers is an injective function $h:X\to\{1,\ldots,s\}$,
where $s=O(n)$, that can be stored in $O(n)$ space
and evaluated in constant time by a single processor.
We show that a perfect hash function for a given 
multiset of $n$ integers can be constructed
optimally in $O(\log^* n)$ time using
$O(n/\log^* n)$ processors.
Our algorithm is faster than all previously published
methods.
More significantly, it is highly
reliable:
Whereas analyses of previous fast parallel
hashing schemes provided bounds on the expected
resource requirements only, our algorithm is
guaranteed to stay within the bounds given
with overwhelming probability.
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moreAbstract
We show that a maximum flow in a network with $n$ vertices
can be computed deterministically in $O({{n^3}/{\log n}})$
time on a uniform-cost RAM.
For dense graphs, this improves the 
previous best bound of $O(n^3)$.
 
The bottleneck in our algorithm is a combinatorial
problem on (unweighted) graphs.
The number of operations executed on flow variables is
$O(n^{8/3}(\log n)^{4/3})$,
in contrast with
$\Omega(nm)$ flow operations for all previous algorithms,
where $m$ denotes the number of edges in the network.
A randomized version of our algorithm executes 
$O(n^{3/2}m^{1/2}\log n+n^2(\log n)^2/ 
\log(2+n(\log n)^2/m))$
flow operations with high probability.
 
For the special case in which
all capacities are integers bounded by $U$, 
we show that a maximum flow can be computed
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%X We show that a maximum flow in a network with $n$ vertices
can be computed deterministically in $O({{n^3}/{\log n}})$
time on a uniform-cost RAM.
For dense graphs, this improves the 
previous best bound of $O(n^3)$.

The bottleneck in our algorithm is a combinatorial
problem on (unweighted) graphs.
The number of operations executed on flow variables is
$O(n^{8/3}(\log n)^{4/3})$,
in contrast with
$\Omega(nm)$ flow operations for all previous algorithms,
where $m$ denotes the number of edges in the network.
A randomized version of our algorithm executes 
$O(n^{3/2}m^{1/2}\log n+n^2(\log n)^2/ 
\log(2+n(\log n)^2/m))$
flow operations with high probability.

For the special case in which
all capacities are integers bounded by $U$, 
we show that a maximum flow can be computed
%B Research Report / Max-Planck-Institut f&#252;r Informatik
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        “A lower bound for the nondeterministic space complexity of contextfree recognition,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-91-115, 1991.
    
moreAbstract
We show that a maximum flow in a network with $n$ vertices
can be computed deterministically in $O({{n^3}/{\log n}})$
time on a uniform-cost RAM.
For dense graphs, this improves the 
previous best bound of $O(n^3)$.
 
The bottleneck in our algorithm is a combinatorial
problem on (unweighted) graphs.
The number of operations executed on flow variables is
$O(n^{8/3}(\log n)^{4/3})$,
in contrast with
$\Omega(nm)$ flow operations for all previous algorithms,
where $m$ denotes the number of edges in the network.
A randomized version of our algorithm executes 
$O(n^{3/2}m^{1/2}\log n+n^2(\log n)^2/ 
\log(2+n(\log n)^2/m))$
flow operations with high probability.
 
For the special case in which
all capacities are integers bounded by $U$, 
we show that a maximum flow can be computed
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%X We show that a maximum flow in a network with $n$ vertices
can be computed deterministically in $O({{n^3}/{\log n}})$
time on a uniform-cost RAM.
For dense graphs, this improves the 
previous best bound of $O(n^3)$.

The bottleneck in our algorithm is a combinatorial
problem on (unweighted) graphs.
The number of operations executed on flow variables is
$O(n^{8/3}(\log n)^{4/3})$,
in contrast with
$\Omega(nm)$ flow operations for all previous algorithms,
where $m$ denotes the number of edges in the network.
A randomized version of our algorithm executes 
$O(n^{3/2}m^{1/2}\log n+n^2(\log n)^2/ 
\log(2+n(\log n)^2/m))$
flow operations with high probability.

For the special case in which
all capacities are integers bounded by $U$, 
we show that a maximum flow can be computed
%B Research Report / Max-Planck-Institut f&#252;r Informatik
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        “Algorithms for dense graphs and networks,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-91-114, 1991.
    
moreAbstract
We improve upon the running time of several graph and network algorithms
when applied to dense graphs. In particular, we show how to compute on a
machine with word size $\lambda$ a maximal matching in an $n$--vertex 
bipartite graph in time $O(n^{2} + n^{2.5}/\lambda) = 0(n^{2.5}/\log n)$,
how to compute the transitive closure of a digraph with $n$ vertices and
$m$ edges in time $0(nm/\lambda)$, how to solve the uncapacitated transportation
problem with integer costs in the range $[0..C]$ and integer demands in
the range $[-U..U]$ in time $0((n^3(\log\log n/\log n)^{1/2} + n^2 \log U)\log nC)$,
and how to solve 
the assignment problem with integer costs in the range $[0..C]$ in 
time $0(n^{2.5}\log nC/(\log n/\log \log n)^{1/4})$.
\\
Assuming a suitably compressed input, we also show how to do depth--first and
breadth--first search and how to compute strongly connected components and
biconnected components in time $0(n\lambda + n^2/\lambda)$, and how to solve
the single source shortest path problem with integer costs in the range
$[0..C]$ in time $0(n^2(\log C)/\log n)$.
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%X We improve upon the running time of several graph and network algorithms
when applied to dense graphs. In particular, we show how to compute on a
machine with word size $\lambda$ a maximal matching in an $n$--vertex 
bipartite graph in time $O(n^{2} + n^{2.5}/\lambda) = 0(n^{2.5}/\log n)$,
how to compute the transitive closure of a digraph with $n$ vertices and
$m$ edges in time $0(nm/\lambda)$, how to solve the uncapacitated transportation
problem with integer costs in the range $[0..C]$ and integer demands in
the range $[-U..U]$ in time $0((n^3(\log\log n/\log n)^{1/2} + n^2 \log U)\log nC)$,
and how to solve 
the assignment problem with integer costs in the range $[0..C]$ in 
time $0(n^{2.5}\log nC/(\log n/\log \log n)^{1/4})$.
\\
Assuming a suitably compressed input, we also show how to do depth--first and
breadth--first search and how to compute strongly connected components and
biconnected components in time $0(n\lambda + n^2/\lambda)$, and how to solve
the single source shortest path problem with integer costs in the range
$[0..C]$ in time $0(n^2(\log C)/\log n)$.
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        “Dynamic Perfect Hashing: Upper and Lower Bounds.” 1991.
    
moreAbstract
The dynamic dictionary problem is considered: provide an algorithm for storing 
a dynamic set, allowing the operations insert, delete, and lookup. A dynamic 
perfect hashing strategy is given: a randomized algorithm for the dynamic 
dictionary problem that takes O(1) worst-case time for lookups and O(1) 
amortized expected time for insertions and deletions; it uses space 
proportional to the size of the set stored. Furthermore, lower bounds for the 
time complexity of a class of deterministic algorithms for the dictionary 
problem are proved. This class encompasses realistic hashing-based schemes that 
use linear space. Such algorithms have amortized worst-case time complexity 
OMEGA(log n) for a sequence of n insertions and lookups; if the worst-case 
lookup time is restricted to k then the lower bound becomes $OMEGA (k^cdot^n 
sup 1/k$).
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time complexity of a class of deterministic algorithms for the dictionary 
problem are proved. This class encompasses realistic hashing-based schemes that 
use linear space. Such algorithms have amortized worst-case time complexity 
OMEGA(log n) for a sequence of n insertions and lookups; if the worst-case 
lookup time is restricted to k then the lower bound becomes $OMEGA (k^cdot^n 
sup 1/k$).
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        “A Time-Randomness Tradeoff for Communication Complexity,” in Distributed Algorithms, 4th International Workshop, 1991.
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        “Simultaneous inner and outer aproximation of shapes,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-91-105, 1991.
    
moreAbstract
For compact Euclidean bodies $P,Q$, we define $\lambda(P,Q)$
to be the smallest ratio $r/s$ where $r > 0$, $s > 0$ satisfy
 $sQ' \subseteq P \subseteq$ $rQ''$. Here $sQ$
denotes a scaling of $Q$ by factor $s$, and $Q', Q''$ 
are some translates of $Q$. This function $\lambda$ gives us a 
new distance function between bodies wich, unlike previously studied
measures, is invariant under affine transformations. If homothetic
bodies are identified, the logarithm of this function is a metric.
(Two bodies are {\sl homothetic} if one can be obtained from the other 
by scaling and translation).
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%X For compact Euclidean bodies $P,Q$, we define $\lambda(P,Q)$
to be the smallest ratio $r/s$ where $r > 0$, $s > 0$ satisfy
 $sQ' \subseteq P \subseteq$ $rQ''$. Here $sQ$
denotes a scaling of $Q$ by factor $s$, and $Q', Q''$ 
are some translates of $Q$. This function $\lambda$ gives us a 
new distance function between bodies wich, unlike previously studied
measures, is invariant under affine transformations. If homothetic
bodies are identified, the logarithm of this function is a metric.
(Two bodies are {\sl homothetic} if one can be obtained from the other 
by scaling and translation).
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        “A tight lower bound for the worst case of bottom-up-heapsort,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-91-104, 1991.
    
moreAbstract
Bottom-Up-Heapsort is a variant of Heapsort. 
Its worst case complexity for the number of comparisons
is known to be bounded from above by ${3\over2}n\log n+O(n)$, where $n$
is the number of elements to be sorted.
There is also an example of a heap which needs ${5\over4}n\log n-
O(n\log\log n)$ comparisons.
We show in this paper that the upper bound is asymptotical tight,
i.e.~we prove for large $n$ the existence of heaps which need at least
$c_n\cdot({3\over2}n\log n-O(n\log\log n))$ comparisons
where $c_n=1-{1\over\log^2n}$ converges to 1.
This result also proves the old conjecture that the best case
for classical Heapsort needs only asymptotical $n\log n+O(n\log\log n)$
comparisons.


BibTeX
@techreport{Fleischer91,
TITLE = {A tight lower bound for the worst case of bottom-up-heapsort},
AUTHOR = {Fleischer, Rudolf},
LANGUAGE = {eng},
NUMBER = {MPI-I-91-104},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1991},
DATE = {1991},
ABSTRACT = {Bottom-Up-Heapsort is a variant of Heapsort. Its worst case complexity for the number of comparisons is known to be bounded from above by ${3\over2}n\log n+O(n)$, where $n$ is the number of elements to be sorted. There is also an example of a heap which needs ${5\over4}n\log n- O(n\log\log n)$ comparisons. We show in this paper that the upper bound is asymptotical tight, i.e.~we prove for large $n$ the existence of heaps which need at least $c_n\cdot({3\over2}n\log n-O(n\log\log n))$ comparisons where $c_n=1-{1\over\log^2n}$ converges to 1. This result also proves the old conjecture that the best case for classical Heapsort needs only asymptotical $n\log n+O(n\log\log n)$ comparisons.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Fleischer, Rudolf
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T A tight lower bound for the worst case of bottom-up-heapsort : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-7B02-C
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1991
%P 13 p.
%X Bottom-Up-Heapsort is a variant of Heapsort. 
Its worst case complexity for the number of comparisons
is known to be bounded from above by ${3\over2}n\log n+O(n)$, where $n$
is the number of elements to be sorted.
There is also an example of a heap which needs ${5\over4}n\log n-
O(n\log\log n)$ comparisons.
We show in this paper that the upper bound is asymptotical tight,
i.e.~we prove for large $n$ the existence of heaps which need at least
$c_n\cdot({3\over2}n\log n-O(n\log\log n))$ comparisons
where $c_n=1-{1\over\log^2n}$ converges to 1.
This result also proves the old conjecture that the best case
for classical Heapsort needs only asymptotical $n\log n+O(n\log\log n)$
comparisons.
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        “Fast parallel space allocation, estimation an integer sorting,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-91-106, 1991.
    
moreAbstract
We show that each of the following problems can be solved
fast and with optimal speedup with high probability on a
randomized CRCW PRAM using
$O(n)$ space:
Space allocation: Given $n$ nonnegative integers
$x_1,\ldots,x_n$, allocate $n$ blocks of consecutive
memory cells of sizes $x_1,\ldots,x_n$ from a base
segment of $O(\sum_{i=1}^n x_i)$ consecutive
memory cells;
Estimation: Given $n$ integers %$x_1,\ldots,x_n$
in the range $1\Ttwodots n$, compute ``good'' estimates
of the number of occurrences of each value
in the range $1\Ttwodots n$;
Integer chain-sorting: Given $n$ integers $x_1,\ldots,x_n$
in the range $1\Ttwodots n$, construct a linked list
containing the integers $1,\ldots,n$ such that for all
$i,j\in\{1,\ldots,n\}$, if $i$ precedes $j$ in the
list, then $x_i\le x_j$.
\noindent
The running times achieved are $O(\Tlogstar n)$ for
problem (1) and $O((\Tlogstar n)^2)$ for
problems (2) and~(3).
Moreover, given slightly superlinear processor
and space bounds, these problems or variations
of them can be solved in
constant expected time.
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%X We show that each of the following problems can be solved
fast and with optimal speedup with high probability on a
randomized CRCW PRAM using
$O(n)$ space:
Space allocation: Given $n$ nonnegative integers
$x_1,\ldots,x_n$, allocate $n$ blocks of consecutive
memory cells of sizes $x_1,\ldots,x_n$ from a base
segment of $O(\sum_{i=1}^n x_i)$ consecutive
memory cells;
Estimation: Given $n$ integers %$x_1,\ldots,x_n$
in the range $1\Ttwodots n$, compute ``good'' estimates
of the number of occurrences of each value
in the range $1\Ttwodots n$;
Integer chain-sorting: Given $n$ integers $x_1,\ldots,x_n$
in the range $1\Ttwodots n$, construct a linked list
containing the integers $1,\ldots,n$ such that for all
$i,j\in\{1,\ldots,n\}$, if $i$ precedes $j$ in the
list, then $x_i\le x_j$.
\noindent
The running times achieved are $O(\Tlogstar n)$ for
problem (1) and $O((\Tlogstar n)^2)$ for
problems (2) and~(3).
Moreover, given slightly superlinear processor
and space bounds, these problems or variations
of them can be solved in
constant expected time.
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        “On a compaction theorem of ragde,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-91-121, 1991.
    
moreAbstract
Ragde demonstrated that in constant time
a PRAM with $n$ processors
can move at most $k$ items, stored in distinct cells
of an array of size $n$, to distinct cells in an
array of size at most $k^4$.
We show that the exponent of 4 in the preceding
sentence can be replaced by any constant
greater than~2.
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%X Ragde demonstrated that in constant time
a PRAM with $n$ processors
can move at most $k$ items, stored in distinct cells
of an array of size $n$, to distinct cells in an
array of size at most $k^4$.
We show that the exponent of 4 in the preceding
sentence can be replaced by any constant
greater than~2.
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moreAbstract
This paper considers the computer vision problem of testing whether
two equal cardinality point sets $A$ and $B$ in the plane are 
$\varepsilon$-congruent. 
We say that $A$ and $B$ are $\varepsilon$-congruent if there exists 
an isometry $I$ and bijection $\ell : A \rightarrow B$ such that
$dist(\ell(a),I(a)) \leq \varepsilon$, for all $a 
\in A$. Since known methods for this problem are expensive, we develop
approximate decision algorithms that are considerably faster 
than the known decision algorithms, and have bounds on their 
imprecision. Our approach reduces the problem to that of computing 
maximum flows on a series of graphs with integral capacities.
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%X This paper considers the computer vision problem of testing whether
two equal cardinality point sets $A$ and $B$ in the plane are 
$\varepsilon$-congruent. 
We say that $A$ and $B$ are $\varepsilon$-congruent if there exists 
an isometry $I$ and bijection $\ell : A \rightarrow B$ such that
$dist(\ell(a),I(a)) \leq \varepsilon$, for all $a 
\in A$. Since known methods for this problem are expensive, we develop
approximate decision algorithms that are considerably faster 
than the known decision algorithms, and have bounds on their 
imprecision. Our approach reduces the problem to that of computing 
maximum flows on a series of graphs with integral capacities.
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moreAbstract
We prove several exact results for the 
dilation of well-known interconnection networks in cycles, namely :
${\rm dil}(T_{t,r},C_{(t^{r-1}-1)/(r-1)})=\lceil
t(t^{r-1}-1)/(2(r-1)(t-1))\rceil,$ for complete $r$-level $t$-ary 
trees,
${\rm dil}(Q_n,C_{2^n})
=\sum_{k=0}^{n-1}{k\choose \lfloor \frac{k}{2}\rfloor
},$ for $n$-dimensional hypercubes, 
${\rm dil}(P_n\times
P_n\times P_n,C_{n^3})=
\lfloor 3n^2/4+n/2\rfloor,$ for 3-dimensional meshes 
(where $P_n$ is an $n$-vertex path) and
${\rm
dil}(P_m\times P_n,C_{mn})=
{\rm dil}(C_m\times P_n,C_{mn})={\rm dil}(C_m\times
C_n,C_{mn})=\min\{m,n\},$ for 2-dimensional ordinary, cylindrical and
toroidal meshes, respectively. The last results 
solve three remaining open
problems of the type $"{\rm dil}(X\times Y, Z)=?"$, where $X,\ Y$ and
$Z$ are paths or cycles. The previously known dilations are: 
${\rm
dil}(P_m\times P_n,P_{mn})=
\min \{m,n\}$, 
${\rm dil}(C_m\times P_n,P_{mn})=\min \{m,2n\}$
and ${\rm dil}(C_m\times C_n,P_{mn})
=2\min \{m,n\}$, if $m\neq n$,
otherwise 
${\rm dil}(C_n\times C_n)=2n-1$ . 
The proofs of the above stated results are 
based on the following 
technique.
We find a suficient
condition for a graph $G$ which assures 
the equality ${\rm dil}(G,C_n)={\rm dil}(G,P_n)$. We prove that
trees, X-trees, meshes, hypercubes, pyramides and tree of meshes
satisfy the condition. Using known optimal dilations of complete
trees, hypercubes and 2- and 3-dimensional meshes in path we get the
above exact result.
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%X We prove several exact results for the 
dilation of well-known interconnection networks in cycles, namely :
${\rm dil}(T_{t,r},C_{(t^{r-1}-1)/(r-1)})=\lceil
t(t^{r-1}-1)/(2(r-1)(t-1))\rceil,$ for complete $r$-level $t$-ary 
trees,
${\rm dil}(Q_n,C_{2^n})
=\sum_{k=0}^{n-1}{k\choose \lfloor \frac{k}{2}\rfloor
},$ for $n$-dimensional hypercubes, 
${\rm dil}(P_n\times
P_n\times P_n,C_{n^3})=
\lfloor 3n^2/4+n/2\rfloor,$ for 3-dimensional meshes 
(where $P_n$ is an $n$-vertex path) and
${\rm
dil}(P_m\times P_n,C_{mn})=
{\rm dil}(C_m\times P_n,C_{mn})={\rm dil}(C_m\times
C_n,C_{mn})=\min\{m,n\},$ for 2-dimensional ordinary, cylindrical and
toroidal meshes, respectively. The last results 
solve three remaining open
problems of the type $"{\rm dil}(X\times Y, Z)=?"$, where $X,\ Y$ and
$Z$ are paths or cycles. The previously known dilations are: 
${\rm
dil}(P_m\times P_n,P_{mn})=
\min \{m,n\}$, 
${\rm dil}(C_m\times P_n,P_{mn})=\min \{m,2n\}$
and ${\rm dil}(C_m\times C_n,P_{mn})
=2\min \{m,n\}$, if $m\neq n$,
otherwise 
${\rm dil}(C_n\times C_n)=2n-1$ . 
The proofs of the above stated results are 
based on the following 
technique.
We find a suficient
condition for a graph $G$ which assures 
the equality ${\rm dil}(G,C_n)={\rm dil}(G,P_n)$. We prove that
trees, X-trees, meshes, hypercubes, pyramides and tree of meshes
satisfy the condition. Using known optimal dilations of complete
trees, hypercubes and 2- and 3-dimensional meshes in path we get the
above exact result.
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moreAbstract
Let $P$ be a set of $n$ points in the Euclidean plane
and let $C$ be a convex figure. 
In 1985, Chazelle and Edelsbrunner presented an algorithm,
which preprocesses $P$ such that for any query point $q$,
the points of $P$ in the translate $C+q$ can be retrieved
efficiently. Assuming that constant time suffices for deciding
the inclusion of a point in $C$, they provided
a space and query time optimal solution. Their algorithm
uses $O(n)$ space. A~query with output size $k$ can be solved in
$O(\log n + k)$ time. 
The preprocessing step of their algorithm, however,
has time complexity $O(n^2)$.
We show 
that the usage of a new construction method for layers
reduces the preprocessing time to $O(n \log n)$. We thus
provide the first space, query time and preprocessing time
optimal solution for this class of point retrieval problems.
Besides, we present two new dynamic data structures
for these problems. The
first dynamic data structure allows on-line insertions
and deletions of points in
$O((\log n)^2)$ time. In this dynamic data
structure, a query with output size~$k$ can be solved in
$O(\log n + k(\log n)^2)$ time.
The second dynamic data structure, which allows only
semi-online updates, has $O((\log n)^2)$ amortized
update time and $O(\log n+k)$ query time.


BibTeX
@techreport{LenhofSmid91,
TITLE = {An optimal construction method for generalized convex layers},
AUTHOR = {Lenhof, Hans-Peter and Smid, Michiel},
LANGUAGE = {eng},
NUMBER = {MPI-I-91-112},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {1991},
DATE = {1991},
ABSTRACT = {Let $P$ be a set of $n$ points in the Euclidean plane and let $C$ be a convex figure. In 1985, Chazelle and Edelsbrunner presented an algorithm, which preprocesses $P$ such that for any query point $q$, the points of $P$ in the translate $C+q$ can be retrieved efficiently. Assuming that constant time suffices for deciding the inclusion of a point in $C$, they provided a space and query time optimal solution. Their algorithm uses $O(n)$ space. A~query with output size $k$ can be solved in $O(\log n + k)$ time. The preprocessing step of their algorithm, however, has time complexity $O(n^2)$. We show that the usage of a new construction method for layers reduces the preprocessing time to $O(n \log n)$. We thus provide the first space, query time and preprocessing time optimal solution for this class of point retrieval problems. Besides, we present two new dynamic data structures for these problems. The first dynamic data structure allows on-line insertions and deletions of points in $O((\log n)^2)$ time. In this dynamic data structure, a query with output size~$k$ can be solved in $O(\log n + k(\log n)^2)$ time. The second dynamic data structure, which allows only semi-online updates, has $O((\log n)^2)$ amortized update time and $O(\log n+k)$ query time.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Lenhof, Hans-Peter
%A Smid, Michiel
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T An optimal construction method for generalized convex layers : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-7B11-A
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 1991
%P 25 p.
%X Let $P$ be a set of $n$ points in the Euclidean plane
and let $C$ be a convex figure. 
In 1985, Chazelle and Edelsbrunner presented an algorithm,
which preprocesses $P$ such that for any query point $q$,
the points of $P$ in the translate $C+q$ can be retrieved
efficiently. Assuming that constant time suffices for deciding
the inclusion of a point in $C$, they provided
a space and query time optimal solution. Their algorithm
uses $O(n)$ space. A~query with output size $k$ can be solved in
$O(\log n + k)$ time. 
The preprocessing step of their algorithm, however,
has time complexity $O(n^2)$.
We show 
that the usage of a new construction method for layers
reduces the preprocessing time to $O(n \log n)$. We thus
provide the first space, query time and preprocessing time
optimal solution for this class of point retrieval problems.
Besides, we present two new dynamic data structures
for these problems. The
first dynamic data structure allows on-line insertions
and deletions of points in
$O((\log n)^2)$ time. In this dynamic data
structure, a query with output size~$k$ can be solved in
$O(\log n + k(\log n)^2)$ time.
The second dynamic data structure, which allows only
semi-online updates, has $O((\log n)^2)$ amortized
update time and $O(\log n+k)$ query time.
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moreAbstract
We give tail estimates for the space complexity of randomized
incremental algorithms for line segment intersection in the plane.
For $n$ the number of segments, $m$ is the number of intersections,
and $m\geq n \ln n \ln(3) n$, there is a constant $c$ such that 
the probability that the total space cost exceeds $c$ times the
expected space cost is $e^{-\Omega(m/(n\ln n)}$.
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%X We give tail estimates for the space complexity of randomized
incremental algorithms for line segment intersection in the plane.
For $n$ the number of segments, $m$ is the number of intersections,
and $m\geq n \ln n \ln(3) n$, there is a constant $c$ such that 
the probability that the total space cost exceeds $c$ times the
expected space cost is $e^{-\Omega(m/(n\ln n)}$.
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moreAbstract
We give an algorithm that computes the closest pair in a set 
of $n$ points in $k$-dimensional space on-line, in $O(n \log n)$
ime. The algorithm only uses algebraic functions and, therefore,
is optimal. The algorithm maintains a hierarchical subdivision of $k$-space
into hyperrectangles, which is stored in a binary 
tree. Centroids are used to maintain a balanced decomposition 
of this tree.
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moreAbstract
Let $V$ be a set of $n$ points in $k$-dimensional space. 
 It is shown how the closest pair in $V$ can be maintained 
	under insertions in 
 $O(\log n \log\log n)$ 
 amortized time, using $O(n)$ space. Distances are measured in the 
 $L_{t}$-metric, where $1 \leq t \leq \infty$. 
 This gives an $O(n \log n \log\log n)$ time on-line algorithm 
 for computing the closest pair. The algorithm is based 
 on Bentley's logarithmic method for decomposable searching problems. 
 It uses a non-trivial extension of fractional cascading to 
 $k$-dimensional space. It is also shown how to extend 
 the method to maintain the closest pair during semi-online updates.
 Then, the update time becomes $O((\log n)^{2})$, even in the worst case.
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%X Let $V$ be a set of $n$ points in $k$-dimensional space. 
 It is shown how the closest pair in $V$ can be maintained 
	under insertions in 
 $O(\log n \log\log n)$ 
 amortized time, using $O(n)$ space. Distances are measured in the 
 $L_{t}$-metric, where $1 \leq t \leq \infty$. 
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 for computing the closest pair. The algorithm is based 
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moreAbstract
Range trees with slack parameter were introduced by Mehlhorn as 
a dynamic data structure for solving the orthogonal range 
searching 
problem. By varying the slack parameter, this structure gives 
many trade-offs for the complexity measures. In this note, a 
complete analysis is given for this data structure.
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A dynamic data structure is given that maintains the 
minimal distance in a set of $n$ points in $k$-dimensional
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moreAbstract
In the $k$-dimensional rectangular point location problem, 
we have to store a set of $n$ non-overlapping axes-parallel 
hyperrectangles in a data structure, such that the following 
operations can be performed efficiently: point location 
queries, insertions and deletions of hyperrectangles, and 
splitting and merging of hyperrectangles. A linear size data 
structure is given for this problem, allowing queries to be 
solved in $O((\log n)^{k-1} \log\log n )$ time, 
and allowing the four update 
operations to be performed in $O((\log n)^{2} \log\log n)$ 
amortized time. If only queries, 
insertions and split operations have to be supported, 
the $\log\log n$ factors disappear. 
The data structure is based on the skewer tree of 
Edelsbrunner, Haring and Hilbert and uses dynamic fractional 
cascading. 
 
This result is used to obtain a linear size data structure that 
maintains the closest pair in a set of $n$ points in 
$k$-dimensional space, when points are inserted. This structure 
has an $O((\log n)^{k-1})$ amortized insertion time. 
This leads to an on-line algorithm for computing the 
closest pair in a point set in $O( n (\log n)^{k-1})$ time.
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we have to store a set of $n$ non-overlapping axes-parallel 
hyperrectangles in a data structure, such that the following 
operations can be performed efficiently: point location 
queries, insertions and deletions of hyperrectangles, and 
splitting and merging of hyperrectangles. A linear size data 
structure is given for this problem, allowing queries to be 
solved in $O((\log n)^{k-1} \log\log n )$ time, 
and allowing the four update 
operations to be performed in $O((\log n)^{2} \log\log n)$ 
amortized time. If only queries, 
insertions and split operations have to be supported, 
the $\log\log n$ factors disappear. 
The data structure is based on the skewer tree of 
Edelsbrunner, Haring and Hilbert and uses dynamic fractional 
cascading. 

This result is used to obtain a linear size data structure that 
maintains the closest pair in a set of $n$ points in 
$k$-dimensional space, when points are inserted. This structure 
has an $O((\log n)^{k-1})$ amortized insertion time. 
This leads to an on-line algorithm for computing the 
closest pair in a point set in $O( n (\log n)^{k-1})$ time.
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identical cells has to compacted. The framework is instantiated by several 
specific compaction algorithms: one-dimensional compaction without and with 
automatic job insertion and two-dimensional compaction.
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precisely, an algorithm with running time O((n2+k)log n), where k=O(n3) is a 
quantity which measures the difference between the input and output sketch, is 
given, and Maley's O(n4) algorithm is improved. The compaction algorithm takes 
as input a layout sketch, the wires in a layout sketch are flexible and only 
indicate the topology of the layout. The compactor minimizes the horizontal 
width of the layout while maintaining its routability. The exact geometry of 
the wires is filled in by a router after compaction
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The authors describe a nonuniform deterministic simulation of PRAMs on module 
parallel computers (MPCs) and on processor networks of bounded degree. The 
simulating machines have the same number $n$ of processors as the simulated 
PRAM, and if the size of  the PRAM's shared memory is polynomial in $n$, each 
PRAM step is simulated by $O(\log n)$ MPC steps or by $O((\log n)^2)$ steps of 
the bounded-degree network. This improves upon a previous result by Upfal and 
Wigderson (1984). The authors prove an $\Omega((\log n)^2/\log\log n)$ lower 
bound on the number of steps needed to simulate one PRAM step on a 
bounded-degree network under the assumption that the communication in the 
network is point to point. As an important part of the simulation of PRAMs on 
MPCs, a new technique for dynamically averaging out a given work load among a 
set of processors operating in parallel is used.
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moreAbstract
The present paper provides a comprehensive study of the following problem. 
Consider algorithms which are designed for shared memory models of parallel 
computation (PRAMs) in which processors are allowed to have fairly unrestricted 
access patterns to the shared memory. Consider also parallel machines in which 
the shared memory is organized in modules where only one cell of each module 
can be accessed at a time. Problem. Give general fast simulations of these 
algorithms by these parallel machines. 
Each of our solutions answers two basic questions. (1) How to initially 
distribute the logical memory addresses of the PRAM, to be simulated, among the 
physical locations of the simulating machine? (2) How to compute the physical 
location of a logical address during the simulation?
We utilize two main ideas for the first question. 



(a) 
Randomization. The logical addresses are randomly distributed among the memory 
modules. This is done using universal hashing. 
(b) 
Copies. We keep copies of each logical address in several memory modules. 

In a typical time cycle of the PRAM some number of memory requests has to be 
satisfied. As a primary objective, our simulations minimize the maximum number 
of memory requests which are assigned to the same module. Our solutions also 
optimize the following computational resources. They minimize the size of the 
physical memory, the time for computing the mapping from logical to physical 
addresses and the space for storing this mapping.
We discuss extensions of our solutions to various PRAMs and various shared 
memory parallel machines. Our solution is also applicable to synchronous 
distributed machines with no shared memory where the processors can communicate 
through a bounded degree network.
A preliminary version of this paper was presented at the 9th Workshop on 
Graphtheoretic Concepts in Computer Science (WG-83), Fachbereich Mathematic, 
Universität Osnabrück, June 1983
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moreAbstract
An embedding of the graph G in the graph H is a one-to-one association of the 
vertices of G with the vertices of H. There are two natural measures of the 
cost of a graph embedding, namely, the dilationcost of the embedding: the 
maximum distance in H between the images of vertices that are adjacent in G; 
and the expansion-cost of the embedding: the ratio of the size of H to the size 
of G. The main results of this paper illustrate three situaUons wherein one of 
these costs can be minimized only at the expense of a dramatic increase in the 
other cost. The first result establishes the following: There is an embedding 
of n-node complete ternary trees in complete binary trees with dilation-cost 2 
and expansion cost O(n~), where ~ = 1og3(4/3); but any embedding of these 
ternary trees in binary trees that has expansion-cost c < 2 must have 
dilation-cost G(logloglogn). The second result provides a stronger but less 
easily stated example of the same type of trade-off. The third result concerns 
generic binary trees, that is, complete binary trees into which all n-node 
binary trees are "efficiently" embeddable. There is a generic binary tree into 
which all n-node binary trees are embeddable with dilauon-cost O(1) and 
expansion-cost O(n ~) for some fixed constant c; if one insists on embeddings 
whose dilation-cost is exactly 1, then these embeddings must have 
expansion-cost f~(n¢~°*~)/~); tf one insists on embeddmgs whose expansion-cost 
is less than 2, then these embeddings must have dilation cost ~(log log log n) 
An interesting application of the polynomial size genenc binary tree m the 
first part of this three-part result is to yield simplified proofs of several 
results concerning computational systems with an intrinsic nouon of 
"computation tree," such as alternating and nondeterministic Turing machines 
and context-free grammars.
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Let S(n) be a nice space bound such that log2 n S(n) n. Then every DCFL is 
recognized by a multitape Turing machine simultaneously in time O(n2/S(n)) and 
space O(S(n)), and this time bound is optimal. If the machine is allowed a 
random access input, then the time bound can be improved so that the time-space 
product is O(n1 + ).
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Summary  Neciporuk, Lamagna/Savage and Tarjan determined the monotone network 
complexity of a set of Boolean sums if any two sums have at most one variable 
in common. Wegener then solved the case that any two sums have at most k 
variables in common. We extend his methods and results and consider the case 
that any set of h +1 distinct sums have at most k variables in common. We use 
our general results to explicitly construct a set of n Boolean sums over n 
variables whose monotone complexity is of order n 5/3. The best previously 
known bound was of order n 3/2. Related results were obtained independently by 
Pippenger.
This paper was presented at the MFCS 79 Symposium, Olomouc, Sept. 79
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We consider search trees under time-varying access probabilities. Let $S = \{ 
B_1 , \cdots ,B_n \} $ and let $p_i^t $ be the number of accesses to object 
$B_i $ up to time $t$, $W^t = \sum {p_i^t } $. We introduce D-trees with the 
following properties.1) A search for $X = B_i $ at time $t$ takes time $O(\log 
W^t /p_i^t )$. This is nearly optimal.2) Update time after a search is at most 
proportional to search time, i.e. the overhead for administration is small.
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$\sum \alpha_j$ is the total weight of the leaves. This bound is best possible. 
A linear time algorithm for constructing nearly optimal trees is described.
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moreAbstract
We explore the concept of local transformations of monotone switching circuits, 
i.e. what kind of local changes in a network leave the input/output behavior 
invariant. We obtain several general theorems in this direction. We apply these 
results to boolean matrix product and prove that the school-method for matrix 
multiplication yields the unique monotone circuit.
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moreAbstract
Summary  We discuss two simple strategies for constructing binary search trees: 
Place the most frequently occurring name at the root of the tree, then proceed 
similary on the subtrees and choose the root so as to equalize the total weight 
of the left and right subtrees as much as possible, then proceed similarly on 
the subtres. While the former rule may yield extremely inefficient search 
trees, the latter rule always produces nearly optimal trees.
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