A state \(s\) of \(S\text{Trie}(T)\) is called **essential** if there is at least two different suffix links pointing to \(s\) or \(s = l_1 \cdots l_k\) for some \(k\).

**Theorem 3** Let \(s\) and \(r\) be two states of \(S\text{Trie}(T)\). The set of strings accepted from \(s\) is equal to the set of strings accepted from \(r\) if and only if the suffix link path that starts from \(s\) contains \(r\) (the path from \(r\) contains \(s\)) and the subpath from \(s\) to \(r\) (from \(r\) to \(s\)) does not contain any other essential states than possibly \(s\) (or \(r\)).

This suggests a method for constructing \(SA(T)\) with a modified Algorithm 1. The new feature is that the construction should create a new state only if the state is essential. An unessential state \(s\) is merged with the first essential state that is before \(s\) on the suffix link path through \(s\). This is correct as, by Theorem 3, the states are equivalent.

As there are \(O(|T|)\) essential states, the resulting algorithm can be made to work in linear time. The algorithm turns out to be similar to the algorithms of Crochemore (1986, 1988) and Blumer & al. (1985). We therefore omit the details.

**Acknowledgement.** The author is indebted to Erkki Sutinen and Derick Wood for comments concerning this work.
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**Abstract**

LEDA (Library of Efficient Data Types and Algorithms) is an ongoing project which aims to build a library of the efficient data structures and algorithms used in combinatorial computing [12]. We discuss three recent aspects of the project: The cost of flexibility, implementation parameters, and augmented trees.
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1 Introduction

We will treat the topic on the basis of a concrete example: the LEDA (Library of Efficient Data Types and Algorithms) software library. The authors started the LEDA project in 1989 as an attempt to narrow the gap between algorithm research, teaching and implementation. The project aims to build a library of the efficient data structures and algorithms used in combinatorial computing. The rationale of the project is given in [12] and briefly reviewed in section 2. LEDA is freely available by anonymous ftp for educational and research use since the spring of 1991 (server: ftp.cs.uni-sb.de, directory: /pub/LEDA).

The design of a library rises a large number of issues ranging from software engineering to algorithm design. In this paper we discuss three recent but unrelated aspects of the project to illustrate the wide span of problems encountered.

LEDA is designed to be a general purpose tool and therefore programs based on it tend to be less efficient than special implementations. In section 3 we discuss the major source of inefficiency in LEDA and show that this overhead is relatively small (never more than a factor of three in time and two in space).

*Max-Planck-Institut für Informatik, Saarbrücken, Germany; this research was partially supported by ESPRIT II Basic Research Actions Program, under contract No. 3075 (project ALCOM).
Elegance and ease of use is a major concern in library design. For many data types in combinatorial computing there are many possible implementations. In the current version of LEDA there is no elegant mechanism for choosing between different implementations of the same data type. In section 4 we describe such a mechanism based on multiple inheritance. It will be available in the next version of LEDA.

Augmented trees are abundant in computational geometry. Examples of augmented trees are range trees [3, 21], segment trees [4], interval trees [8], and dynamization of order decomposable searching problems [17]. Asymptotically efficient realizations of augmented trees are usually based on weight-balanced trees [16]; in the case of range and segment trees implementations are available in LEDA. Skip lists [18, 19] were recently proposed as an alternative to balanced trees for one dimensional dictionaries. We argue in section 5 that skip lists can also serve as the basis for augmented tree schemes. They lead to simpler and more efficient programs. Related but weaker results were also obtained by [10].

2 LEDA, a Brief Review

LEDA is a growing library of efficient data types and algorithms used in combinatorial computing. The main features are:

- LEDA provides a sizable collection of data types and algorithms in a form which allows them to be used by non-experts. This collection includes most of the data types and algorithms described in the text books of the area (e.g. [1, 11, 6]), i.e., stacks, queues, lists, sets, dictionaries, ordered sequences, partitions, priority queues, directed, undirected, and planar graphs, lines, points, planes and basic algorithms in graph and network theory and computational geometry.

- LEDA gives a precise and readable specification for each of the data types and algorithms mentioned above. The specifications are short (typically, not more than a page), general (so as to allow several implementations), and abstract (so as to hide all details of the implementation). For many efficient data structures access by position is important. In LEDA, we use the concept of an item to cast positions into an abstract form, cf. Figure 1.

- LEDA contains efficient implementations for each of the data types, e.g., Fibonacci heaps and redistributive heaps for priority queues, red-black trees and dynamic perfect hashing for dictionaries, ...

- LEDA contains a convenient data type graph that allows to write programs for graph problems in a form close to the typical text book presentation. It offers the standard iterations such as "for all nodes v of a graph G do" (written forall_nodes(v, G)) or "for all neighbors w of v do" (written forall_adj_nodes(w, v)), it allows to add and delete vertices and edges and it offers arrays and matrices indexed by nodes and edges,..., cf. Figure 2. A long term goal is to realize the equation "Algorithm + LEDA = program".

Priority Queues

An instance $Q$ of the data type priority_queue is a collection of items (pq_item). Every item contains a key from a type $K$ and an information from a type $I$. $K$ is called the key type of $Q$ and $I$ is called the information type of $Q$. The number of items in $Q$ is called the size of $Q$. If $Q$ has size zero it is called the empty priority queue. We use $< k, i >$ to denote the pq_item with key $k$ and information $i$. $I$ must be linearly ordered.

1. Creation of a priority queue

$pq\_queue(K, I) Q$;

creates an instance $Q$ of type priority_queue($K, I$) and initializes it to the empty queue.

2. Operations on a priority_queue $Q$

\begin{align*}
K & \quad Q\.key(pq\_item \, it) & \quad \text{returns the key of item } it. \\
I & \quad Q\.inf(pq\_item \, it) & \quad \text{returns the information of item } it. \\
pq\_item & \quad Q\.insert(K \, k, I \, i) & \quad \text{adds a new item } < k, i > \text{ to } Q \text{ and returns it.} \\
pq\_item & \quad Q\.find\_min() & \quad \text{returns an item with minimal information} \\
\text{(nil if } Q \text{ is empty)} \\
\text{void} & \quad Q\.del\_item(pq\_item \, it) & \quad \text{removes the item } it \text{ from } Q. \\
K & \quad Q\.del\_min() & \quad \text{removes an item with minimal information} \\
\text{from } Q \text{ and returns its key.} \\
pq\_item & \quad Q\.decrease\_inf(pq\_item \, it, I \, i) & \quad \text{makes } i \text{ the new information of item } it \\
\text{Precondition: } i \text{ is an item in } Q \text{ and } i \text{ is not larger than } inf(it). \\
\text{void} & \quad Q\.clear() & \quad \text{makes } Q \text{ the empty priority queue} \\
\text{bool} & \quad Q\.empty() & \quad \text{returns true, if } Q \text{ is empty, false otherwise} \\
int & \quad Q\.size() & \quad \text{returns the size of } Q. \\
\end{align*}

Priority queues are implemented by Fibonacci Heaps. Operations insert, del_item, del_min take time $O(\log n)$, find_min, decrease_inf, key, inf, empty take time $O(1)$ and clear takes time $O(n)$, where $n$ is the size of the queue. The space requirement is $O(n)$.

Figure 1: The specification of priority queues: A priority queue is viewed as a set of containers called pq_items. Each container holds a key-information pair. An insertion takes a pair $(k, i)$, creates a new container to hold the pair, and returns the name of the container, i.e., the pq_item $< k, i >$. The pair can be accessed through the item (in operations key, inf, del_item, and decrease_inf).
3 The Cost of Flexibility

Most of the data types in LEDA are parameterized. For example, priority.queue($K, I$) is the data type of priority queues storing pairs of keys and information from $K \times I$. Parameterized data types are powerful and flexible, since they can be customized by providing specific types for the formal type parameters. Figure 2 shows an application of the data type priority.queue(node, int) in Dijkstra's shortest paths algorithm. On the other hand this flexibility has its cost.

One of the basic design decisions in the LEDA project was that all implementations of data types and algorithms are supplied as pre-compiled object code modules that only have to be linked with application programs but never recompiled. However, the implementation of a parameterized data type depends on the actual type parameters. Each data structure for priority.queue($K, I$), for instance, requires a linear order on the information type $I$, and needs to how to compare two values of type $I$. So there has to be some kind of flow of information from the user-defined actual parameterized data type, e.g., priority.queue(node, int), back to the implementation, e.g., Fibonacci heaps. In LEDA, we achieve this by using the object-oriented programming techniques inheritance and dynamic binding.

Implementations, i.e., data structures, for parameterized data types are C++ classes that leave all routines depending on the actual parameter types undefined by declaring them as virtual functions. In the priority.queue example, the Fibonacci heap data structure (class f.heap) uses a virtual function cmp.inf to compare informations. Any actual priority type priority.queue($K, I$) is derived from f.heap and redefines the cmp.inf function according to the linear order of $I$. Similar virtual functions are used to copy or destroy objects of types unknown to the implementation. More details can be found in [15].

As a consequence of the above described method every compare operation performed by the implementation results in a C++ function call. This can slow down computation if $I$ is a simple type like int with an efficient built-in compare operation. But fortunately, as experiments show, the resulting overhead is not too large. For example, in the case of Dijkstra's algorithm a special integer Fibonacci heap implementation decreases the running time by at most a factor of 3. For space, the overhead induced by the library is at most a factor of two. Furthermore, in the next version of LEDA (cf. section 4) users can easily provide their own favorite implementations or derive special more efficient implementations from the LEDA data structure sources.

```
(1) #include <LEDA/graph.h>
(2) #include <LEDA/prio.h>
(3) declare2(priority_queue,node,int)
(4) declare(node_array,pq_item)
(5) void DIJKSTRA(graph& G, node s, edge_array(int)& cost,
(6)                        node_array(int)& dist, node_array(edge)& pred )
(7) { priority_queue(node,int) PQ;
(8)   node_array(pq_item) I(G,nil);
(9)   int c;
(10)  node u,v;
(11)  edge e;
(12)  forall_nodes(v,G)
(13)   { pred[v] = nil;
(14)     dist[v] = infinity;
(15)     I[v] = PQ.insert(v,dist[v]);
(16)   }
(17)  dist[s] = 0;
(18)  PQ.decrease.inf(I[s],0);
(19)  while (!PQ.empty())
(20)   { u = PQ.del.min()
(21)     forall_adj_edges(e,u)
(22)      { v = G.target(e);
(23)        c = dist[u] + cost[e];
(24)        if ( c < dist[v] )
(25)           { dist[v] = c;
(26)             pred[v] = e;
(27)             PQ.decrease.inf(I[v],c);
(28)           }
(29)       }
(30)   }
(31) }
```

Figure 2: Dijkstra's shortest path algorithm: The algorithm takes a graph $G = (V,E)$, a source node $s$ and a function cost : $E \to \mathbb{N}$ (given as an edge_array(int), i.e., an array indexed by edges and holding integers) and returns functions dist : $V \to \mathbb{N}$ and pred : $V \to E$ (dist[v] is the length of the shortest path from $s$ to $v$ and pred[v] is the last edge on a shortest path to $v$.) It uses internally a priority queue PQ from nodes to integers (the type priority_queue(node, int) is declared in line (3) and the priority queue PQ is created and initialized to the empty queue in line (7) ) and a node array I of pq.items (the type node_array(pq_item) is declared in line (4), and the array I is defined to have domain V and initial values nil in line (8) ). The node array I stores for each node $v \in V$ the corresponding item in the priority queue (line (15)).
4 Implementation Parameters

An abstract data type (ADT) specifies only the functional properties of a data type and hides the implementation from the user. Figure 1 gives the LEDA specification of the abstract data type priority queue and Figure 2 gives an algorithm using it. There are many implementations of priority queues: Fibonacci heaps, binary heaps, red-black trees, sorted or unsorted linear lists, .... Which implementation should be included in a library?

If one provides only one implementation, then this implementation should clearly be the “best” possible. This was the direction taken in versions 1 and 2 of LEDA. In the case of priority queues, we included Fibonacci heaps because they are asymptotically as efficient as any other implementation. But, of course, only asymptotically. Also, there are better implementations for special cases, e.g., for integer keys or for shortest path computations on dense graphs. For other data types, e.g., range trees, there are implementations with vastly differing performance parameters (time-space tradeoff) and so, there is not even an asymptotically best implementation. All of this implies that providing only one implementation for each data type is not satisfactory.

So, one has to provide many and allow for the possibility of adding more. What properties should a mechanism for choosing between different implementations have?

1. There should be a simple syntax for choosing between different implementations. In the next version of LEDA, the declaration

\[
\text{PRIORITY.QUEUE \texttt{<K,I>, \texttt{rb.tree} > } PQ}
\]

creates an empty priority queue with key type \( K \) and information type \( I \) and selects red-black trees as the implementation variant. The declaration

\[
\text{priority.queue \texttt{<K,I> } PQ}
\]

selects the default implementation.

2. An application uses the abstract priority.queue data type. It gets an additional parameter of this type which allows to choose between different implementations. The application can be compiled without knowledge of the implementation and can later be used with priority queue arguments with different implementations. In LEDA 3.0, the definition of “procedure DIJKSTRA” reads:

```c
void DIJKSTRA(graph& G, node s,
    edge_array<int>& cost,
    node_array<int>& dist,
    node_array<edge>& pred,
    priority_queue<node,int>& PQ)
{
    // the body is as in Figure 2 with the declaration
    "priority.queue <node,int> PQ" removed
}
```

The realization of the implementation parameter mechanism makes use of multiple inheritance, cf. Figure 3. Every concrete data type, say priority queues with the rb.tree implementation, is derived from its abstract data type and the data structure used to implement it. In the abstract data type class, all functions are virtual, i.e., have unspecified implementations. In the data structure class the details of the implementation are given and the classes in the bottom line of Figure 3 are used to match the abstract functions with the concrete implementations. We refer the reader to [15] for details.
5 Augmented Trees

This section deals with augmented trees. In the first part, we discuss requirements which a balanced tree scheme underlying an augmented tree must fulfill and in the second part we show that skip lists are a particularly elegant and efficient way to satisfy them.

5.1 Requirements

Augmented trees are abundant in computational geometry. Examples of augmented trees are range trees [3, 21], segment trees [4], interval trees [8, 7], and dynamization of order decomposable searching problems [17]. An account of these data structures can also be found in sections VII.2.2, VIII.5.1.3., VIII.5.1.1., and VII.1.3 of [11]. We will use 2-dimensional range trees as our running example.

Let \( S \subseteq \mathbb{R}^2 \) be a finite set of points in the plane and let \( n = |S| \) be the cardinality of \( S \). We use \((x, y)\) to denote points in the plane and assume for the moment (this uniqueness assumption will later be dropped) that the \( x \)-coordinates of the points in \( S \) are pairwise distinct. A range tree for \( S \) consists of a primary tree \( T \), which is simply a search tree for the \( x \)-coordinates of the points in \( S \) and a secondary tree \( T_v \) for each node \( v \) of \( T \). The secondary tree \( T_v \) stores all points \((x, y)\) in \( S \) in sorted order of \( y \)-coordinate such that \( v \) lies on the search path to \( x \). A query is a box \([x_1, x_2] \times [y_1, y_2]\) and is supposed to return all points \((x, y)\) \( \in S \) such that \( x_1 \leq x \leq x_2 \) and \( y_1 \leq y \leq y_2 \). It can be answered as follows:

Construct the set of nodes \( v \) of \( T \) such that the parent of \( v \) lies on either the search path to either \( x_1 \) or \( x_2 \) and such that \( v \) lies between the two paths and locate in \( T \), the set of points \((x, y)\) such that \( y_1 \leq y \leq y_2 \). An insertion of a new point \((x, y)\) is performed as follows: First insert \( x \) into the new primary tree and then insert \((x, y)\) into the appropriate set of secondary trees. Deletions are processed analogously. Higher-dimensional versions of range trees also exist: In the \( d \)-dimensional version for storing points in \( d \)-dimensional space there is a \( d \)-fold hierarchy of trees. In principle, every (balanced) tree scheme can be used for primary and secondary trees. However, for the efficiency of augmented trees it is crucial that the primary tree scheme has the geometric size decrease and the strong rebalancing cost bound properties and supports weighted sets of data. We next discuss the three requirements.

Let \( p_0, p_1, p_2, \ldots \) be a root to leaf path in the primary tree and let \( \text{size}(p_i) \) be the number of leaves of the subtree rooted at \( p_i \). The geometric size decrease property holds if there is a constant \( c < 1 \) such that \( \text{size}(p_i) \leq c^i \cdot \text{size}(p_0) = d^i \cdot n \) for all \( i \geq 0 \). This property is useful in the following context: Operations (queries and updates) on augmented trees usually induce operations on the secondary structures along a path of the primary tree. If \( C(m) \) bounds the cost of an operation on the secondary structure of size \( m \) then total cost is \( C(n) + C(an) + C(a^2n) + \ldots \). For many functions \( C \), this sums to \( O(C(n)) \). The geometric size decrease property holds for weight-balanced trees [16] [11, section III.5.1.] and their derivatives, and for randomized search trees [2]; it does not hold for any kind of height balanced tree scheme. (Consider for example a (2, 3)-tree of height \( 3h \) where a subtree \( T \) of height \( 2h \) consists solely for nodes of degree 3 and all nodes outside the subtree have degree 2. This tree has at most \( 2^{2h} + 3^{2h} \leq 2 \cdot 3^{2h} \) leaves of which more than \( 50\% \) lie in the subtree \( T \).

Most kinds of balanced tree schemes are rebalanced by local changes, e.g., rotations or node splits, after an insertion or deletion. A local change in the primary tree \( T \) of an augmented tree scheme usually induces major changes in the secondary structures of the nodes involved in the local change. For example, a local change at a node \( v \) of the primary tree of a range tree requires to move approximately \( \text{size}(v) \) elements between secondary trees. Let us therefore assume for simplicity that the cost of a local change at \( v \) is proportional to \( \text{size}(v) \). A tree scheme is said to have a strong bound for the rebalancing frequency if the amortized rebalancing cost is logarithmic even if the cost of a local change is proportional to the size of the subtrees involved. Weight-balanced trees [21, 5] and randomized search trees [2] have strong bounds but no height-balanced scheme has. Also, at least for weight-balanced trees the known bounds involve large constant factors. For example, [21] states that every additional dimension in a range tree multiplies the bound for the update cost by \( 100 \log n \), i.e., the update cost in a \( d \)-dimensional tree is \((100 \log n)^{d-1} (c \log n)\), where \( c \log n \) is the update cost in a 1-dimensional tree.

The previous two paragraphs made essential use of the uniqueness assumption, i.e., that no two points in \( S \) share an \( x \)-coordinate. Only this assumption implies that the size of the secondary tree \( T_v \) associated without node \( v \) is bounded by \( \text{size}(v) \) and hence that a strong bound on rebalancing frequency implies a bound on the update cost of an augmented tree scheme. Consider for example a range tree for a set \( S \), where \( \frac{n}{3} \) points have the same \( x \)-coordinate, say \( x_0 \), and the other \( \frac{2}{3} \) points have pairwise distinct \( x \)-coordinates. Then already the parent of the leaf \( x_0 \) has an auxiliary tree of size \( \frac{n}{3} \). Also, insertion of a few points in the vicinity of \( x_0 \) will cause a local change at the parent of \( x_0 \) and this local change has cost \( \Omega(n) \). Thus an amortized update cost \( \Omega(n) \) results. The uniqueness assumption is a severe restriction for some applications, e.g., range-, segment-, and interval trees. (To be fair, we mention that frequently there is some transformation of the problem which introduces uniqueness; e.g., in the range searching problem we may use a primary tree for the \((x, y)\) ordered lexicographically, leave the secondary trees as described above, and replace a query box \([x_1, x_2] \times [y_1, y_2]\) by \([x_1, -\infty), (x_2, -\infty)\] \( \times \) \([y_1, y_2]\). It is not clear however, whether such a transformation exists for all applications of augmented trees). Dropping the uniqueness assumption leads to weighted trees. In a weighted tree each leaf has a positive integer weight associated with it and the size of an internal node is the sum of the weights of its leaf descendants. (In the application to range trees the weight of leaf \( x \) is the number of distinct \( y \) with \((x, y) \in S \) and the insertion or deletion of a point \((x, y) \) changes the weight of \( x \) by \( \pm 1 \). With this modified definition of size, the size of a node bounds the size of the secondary structure at the node and hence a strong bound on rebalancing frequency implies a bound on amortized update cost. D-trees [11, section III.6.2.] are a weighted tree scheme with a strong bound on the rebalancing cost and we have recently shown that a variant of pseudo-balanced trees [9] has strong bounds, too. For randomized search trees [2] the question is open and other weighted tree schemes, most notably splay trees [20] don’t have it. However, D-trees a difficult to implement.
5.2 Skip Lists as a Basis for Augmented Trees

Skip lists [18] are a probabilistic alternative to balanced trees. In a skip list, each element is represented by a tower. A tower has a nonnegative height \( h \) and contains a key and \( h+1 \) forward pointers to towers. The \( i \)-th pointer in the tower points to the next tower of height \( i \) or more. Besides the towers representing the elements there are two extra towers called header and stop. They have equal height (called maxheight) and height larger than the height of any other tower. The height of the tower for an element is chosen randomly when the element is inserted. The height is \( h \) with probability \( p(1-p)^h \) for all \( h \geq 0 \); here \( p \) is a parameter between 0 and 1 (\( p = \frac{1}{4} \) and \( p = \frac{3}{4} \) work well in practice). In [18, 19] it is shown that the search time in skip lists is logarithmic and that skip lists lead to very simple and efficient algorithms for other tree operations, e.g., insertions, deletions, finger searching, merging, joining, and splitting. We will now sketch that skip lists are also an alternative to weight-balanced and randomized search trees as a basis for augmented trees; the details can be found in [13].

For the sequel it will be convenient to associate a tree with a skip list. This tree can be obtained as follows:

1. Delete the tower stop.
2. Replace every tower \( v \) of height \( h \) by a linear list \( v_0, v_{h-1}, \ldots, v_0 \) of nodes and establish a so-called down link from \( v_i \) to \( v_{i-1} \) for all \( i \) with \( h \geq i \geq 1 \).
3. Create a forward link from \( v_i \) to \( v_j \) if the \( i \)-th forward pointer of tower \( v \) points to \( w \) and \( w \) is not the stop tower, and \( i \) is equal to the height of tower \( w \).

For node \( u_i \), let \( \set(v_i) \) be the set of keys associated with nodes \( u_0 \) reachable from \( v_i \) and let \( \size(v_i) \) be the cardinality of \( \set(v_i) \). We have:

**Lemma 1** Let \( h \geq 0 \) and let \( v \) be a tower of height \( h \) or more in a skip list for \( n \) elements. Then \( E(\size(v_i)) \leq \min(n, 1/(1-p)^{h+1}) \).

**Proof:** Let \( t \geq 0 \) and observe that \( \size(v_i) > t \) if each of the \( t-1 \) towers following \( v \) has height at most \( h \). Thus,

\[
\prob(\size(v_i) \geq t) \leq \left( \sum_{i=0}^{h} p(1-p)^i \right)^{t-1}
\]

where the inequality reflects the fact that there may be less than \( t-1 \) towers following \( v \) and hence

\[
E(\size(v_i)) = \sum_{t=0}^{\infty} \prob(\size(v_i) \geq t) \leq 1/(1-p)^{h+1}
\]

The bound \( \size(v_i) \leq n \) is obvious.

Lemma 1 directly implies that skip lists have the geometric size decrease property. It also implies a strong bound on amortized update cost.

**Lemma 2** If the cost of creating a tower of height \( h \) for a new element \( z \) is \( O(\sum_{0 \leq i \leq h} \size(x_i)) \) then the expected cost of an insertion is \( O(\log n) \).

**Proof:** For \( h \geq 0 \) define random variables \( X_h \) and \( S_h \) as follows: \( X_h \) is 1 if the tower for \( z \) has height \( h \) or more and 0 otherwise, and \( S_h \) is \( 1 + \) the number of towers of height \( h \) or less following \( z \). Note that variables \( X_h \) and \( S_h \) are independent and that \( \size(x_h) = \size(x_h) \). The cost of inserting \( z \) is \( O(\sum_{h \geq 0} S_h \cdot X_h) \) and therefore the expected cost of inserting \( z \) is

\[
O(E(\sum_{h \geq 0} S_h \cdot X_h)) = O(\sum_{h \geq 0} E(S_h) \cdot E(X_h))
\]

\[
= O(\sum_{h \geq 0} \min(n, (1/(1-p)^{h+1})) \cdot (1-p)^h)
\]

\[
= O(\log n)
\]

We will next discuss how range trees (under the uniqueness assumption) can be based on skip lists. With every tower \( v \) of height \( h \) associate an array \( aux[-1..h] \) of secondary structures. For every \( i \), \( -1 \leq i \leq h \), \( aux[i] \) is a secondary structure for the points \( (x, y) \) with \( x \in \set(v_i) \). Here \( \set(v_i) \) is defined as above for \( i \geq 0 \) and \( \set(v_{-1}) = \{ \text{(the key associated with } v) \} \). [13] gives complete programs for queries, insertion, and deletions. These programs are simpler than for the weight-balanced tree base. [13] also gives an analysis based on Lemma 1 and 2. The analysis shows that each additional dimension in a range tree contributes the multiplicative factor \( \log n \) to the update cost. Recall that the factor is \( 100 \log n \) for range trees based on weight-balanced trees, i.e., skip lists not only lead to simpler but also to more efficient data structures for orthogonal range searching. Note however, that \( 100 \log n \) is likely to overestimate the multiplicative factor for weight-balanced trees but that \( \log n \) is the exact factor for skip lists.

Can one drop the uniqueness assumption? Yes, one can and in fact very little additional machinery is needed. The only change required is a different rule to determine the height of a tower. The height of a tower for an element of weight \( w \) is the sum of its guaranteed height \( g \) and its random height \( h \), where \( 2^{g-1} \leq w \leq 2^{g+2} \) and \( \prob(h \geq t) = 2^{-(t-1)} \) for \( t \geq 0 \).

**Lemma 3** Consider a skip list for a set of \( n \) weighted elements and let \( W \) be the total weight. Then the expected maximal height of a tower is \( O(1 + \log W) \). In particular, if \( W = n^{O(1)} \) then the expected maximal height is \( O(\log n) \).

Lemma 1 holds also for weighted skip lists and hence weighted skip lists also have the geometric size decrease property.
A insertion/deletion or more generally a weight change by \( \pm 1 \) is processed as follows. Change the weight \( w \) and if this violates the constraint \( 2^{-1} \leq w \leq 2^{p+1} \) then set \( g \) to \( \log w \) and construct a new tower of height \( g + h \) where \( h \) is chosen randomly. Under the assumption of Lemma 2 this has cost \( \sum_{\alpha \in \mathbb{R}_{\geq g}} \text{size}(_{\alpha}) \) and therefore expected cost \( O(2^g) \). Amortizing this bound over the \( O(2^g) \) weight changes which did not require the creation of a new tower gives again an amortized expected update cost of \( O(\log n) \), i.e., Lemma 2 stays true for weighted skip lists. [13] shows that this implies that skip lists can be used as an efficient means for orthogonal range searching even without the uniqueness assumption. In [13], we also show how other kinds of augmented tree schemes can be based on skip lists.
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