PARTIAL MATCH RETRIEVAL IN IMPLICIT DATA STRUCTURES

Helmut ALT
Department of Computer Science, The Pennsylvania State University, University Park, PA 16802, U.S.A.

Kurt MEHLHORN

J. Ian MUNRO
Data Structuring Group, Department of Computer Science, University of Waterloo, Waterloo, Ontario N2L 3G1, Canada

Communicated by J. Nievergelt
Received 10 December 1983
Revised 20 March 1984

Keywords: Data management, analysis of algorithms, combinatorial problems, data structures

1. Introduction

We consider a set of data which contains n records, each of them consisting of k keys.

A partial match query is one in which an arbitrary subset of the keys of a record is specified. Problems of this type have been studied by a number of researchers including Bentley [3], Ghosh and Abraham [6] and Rivest [9]. Our attention, unlike most, though not all, previous work, is restricted to structures which are implicit in that no information other than the data itself (and the number of records) is explicitly stored. That is, we are interested in storage schemes which for fast retrieval retain no pointers and represent the file of n k-key records as a simple n by k array T. Any structural information must be encoded in the order of the records.

The model of computation is the simple comparison model, as it is assumed that the keys are chosen from some arbitrarily large space. The measure of difficulty to perform a search is the maximum number of comparisons required when any j of k keys have been specified.

For example, in the case of a 2-key file, if the file were sorted according to the first key searches could be performed quickly if key 1 were given. However, one could do no better than a sequential search if only the second key were specified. Clearly some ‘balance’ between the ordering on the keys is required.

2. An upper bound for partial match retrieval

The following procedure (cf. Munro [7]) orders the records in a way such that the partial match retrieval can be done efficiently. Initially, the only segment is the entire file itself. Assume the keys are numbered 0, 1, . . . , k − 1.

procedure Order;
begin i = 0
while there remain segments of more than 1 element do
begin
for each segment remaining from the previous stage do
begin

Move the median element under key i of the segment to the middle position of the segment;
Move all elements less than this median above it and all elements greater, below. This produces 2 new segments;

\[
\text{end}
\]

\[
i = (i + 1) \mod k
\]

\[
\text{end}
\]

Let us consider, e.g., the case \( k = 2 \).

In the first step the records are separated with respect to the median element under key 1, which leaves 2 segments. They are separated with respect to their median elements under key 2, the resulting 4 segments are separated with respect to their medians under key 1, etc.

In order to do partial match retrieval in an implicit data structure thus constructed a generalized binary search is possible. The segments to be searched recursively are the same ones as the segments during the construction of the structure. So comparisons will always be made with the middle position of a segment and with respect to the key by which the segment is split. If that key is not specified in the partial match query, no information can be gained by a comparison and both subsegments of the current segment have to be searched recursively. If the key is specified in the input, a comparison can be made and like in binary search one of the subsegments can be excluded. Consider the moment when the search algorithm has rotated once through keys \( 1, \ldots, k \) and returns to comparisons with key 1. It has made some constant number \( c \) of comparisons. It also has split in half the size of segments in each phase and doubled the number of segments in each of the \( k - j \) phases corresponding to a key not specified in the input.

So for the number \( T(n) \) of comparisons, we get the recurrence equation

\[
T(n) = 2^{k-j}T(n/2^k) + c
\]

which, in the case \( j < k \), has the solution

\[
T(n) = O(n^{1-j/k})
\]

and, in the case \( j = k \),

\[
T(n) = O(\log n).
\]

So, altogether, we have the following theorem.

**Theorem 1.** A table of \( n \) records, each consisting of \( k \) keys can be arranged as an \( n \) by \( k \) array so that any record specified by \( j \) of its \( k \) keys can be found in \( O(n^{1-j/k}) \) comparisons if \( j < k \) and \( O(\log n) \) comparisons if \( j = k \). No additional information, other than the values \( n \) and \( k \) need be stored permanently with the structure.

For example, a telephone directory with \( n \) entries can be stored in such a way that it is possible to search for a name as well as a phone number in \( O(\sqrt{n}) \) time. The next section will show that this upper bound is optimal.

### 3. Lower bounds

In [7] it was shown that the upper bounds of Theorem 1 are optimal if the keys in each column of the array \( T \) are inserted in some partial order. We now prove that in the case \( j = 1 \) the lower bounds hold even if we do not have this restriction.

Throughout this section we assume that the different keys of a record are independent, i.e., any \( k \)-tuple of keys can appear as a record.

Now the idea of the lower bound proof is the following.

Every method for partial match retrieval consists of rules, how to order the records in the table \( T \) and of the retrieval algorithm. If arbitrary sets of records are stored in \( T \), it cannot be expected that in each of the \( k \) columns of \( T \) the elements of that column always appear sorted, for example, in ascending order. For example, in a telephone directory the column of names appears in ascending order and can therefore be searched efficiently. The column of numbers, however, may appear in any arbitrary permutation of the ascending order and a linear search has to be done in order to find a given number in a telephone directory.

We will show that, in general, no matter by which rules the records are stored in the table \( T \),
there must be some of the columns of $T$, which can appear in 'many' different permutations of the ascending order. This fact makes it hard to search if one of those keys is specified.

So, by just looking at single columns of $T$, we get a reduction to partial match retrieval from the following one-dimensional problem ('searching semisorted tables' (SST), cf. [1]):

Assume that $n$ elements of some linearly ordered universe are stored in an array $A$. They need not be stored in ascending order but according to some permutation $\pi$ of the ascending order, which means that the $j$th smallest element is stored in $A[\pi(j)]$, $1 \leq j \leq n$. Assume that $p$ such permutations are allowed ($1 \leq p \leq n!$). The problem is to search in $A$, without knowing which one of the $p$ permutations is used.

We want to find a lower bound on the number of comparisons necessary to solve SST as a function of $n$ and $p$. For both extreme values of $p$, SST has obvious optimal solutions:

If $p = 1$, a modified binary search can be done and SST can be solved in $O(\log n)$ steps.

If $p = n!$, i.e., all permutations are allowed, linear search, i.e., $\Omega(n)$ steps are necessary.

The following theorem gives a lower bound for arbitrary values of $p$.

**Theorem 2.** If $n$ elements can be inserted in an array $A$ in $p$ different permutations of the ascending order, then searching requires $\Omega(p^{1/n})$ comparisons.

(A similar theorem was proven concurrently and independently by S. Cook.)

**Proof.** Let $\Pi$ be the set of $p$ permutations and consider a search algorithm for $\Pi$ making at most $s$ comparisons for any search. So it can be represented by a comparison tree of height $s$. Its nodes are labelled with array positions $\ell \in \{1, \ldots, n\}$, the outcomes of a comparison may be $<$, $>$ or $=$ in which case the algorithm stops. The leaves of the tree denote unsuccessful searches. Furthermore, denote by

$$\Pi_{i_1, \ldots, i_k} = \{ \pi \in \Pi \mid \pi(j) = i_j \ \text{for} \ 1 \leq j \leq k \}$$

the set of permutations in $\Pi$ having the initial segment $i_1, \ldots, i_k$. (We allow $k = 0$, i.e., the empty initial segment $\epsilon$, and define $\Pi_\epsilon = \Pi$.) It can be shown that any initial segment of length $k$ of permutations in $\Pi$ can be extended in at most $s$ ways to an initial segment of length $k + 1$.

**Lemma 2.1**

$$\left| \{ \pi(k + 1) | \pi \in \Pi_{i_1, \ldots, i_k} \} \right| \leq s$$

for all $i_1, \ldots, i_k \in \{1, \ldots, n\}$.

**Proof.** Suppose $a_1, \ldots, a_n$ are the elements of the array in ascending order and suppose that they are stored according to any $\pi \in \Pi_{i_1, \ldots, i_k}$.

For reasons of clarity let us first consider the case $k = 0$, i.e., count the number of possibilities for $\pi(1)$, the array location, where the smallest element can be stored. Assume, that a search is performed with an argument $x$, which is smaller than any of the elements in the array. The search will traverse the comparison tree $T$ on its leftmost path, since all outcomes of comparisons will be $<$. Assume that $\ell_1, \ldots, \ell_r$, $r \leq s$, are the labels on that path, i.e., the array locations $x$ is compared with (cf. Fig. 1).

**Claim 2.1.1.** The smallest element $a_1$ of the array must be stored in one of the locations $\ell_1, \ldots, \ell_r$.

**Proof.** Assume otherwise. Then, traversing the tree
Proof of Lemma 2.1 (continued). So there are only \( r \leq s \) possibilities to store the smallest element, i.e., the lemma is proven for \( k = 0 \).

The proof can be generalized to any arbitrary \( k \leq n \): Consider a search with an argument \( x \) such that \( a_k < x < a_{k+1} \). Since the elements \( a_1, \ldots, a_k \) are stored in \( A[i_1], \ldots, A[i_k] \), a comparison \( x \leq A[i] \) has outcome \( ">" \) if \( \{i_1, \ldots, i_k\} \) and outcome \( "<" \) otherwise. This identifies a unique path in the comparison tree and after at most \( s \) comparisons the algorithm will answer that \( x \) is not in the set. Let \( \ell_1, \ldots, \ell_t \) be the labels of the nodes of the above path, i.e., the positions \( x \) is compared with. We claim that

\[
\pi(k + 1) \in \{ \ell_1, \ldots, \ell_t \}.
\]

Assume otherwise. Then the comparisons to \( \ell_1, \ldots, \ell_t \) would have the same outcome if we traverse \( T \) with \( a_{k+1} \) instead of \( x \) so the answer \( "not in the set" \) would be given for \( a_{k+1} \) also, a contradiction to the correctness of our algorithm.

So there are only \( t \leq s \) possibilities to store \( a_{k+1} \) which proves Lemma 2.1. \( \square \)

Proof of Theorem 2 (continued). Clearly there is only one initial segment of length 0. Applying Lemma 2.1 repeatedly yields that there are at most \( s^k \) initial segments of length \( k \), \( 0 \leq k \leq n \). Since \( \Pi \) is the set of all initial segments of length \( n \) we have

\[
p = |\Pi| \leq s^n,
\]

which proves Theorem 2. \( \square \)

Let us return to partial match retrieval. Different sets of records stored in the table \( T \) can be in different \('relative positions'\). A relative position can be characterized, e.g., by the sequence of permutations \( (\pi_2, \ldots, \pi_k) \) in which columns \( 2, \ldots, k \) would appear if the records were sorted by the first key. Because of the independence of the keys there are \( (n!)^{k-1} \) different relative positions possible if we consider all possible sets of \( n \) records.

The 6 possible relative positions in the case, where \( n = 3, \ k = 2 \) and the universe is the set of real numbers, are illustrated in Fig. 2.

Now let us assume that a method allows to store key \( i \ (i = 1, \ldots, k) \) in the table \( T \) in \( p_i \) different permutations of ascending order. In order to be able to store records of all possible relative positions, it must be

\[
p_1 \cdot p_2 \cdot \ldots \cdot p_k \geq (n!)^{k-1}.
\]

This gives us a lower bound for the \( \text{1-key partial match retrieval} \). There must be one \( p_i \) which is \( \geq (n!)^{(k-1)/k} \). By Theorem 2, searching for that key requires \( \Omega((n!)^{(k-1)/k})^{1/n} = \Omega(n^{1-1/k}) \) comparisons. So we have the following theorem.

Theorem 3. If \( n \) records each consisting of \( k \) keys are arranged in an \( n \) by \( k \) table and no other information is retained (other than \( n \) and \( k \)), then \( \Omega(n^{1-1/k}) \) comparisons are necessary, in the worst case, to find a record specified by one of its keys.

4. Conclusion, open problems

The problem of Theorem 2 ('searching semisorted tables') has been investigated in a separate paper [1]. It could be shown that the same lower bound holds for nondeterministic algorithms and for the average number of comparisons. Because of those results, the same holds true for Theorem 3.
The results of this paper could be generalized in different directions:

The authors believe that the lower bound in Theorem 3 not only holds if one of the keys is specified, but for any arbitrary number $j < k$ of keys. They gave a proof idea in [2] but some essential steps are still missing.

There also is the interesting problem of lower and upper bounds in a dynamic environment, i.e., if insertions and deletions are allowed (dictionary problem). What is the complexity of these operations themselves? Recent papers by Frederickson [4,5] give algorithms whose upper bounds nearly match the lower bounds for the static case we prove here:

There is an implicit data structure such that retrieval, if $j$ keys are specified is possible in time $O(n^{1-1/k})$ for most of them (just in one case the time required is $O(n^{1-1/k} \log n)$). Insertion and deletion can be done in time $O(n^{1-1/k+\epsilon})$ for any $\epsilon > 0$.

Another way to generalize our results could be to use a more general model of computation. A first step would be to allow comparisons of two table elements instead of comparing only the key we are searching for with table elements.

An even more general model of computation was introduced by Yao [10]: The computational process consists of probes into the table $T$. The location of the $ith$ probe depends on the search key $x$ and the contents of the locations of the first $i - 1$ probes. This model includes, e.g., hashing.

For the problem of searching semisorted tables (cf. Theorem 2) a reduction of the general model to a more general comparison tree model is possible, but no lower bounds for the problem in the latter model are known, either.
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