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Abstract

Sophisticated reductions are of particular importance for progress in auto-
mated theorem proving. We consider the powerful reduction rule Conteztual
Rewriting in connection with the superposition calculus. If considered in
its most general form the applicability of contextual rewriting is not decid-
able. We develop an instance of contextual rewriting where applicability
becomes decidable while preserving a great deal of its simplification power.
A sophisticated implementation of the rule in SPASS reveals its application
potential. Our contextual rewriting instance is feasible in the sense that it
can be executed on the overall TPTP resulting in a gain of solved problems
and new solutions to a number of problems that could not be solved by
theorem provers so far.
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1 Introduction

In the superposition context, first-order theorem proving with equality deals
with the problem of showing unsatisfiability of a finite set N of clauses. This
problem is well-known to be undecidable, in general. It is semi-decidable in
the sense that superposition is refutationally complete. The superposition
calculus is composed of inference and reduction rules. Inference rules gen-
erate new clauses from N whereas reduction rules delete clauses from N or
transform them into simpler ones while deleting the ancestors. If, in partic-
ular, powerful reduction rules are available, decidability of certain subclasses
of first-order logic can be shown and explored in practice [4, 16, 17, 12, 11].
Hence, sophisticated reductions are of particular importance for progress in
automated theorem proving. In this paper the reduction rule Contextual
Rewriting is considered in combination with the superposition calculus [2].
Contextual rewriting extends rewriting with unit equations to rewriting with
full clauses containing a positive orientable equation. In order to apply such
a clause for rewriting, all other literals of that clause have to be entailed by
the context of the clause to be rewritten and potentially further clauses from
a given clause set N. Hence, the name contextual rewriting.
For a first, simple example consider the two clauses

P() = f(r)~z  S(g(a)),an b P(b) = R(f(a))

where we write clauses in implication form [29]. Now in order to rewrite
R(f(a)) in the second clause to R(a) using the equation f(x) =~ x of the
first clause with matcher 0 = {z — a}, we have to show that P(x)o holds
in the context of the second clause S(g(a)),a =~ b, P(b), i.e., = S(g(a)),a =~
b, P(b) — P(xz)o. This obviously holds, so we can replace S(g(a)),a =~
b, P(b) = R(f(a)) by S(g(a)),a ~ b, P(b) — R(a) via a contextual rewriting
application of P(z) — f(z) =~ =.
More general, contextual rewriting is the following rule:



D=T) > A,s~t C = (Ty — Ay)[u[so] = v]
ry — AI; st
(Ty — Ay)[ulto] =~ v]

R

where (I'y — Ay)[u[so] & v] expresses that u[so| &~ v is an atom occurring in
[’y or Ay and u contains the subterm so. Contextual rewriting reduces the
subterm so of u to to if, among ordering restrictions, the following conditions
are satisfied

Ne =Ty — Afor all Ain o
Ne = A — Ay forall Ain Ajo

where N is the current clause set, C, D € N, and N¢ denotes the set of
clauses from N smaller than C with respect to a reduction ordering <, total
on ground terms. Reduction rules are labeled with an R and are meant to
replace the clauses above the bar by the clauses below the bar. Both side
conditions are undecidable, in general. Therefore, in order to make the rule
applicable in practice, it must be instantiated such that eventually these two
conditions become effective. This is the topic of this paper.

For a more sophisticated, further motivating example, consider the follow-
ing clause set. It can be finitely saturated using contextual rewriting but not
solely with less sophisticated reduction mechanisms such as unit rewriting or
subsumption.

Let 7, g, r, f be functions, a, b be constants and xq, x5, x3, x4, y; be
variables and let r > f > ¢ > ¢ > b > a > nil using the KBO with weight 1
for all function symbols and variables.

I: —  q(nil) ~
2: i(r1) = b,q(yn) = b — q(r(z,p)) = b
3: i(x1) = b,q(yn) = b — q(f(z1,11)) =a
4: i(x1) = b,q(y)) = byi(xs) b —

r(zs, flz,m) = flar(zs, g)
5: i(xy) = byi(xs) = bi(za) = b,q(y1) = bb~a —

yi =~ nil, q(f(z1, f(2o,7(23,91)))) = b
If we apply superposition right between clause 4 and clause 5 on the term

q(f(x1, f(ze,r(x3,91)))) we obtain the clause
6: i(w1) ~ b,i(w3) ~ b,i(x2) = b,i(xg) = b,q(y1) =~ b, q(f(xs,y1)) = b,b~a —
fra,y1) =~ nil, q(f (21, f(zo, f(2a,7(23,91))))) = b
which is larger (both in the ordering and the number of symbols) than
clause 5. Applying superposition between clause 4 and clause 6 yields an even
larger clause. Repeating the superposition inference between clause 4 and



these clauses creates larger and larger clauses. All those clauses cannot be
simplified by unit rewriting and are not redundant with respect to subsump-
tion [29]. Hence, the exhaustive application of the superposition calculus
does not terminate on this clause set. Furthermore, none of the reductions
which have been implemented so far in SPASS and in any other system we
are aware of, can reduce clause 5. However, with contextual rewriting we can
reduce clause 5 using clause 3 to

Toi(z) & byi(xs) = bi(z2) = b,q(yh) = bbx~a— y = nil,a = b.

Clause 7 is a tautology and can be reduced to true. Then the set is
saturated since no further superposition inference is possible. In order to
apply contextual rewriting to clause 5 using clause 3 we have to verify the
side conditions

Neo Ei(xy) = byi(xs) = bi(xs) = b,q(yy) ®b,b~a—i(r)) ~b
and

Ne¢ = i(xy) = b,i(z3) ~ b,i(xs) = b,q(yr) ~ b, b~ a—
Q(f(l‘g,’r(l'g, yl))) ~ b

The first condition holds trivially and the latter follows from clause 3
and clause 2 which are both smaller than clause 5. For more details see
Section 4.2. This example already shows that the class of clause sets that
can be finitely saturated with contextual rewriting is strictly larger than the
class of clause sets that can be finitely saturated by unit rewriting, non-unit
rewriting or local contextual rewriting [29, 30].

Contextual rewriting was first implemented in the SATURATE system [20,
13] but never matured. It turned out to be very useful for a bunch of exam-
ples, but the rule has to be turned off in general, because often the provers
does not return in reasonable time from even a single contextual rewriting
application test. This is partly due to a straight forward naive implementa-
tion, compared to the techniques presented in our paper, and a more general
setting where the ordering constraints of the rule are not a priori calculated
but inherited through ordering constraints.

In this work we present an instance of contextual rewriting that is useful,
e.g., it reduces the above clause set, its application is decidable and it is also
feasible in practice. We tested our implementation on all problems of the
TPTP library version 3.2.0 [27]. Compared to our first implementation of
the rule [32] the results of this paper lead to a performance where we win
significantly more problems on the overall TPTP than we lose while keeping



the positive results on hard problems. In particular, we solve 6 problems
from the TPTP that no other reported system could solve before. The gained
performance is due to a tight incorporation of contextual rewriting with unit
and non-unit rewriting and a new caching technique (Chapter 3).

The paper is now organized as follows. In Section 2 we develop our
instance of contextual rewriting and present its implementation in SPASS in
Section 3. The final section, Section 4, discusses experimental results, both
on the TPTP and on the above example.



2 Contextual Rewriting

We consider first-order logic with equality using notation from [29]. We write
clauses in the form I' — A where I and A are multi-sets of atoms. The atoms
of I denote negative literals while the atoms of A denote the positive literals.
A substitution ¢ is a mapping from the set of variables to the set of terms
such that xo # x for only finitely many variables x. The reduction rules, in
particular the contextual rewriting rule, are defined with respect to a well-
founded reduction ordering < on terms that is total on ground terms. This
ordering is then lifted to literals and clauses in the usual way [29]. A term
s is called strictly mazimal in I' — A if there is no different occurrence of a
term in I' — A that is greater or equal than s with respect to <.

Contextual rewriting is a sophisticated reduction rule originally intro-
duced in [2] that generalizes unit rewriting and non-unit rewriting [29]. It is
an instance of the standard redundancy notion of superposition. A clause C
is called redundant in a clause set N if there exist clauses C,....C, € N
with C; < C for i € {1,...,n}, written C; € N¢, such that Cy,...,C, E C.
The clause C' is implied by smaller clauses from /N. This condition can actu-
ally be refined to grounding substitutions: C' is redundant if for all grounding
substitutions o for C' there are ground instances C;o; of clauses C; € N such
that C;o; < Co, written C;o; € N¢,, and Cyo4,...,Cho, = Co. Reduction
rules are marked with an R and their application replaces the clauses above
the bar with the clauses below the bar.

Definition 1 (Contextual Rewriting [2]) Let N be a clause set, C, D €
N, o be a substitution then the reductions

D=T,—A,s~t C =Ty, u[so] = v — Ay
Fl—)Al,S%t
C'=Tyulto] = v — Ay

R




D=T; > A;,s~t C =Ty — Ay, ulso] = v
F1—>A1,S’R‘Jt
C'=Ty — Ay, ufto] = v

R

where the following conditions are satisfied
1. so = to
2. C > Do
3. Ne ETy — A forall A inTio
4. Noc EA— Ay forall Ain Ao
are called contextual rewriting.

Due to condition 1-1 and condition 1-2 we have C' < C' and Do < C.
Then from condition 1-3 and condition 1-4 we obtain that there exist clauses
Ci,...,C, € N¢ and C,...,C,,C' Do = C. Therefore, the clause C is
redundant in N U {C"} and can be eliminated. The rule is an instance of the
abstract superposition redundancy notion.

The side conditions 1-3 and 1-4 having both the form No =T — A are
undecidable, in general. There are two obstacles deciding the side conditions
Ne E T — A. First, there are infinitely possible grounding substitutions
o' for the clauses I' = A and C. Second, even for a given o' there may be
infinitely many ground substitutions § with C;0 < Co’, C; € N, e.g., if <
is the lexicographic path ordering (LPO). Therefore, in order to effectively
decide the side conditions, in the following we will fix one ¢’ and restrict the
number of considered substitutions 0 to a finite number yielding a decidable
instance of contextual rewriting.

First, N¢ = — A is equivalent to Nc U{3zy,...,2,~([ - A)} = L
where the x; are the variables of I' — A. The existential quantifier can be
eliminated by Skolemization yielding a Skolem substitution 7 that maps any
x; to a new Skolem constant. Consequently, setting ¢’ to 7 yields the instance
N¢ = (I' = A)7, where (I' = A)7 is ground. Still there may exist infinitely
many 0 with C;0 < Ct, C; € N. Furthermore, Ct may still contain variables
as the literal u[so] &~ v of C may contain variables that do not occur in I'y,
As.

Therefore, we restrict ¢ to those grounding substitutions that map vari-
ables to terms only occurring in C'7 or Dot where we additionally assume
that 7 is also grounding for C' and Do, i.e., it maps any variable occurring
in C' or Do to an arbitrary fresh Skolem constant. Let N277 be the set of all
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ground instances of clauses from N smaller than C't obtained by instantiation
with ground terms from Do7,C7. Then N2°T is finite and NJ°™ C N, .
Consequently, N2°7 |= (I' — A)7 is a sufficient ground approximation of
Ne¢ E T — A. Even though this is a decidable approximation of the orig-
inal problem the set N2 is exponentially larger than N, in general. In
particular, the set typically already gets so large that an instantiation based
theorem proving approach does not work out deciding N2°™ = (I' — A)r.
For example, the rewriting step from the example in the introduction con-
tains already more than 20 different ground terms out of the clause
i(c1) & b,i(c3) & b,i(ce) = b,i(cs) = b,q(cs) =~ b,q(f(cs,c5)) =b,bx~a —
f((34, (35) ~ nil, q(f(cla f(CQa f((34,’l“((33, 65))))) ~b

where the ¢; are the freshly introduced Skolem constants. Recall that N is
not the input clause set but the set of all clauses generated in the course
of a saturation and can thus consists of several (hundred) thousand clauses.
The side condition NJ°7 is typically tested several 10 thousand times for
a problem with potential contextual rewriting applications, even with re-
spect to the refinements that we will introduce in the sequel. Therefore, we
represent N2 implicitly by approximating N2 = (I — A)7 by the appli-
cation of a recursively defined redundancy redundancy called ground subterm
redundant. A clause is ground subterm redundant, if it can be reduced to
true by the reduction rules tautology reduction, forward subsumption, obvious
reduction and a particular instance of contextual rewriting called recursive
contextual ground rewriting defined below. Tautology reduction reduces syn-
tactic and semantic tautologies to true whereas forward subsumption reduces
subsumed clauses to true. Obvious reduction eliminates trivial literals [29].
Ground subterm redundancy is shown in Algorithm 1 and explained in detail
in the next Chapter 3.

Ground subterm redundancy only applies to ground clauses. Therefore,
the following definition introduces an instance of contextual rewriting only
working on ground clauses. Further, it adapts contextual rewriting such
that it implicitly only considers clauses from NZ°7. This is in particular
guaranteed by condition 2-3 below that limits the clauses used for reductions
to so called universally reductive clauses.

Definition 2 (Recursive Contextual Ground Rewriting) If N is a clause
set, D € N, C'" ground, o a substitution then the reductions

D=T,—=A,s~t C' =Ty, ulso] v — Ay
Fl —)Al,S%t
Dy, ufto] ~ v — A,

R
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D=T,—>A;,s~t C'=T5 — Ay, ulso] = v
Iy —>A1,S’R‘Jt
[y = Ay, ufto] = v

R

where the following conditions are satisfied
1. so is a strictly mazximal term in Do

2. ulso] = v = so xto

ce

vars(s) = vars(D)

4. (Ty — A) is ground subterm redundant for all A in T'yo

S

. (A — Ay) is ground subterm redundant for all A in Ao

are called recursive contextual ground rewriting.

Condition 2-1 and condition 2-2 ensure the ordering restrictions required
by contextual rewriting. Condition 2-3 implies that Do is ground. A clause
D meeting condition 2-1 and condition 2-3 is called strongly universally reduc-
tive. Condition 2-4 and condition 2-5 recursively apply the ground subterm
redundancy criterion.

The ground subterm redundancy criterion is terminating since C"' is re-
duced to a smaller ground clause. As a consequence, also the ground sub-
term redundancy procedure (Algorithm 1) is terminating. Eventually, our
top level instance of contextual rewriting, the subterm contextual rewriting
rule, becomes the below rule.

Definition 3 (Subterm Contextual Rewriting) Let N be a clause set,
C,D e N, o be a substitution then the reductions

D=T,—A,s~t C =Ty, u[so] v — A,y

R
F1—>A1,S’R‘Jt
Dy, ufto] ~ v — Ay
R D=T,—A,s~t C =Ty — Ay, ulso] = v

ry — AI; st
[y — Ay, ufto] = v

where the following conditions are satisfied



1. so = to

2. C'> Do

3. T maps all variables from C, Do to fresh Skolem constants
4. (Ty = A)7 is ground subterm redundant for all A in T'io
5. (A — Ay)7 is ground subterm redundant for all A in Ao

are called subterm contextual rewriting.

Note that unit rewriting and non-unit rewriting [29] are also instances of
the subterm contextual rewriting rule. Note further that the conditions for
the subterm contextual rewriting rule are weaker compared to the recursive
contextual ground rewriting rule: the right premise needs not to be ground
and the equation s &~ t needs not to be maximal in the first premise. Subterm
contextual rewriting uses recursive contextual ground rewriting to effectively
decide the side conditions.

In addition to the rewriting style, where subterms are replaced by simpler
ones, the general idea of contextual rewriting can also be used to actually
eliminate literals, resulting in a generalization of matching replacement res-
olution [29]. This variant then also uses negative literals for reductions.

Definition 4 (Subterm Contextual Literal Elimination) Let N be a
clause set, C, D € N, o be a substitution then the reductions

D=1, —>A,s~t C=Tyyu~v—A,

R
F1—>A1,S’R‘Jt
F2—>A2
R D:F1,S%t—>A1 C:FQ%AQ,UZU

F1—>A1,S’R‘Jt
F2—>A2

where the following conditions are satisfied

1. so =u andtoc =v
2. C > Do

3. T maps all variables from C, Do to fresh Skolem constants

10



4. (Ty = A)7 is ground subterm redundant for all A in Tio
5. (A — Ay)7 is ground subterm redundant for all A in Ao

are called subterm contextual rewriting.

11



3 Implementation

The implementation of SPAsS [29] focuses on a sophisticated reduction ma-
chinery. The SpPAsSS main loop operates on two clause sets: WorkedOff and
Usable. The WorkedOff set contains the clauses which have been processed
and the Usable set contains the clauses which have to be considered for
further inferences. When SPASs is started WorkedOff is empty and Usable
contains all input clauses. Then in each iteration of the main loop SPASS
chooses one clause C from Usable and moves it to WorkedOff. Then it com-
putes all inferences of C' with clauses of WorkedOff. Each inferenced clause
(" is then fully interreduced using clauses of WorkedOff U Usable. This pro-
cess is called forward reduction. After that it reduces all clauses of Worked Off
and Usable by using C’ which is called backward reduction. After having per-
formed forward reduction and backward reduction, the clause sets Worked Off
and Usable are fully interreduced with respect to C'. This is the well-known
Otter loop that considers all clauses for reduction in contrast to a more lazy
approach only considering WorkedOff clauses, called Discount loop.

The integration of contextual rewriting into the SPASS main loop consists
of two steps. First, the search for appropriate contextual rewrite application
candidates. This is analogous to the case of unit rewriting and non-unit
rewriting. Finding appropriate rewrite candidates is realized in SPASS via
substitution trees [29, 15]. The following shows the non-unit rewriting rule.

NON-UNIT REWRITING

D=T,—A,s~t C =Ty, u[so]~v— Ay

R Fl—)Al,S%t
C" =Ty ulto] v — Ay
R D=T,—A,s~t C =Ty = Ay, u[so] = v

ry — Al,S ~t
C" =Ty = Ay, ufto] = v

12



where (i) s > t and (ii) ['yo C T'y, Ajo C Ay

In order to rewrite a clause C' the implementation of unit and non-unit
rewriting tries to reduce each subterm so of C. Therefore, for each subterm
so the procedure queries the substitution tree whether there exist a candidate
term s. If there exists such a term then the substitution tree returns s
together with the matcher 0. After retrieving the clause D of which term s
is a subterm, the requirements (i) and (ii) are verified. If they are fulfilled
then C' is rewritten else the implementation queries the substitution tree for
the next candidate term. The retrieval is realized in an iterative way because
the first hit is actually already used for reduction.

The second step for integrating contextual rewriting into SPASS is to check
the side conditions that require an effective implementation of the ground
subterm redundancy check. First of all, it is too costly to explicitly compute
the Skolem substitution 7 for each clause (I' = A)7 subject to the ground
subterm redundancy criterion. Applying 7 explicitly requires to allocate
memory for the new constants, the resulting terms and the new clause and it
requires additional computations to build the clause. Because of the recursive
structure of the redundancy criterion this is not feasible. Therefore, our
solution is to simply treat variables as constants in the implementation of
the redundancy criterion.

In SpPAss constants are function objects of arity zero. If the implemen-
tation of subterm contextual rewriting replaced the variables of the clause
[' — A explicitly by fresh constants, then it would create for each variable
a function object and insert it into the precedence with lowest precedence.
Therefore, the term symbols of the new constants are ordered to each other
as well as to the other term symbols. On the other hand variables are repre-
sented as integers in SPASS which implicitly orders them. Whenever we con-
sider variables to be constants we assume them to have a lower precedence
than any other non-variable symbol of the signature. As a consequence, if
we adapt the ordering modules (KBO, RPOS) such that they treat variables
in the above way, then our approach has the same properties with respect to
ordering computation as creating constants explicitly.

If variables are interpreted as constants the standard procedure of SPASS
for finding appropriate rewrite candidates remains unchanged. Let ¢ be a
term, u a constant, x a variable and I the term index containing all terms
occurring in the clause set N. A generalization for the term t¢[u] is a tuple
(t',0'), such that t[t'c’] = t[u] where t' is a term and ¢’ is a substitution.
The lookup function for the retrieval of generalizations in the index [ will
return the same terms for ¢[x] as for ¢[u]. In more detail, this means that
for all generalizations (t1,07) of t[u] in I there is a generalization (ty,09) of

13



GROUNDSUBTERMREDUNDANT(CLAUSE C, CLAUSE SET N);
Rewnritten="True;

while Rewritten do

Rewritten=Fualse;

if ISEMPTY(C) then return False;

if IsTAUTOLOGY(C) then return True ;

if FORWARDSUBSUMPTION(C, N) then return True;

if OBVIOUSREDUCTION(C) then Rewritten=True;

if RECURSIVECONTEXTUALGROUNDREWRITING(C, N) then

Rewritten="True ;

© 00 N O oA W N =

10 end
11 return False

Algorithm 1: GROUNDSUBTERMREDUNDANT

tlz] in I with ¢; =ty and o, is equal to oy where all occurrences of u in the
co-domain of o; are replaced by x. Consequently, the lookup for appropriate
rewrite candidates is independent of the interpretation of the variables.

In the following we present the implementation of the ground subterm
redundancy check and verify that it works exactly like an implementation
that creates Skolem constants explicitly.

The implementation is depicted in Algorithm 1 and uses tautology check,
forward subsumption and obvious reductions from the reduction procedure
of SpAss. These are the procedures implemented in SPASS except that they
work with respect to the modified ordering procedures that interpret variables
as constants. As explained above the retrieval of candidate terms of forward
subsumption remains unchanged.

Algorithm 1 expects as input a clause C' and a clause set N and reduces
C with respect to NV in the main loop. The reductions performed on clause
C' in Algorithm 2 change C destructively. ISEMPTY(C) checks whether the
given clause is the empty clause. ISTAUTOLOGY(C) checks if = C. This is
realized via a congruence closure algorithm testing whether a positive literal
is implied by the negative literals.

FORWARDSUBSUMPTION(C, N) checks whether C is already subsumed by
clauses from N.

F1—>A1 FQ—)AQ
F1—>A1

R

where I'y C I's and A} C As.

14



[y

RECURSIVECONTEXTUALGROUNDREWRITING(CLAUSE Clulu'] = v],
CLAUSE SET N);

2 G = generalspyp(N,u');

3 foreach (s,0) € G do

4 Lits = LITERALSCONTAININGTERM($);

5 foreach (s = t) € Lits s.t. so > to do

6 D = LITERALOWNINGCLAUSE(S & t);

7 if (vars(s) D wvars(D) A

8 ulso| v > soxto A

9 so strictly mazimal term in Do A

10 VA € Ante(Do) GROUNDSUBTERMREDUNDANT(I — A) A

11 VA € Succ(Do) GROUNDSUBTERMREDUNDANT(A — A))
then

12 | return Clufto] ~ v];

13 end

14 end

15 end

Algorithm 2: RECURSIVECONTEXTUALGROUNDREWRITING

OBVIOUSREDUCTION(C) implements the following rules

[ A s~t, st
R

' = As~t
and
Ns~t,s~t— A
s~t— A
and
' > Attt
R r—A
and A
Ntx~t—
A —
r - A
and
Faxxt A
DEREIT 2 i 4 ¢ (TUA)

= A
Further details can be found in the SpAss Handbook [31].

15



RECURSIVECONTEXTUALGROUNDREWRITING(C, N), depicted in Al-
gorithm 2, implements recursive contextual ground rewriting. The variables
occurring in C' are interpreted as constants in the sense explained above.
The call to generalspr(N,u') (line 2) returns the set of generalizations G
from N of ' and the respective matcher o. Then the procedure computes
for each of the generalizations the literals and the clauses where they occur.
The candidate clauses are then checked for the non-recursive side condi-
tions of contextual rewriting. Because of the conditions vars(s) = vars(D)
(line 7) and so is strictly maximal term in Do (line 8) the rewrite clause D is
strongly universally reductive. This means that ¢ has all variables of D in its
domain. The substitution o replaces all variables of D by terms occurring in
C. Therefore, Do contains only variables occurring in C' which we assume to
be constants. As a consequence, this procedure neither introduces any new
Skolem constants nor does it change the precedence of them. Therefore, the
ordering check (line 8) is implemented using the above-explained, modified
ordering modules treating variables as constants. Additionally, building the
subproblems (line 10  line 11) does also not change the Skolem constants nor
introduce new ones. For each of these subproblems RECURSIVECONTEXTU-
ALGROUNDREWRITING recursively calls GROUNDSUBTERMREDUNDANT.

Interpreting variables as Skolem constants during the recursive applica-
tion of GROUNDSUBTERMREDUNDANT results exactly in the same behavior
where explicitly new constant objects are introduced, but saves time and
memory.

The implementation of subterm contextual rewriting and subterm con-
textual literal elimination is analogous to the implementation of recursive
contextual ground rewriting. The difference is that the input clause C' is not
interpreted to be ground and the local side conditions (line 7 - line 9) are
changed with respect to the definition of subterm contextual rewriting and
subterm contextual literal elimination, respectively.

Algorithm 3 depicts the forward reduction procedure of SPASS where
subterm contextual rewriting is integrated. Note that the input clause C' is
destructively changed during the reductions.

3.1 Integration of Unit and Non-Unit Rewrit-
ing
Our first major improvement over [32] is the integration of unit and non-

unit rewriting into subterm contextual rewriting. Considering the old Al-
gorithm 3 standard rewriting (line 8), namely unit and non-unit rewriting,

16



FORWARDREDUCTION(CLAUSE C, CLAUSE SET N);
Rewritten=True;

while Rewritten do

Rewritten=Fualse;

if [sSTAuTOLOGY(C) then return True;

if OBVIOUSREDUCTION(C) then Rewritten=True;
if FORWARDSUBSUMPTION(C, N) then return True;
if REWRITING(C, N) then Rewritten = True;

if SUBTERMCONTEXTUALREWRTING(C, N) then
Rewritten=True;

10 end

11 return (C)
Algorithm 3: FORWARDREDUCTION

© 00 N O oA W N =

was implemented independently from contextual rewriting (line 9) in the first
implementation [32]. As a result our previous implementation searches the
index structure for finding appropriate standard rewriting candidates and
then searches the index again for finding candidates for contextual rewriting.
In order to save queries to the index and side condition checks we nested stan-
dard rewriting into contextual rewriting resulting in the procedure depicted
in Algorithm 4.

The procedure ISUNIT (line 7) checks if the clause given as argument
is a unit. If both C' and Do are unit clauses then C' can be rewritten.
SUBSUMESBASIC checkes if the literals of C' except literal u[u'] &~ v subsume
all literals of Do except literal so & to. Analogously, we extended recursive
contextual ground rewriting by unit and non-unit rewriting.

The integration of unit and non-unit rewriting into contextual rewriting
potentially changes the proof search strategy because clauses are reduced in
different order. Concerning Algorithm 3 rewriting (line 8) is performed on
an input clause C' before subterm contextual rewriting. The procedure im-
plementing rewriting reduces the clause C' using all clauses of N. When no
further reduction with rewriting is possible then subterm contextual rewrit-
ing reduces C' using N. After integrating standard rewriting into subterm
contextual rewriting this is done in parallel. The clause set /N is processed
only once. Each time a candidate clause is retrieved the procedure checks if
standard rewriting is possible. If it is not possible then it immediately checks
whether contextual rewriting is possible. This potentially changes the proof
search strategy, because the clauses are reduced in a different order.
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SUBTERMCONTEXTUALREWRITING(CLAUSE Clulu'] & v],
CLAUSE SET N);

[y

G = generalspr(N,u');
foreach (s,0) € G do
Lits = LITERALSCONTAININGTERM($);
foreach (s = t) € Lits s.t. so > to do
D = LITERALOWNINGCLAUSE(S & t);
if (IsUNIT(C) A IsUNIT(D0o)) then return Clulto] = v];
else if SuBsuMEsBAsIC(C, Do) then return Clulto] = v];
else if (u[so| = v = so = to A

so strictly mazimal term in Do A

VA € Ante(Do)

GROUNDSUBTERMREDUNDANT(I" — A) A

12 VA € Suce(Do)
GROUNDSUBTERMREDUNDANT(A — A))

© 0 N O gk N

=
- O

then
13 | return Cfluto] = v];
14 end
15 end

16 end

Algorithm 4: SUBTERMCONTEXTUALREWRITING

3.2 Fault Caching

Testing a term whether it can be rewritten using contextual rewriting might
cause to perform many procedure calls because of the mutual recursive struc-
ture of the side conditions. Memorizing terms that have been identified not
to be reducible saves a lot of computation.

The cache itself is realized via a term indexing structure because this
provides all the functionality for storing and querying terms that we need.
Furthermore, SPASs already provides this data structure via substitution
trees as explained above. Substitution trees return for a query term a gen-
eralization together with the respective substitution. Let ¢ be a term we
want to check whether it is already in the fault cache. If the substitution
tree returns a term t' and a substitution o then t'o = t. If ¢ only substi-
tutes variables of ¢ by variables then t is not subterm ground redundant if
we consider the same context.

We modified the implementation of recursive contextual ground rewriting
such that each time a term is considered for rewriting the algorithm first
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queries the cache. If the term is in the cache then this term is not considered
for rewriting. If it is not in the cache and neither standard rewriting nor
subterm contextual rewriting was possible then the algorithm inserts it into
the cache. Once a term was included in the cache it remains there. We use a
global cache for the implementation in order to avoid as much computation
as possible.

This is an approximation because a term that is not reducible in the con-
text of one clause might be reducible in the context of another clause. Fur-
ther, for checking whether a term is in the fault cache, the implementation
considers terms that are generalizations with respect to variable mappings.
Because variables are interpreted as constants the cache might reject terms
that are reducible with another ordering of the variables. Remember that
variables are interpreted as Skolem constants. The fault cache is also com-
patible with splitting. If a term is inserted into the cache in a split branch
that is not valid anymore, it does not produce wrong results because we have
a purely negative cache which only excludes terms that could be possibly
rewritten. As a consequence, we lose possible applications of a contextual
rewriting step. If we also stored terms that can be reduced, this approach
would not work because if a term could be identified to be reducible in a split
branch then this term does not have to be reducible in another branch. In
this case we need to cache clauses and have to consider backtracking updates
by the splitting. Similarly, if a term is reducible in the context of one clause
with contextual rewriting, this does not have to be the case in the context of
another clause. However, the below results show that this heuristic performs
well on practical instances.
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4 Results

4.1 Results on the TPTP

In this chapter we evaluate the implementations of contextual rewriting in
SPASS, presented in the last chapter, by comparing it to the current standard
configuration of SPASS.

As test samples we used the TPTP 3.2.0 [27] which is a library consisting
of 8984 problems for testing automated theorem proving systems. As refer-
ence we run SPASS version 3.1 that is version 3.0 extended by some bug fixes
with default configuration. For the sample runs we integrated contextual
rewriting and the respective improvements in this version of SpAss. All sam-
ple runs were performed with SPASS options set to -RFRew=/ -RBRew=3
-RTaut=2. This means that both subterm contextual rewriting and subterm
contextual literal elimination are activated for forward rewriting, subterm
contextual rewriting is activated for backward reductions and semantic tau-
tology checks are activated. The hardware setup consisted of Opteron nodes
running at speed of 2.4 GHz equipped with 4 GB RAM for each node. For
the sample run as well as for the reference run we set a time limit of 300
seconds for each problem.

The problems of the TPTP are ranked from 0.00 to 1.00 indicating their
difficulty. Basically, the value expresses how many of the current existing
provers were able to solve a particular problem. This means that problems
with rating 1.00 have not been solved by any prover so far. For further details
we refer to [28]. We compare SPASS containing our new improvements to the
original SPASS with respect to the different rankings of problems. All proofs
that SpAss with contextual rewriting could find additionally were checked
by the SPASS proof checker.

The results of running SPASS containing our first implementation of con-
textual rewriting are depicted in Table 4.1. This version found 85 additional
proofs and lost 143 proofs compared to the run without contextual rewriting
if we consider all problems. If we consider problems with rank greater then
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0.65 then Table 4.1 shows that contextual rewriting solves more problems
than it loses. The higher the rank the better are the results of contextual
rewriting compared to the reference version. If we consider problems with
threshold greater than 0.9, SPASS with contextual rewriting found 21 addi-
tional proofs and lost none. It even could solve five additional problems.

‘ threshold ‘ lost ‘ won ‘
0.00 143 85
0.50 80 69
0.65 48 61
0.80 3 42
0.90 0 21
1.00 0 5)

Table 4.1: Contextual rewriting, 300 seconds time limit

First we did not understand why contextual rewriting lost so many easy
problems. Then by inspecting some of the lost problems we could identify two
reasons. First, the actual proof found by the standard version of SPASS got
lost through a contextual rewriting application. Second, a call to a contextual
rewriting procedure took so long that SpAss did not finish within the time
limit although the reference run terminated within milliseconds. Therefore,
we improved our implementation of contextual rewriting according to the
lines of Chapter 3.

4.1.1 Integrated Unit and Non-Unit Rewriting

The integration of unit and non-unit rewriting into the implementation of
contextual rewriting improved the results significantly. Although more prob-
lems were lost than before more could be additionally solved. This improve-
ment narrowed the gap between solved and lost problems. Table 4.2 depicts
the results.

Considering all problems the version with integrated unit and non-unit
rewriting found 152 additional proofs and lost 119. It still solves hard prob-
lems whereas it is able to solve more easy once.

4.1.2 Fault Caching

After additionally integrating the fault cache in the contextual rewriting
procedure the results further improved as Table 4.3 depicts. SPASS found 132
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‘ threshold ‘ lost ‘ won ‘

0.0 152 119
0.5 88 71
0.65 51 62
0.8 4 36
0.9 0 20
1.0 0 Y

Table 4.2: Integrated Unit and Non-Unit Rewriting, 300 seconds time limit

additional problems whereas it only lost 67. This implementation improved
much on the easy problems but could solve new difficult problems, too. Even
one additional problem that has not been solved before.

‘ threshold ‘ lost ‘ won ‘
0.0 67 132
0.5 43 81
0.65 23 71
0.8 3 40
0.9 0 22
1.0 0 6

Table 4.3: Contextual Rewriting with Caching, 300 seconds time limit

The following table compares SPASS with contextual rewriting and all
improvements with a time limit of 900 seconds to the reference run. We see
that almost half of the 67 lost problems could be regained by increasing the
time limit.

The six new problems that we could solve are all from the software model
checking category of the TPTP. The problems are: SWC308+1, SWC329+1,
SWC345+1, SWC342+1, SWC261+1, SWC335+1. This is not a surprise
as contextual rewriting can for example employ conditional access function
definitions for reduction. For example, a list element access function that
first checks for emptiness is perfectly matched by our subterm contextual
rewriting rule.

It was a surprise to us that the implementation of contextual rewriting
did not improve on satisfiable problems. In the first implementation we even
lost seven problems and did not terminate on problems where the reference
version did. After the integration of unit and non-unit rewriting we even
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‘ threshold ‘ lost ‘ won ‘

0.0 38 190
0.5 23 99
0.65 7 83
0.8 3 40
0.9 0 22
1.0 0 6

Table 4.4: Contextual Rewriting with Caching, 900 sec run time

lost, eight problems. But also for satisfiability problems it turned out that
the fault cache is useful because the version containing the fault cache only
lost one problem. Running the version with caching and a time limit of 900
seconds still lost this particular problem but additionally terminated on three
problems. We are wondering about that phenomenon because contextual
rewriting is capable to increase the number of problems where SPASS can
terminate on. An example for such a problem is the introductory example
which is shown in more detail in the next section. The TPTP version 3.2.0
does not contain such problems.

4.2 Application to the Example from the In-
troduction

In this part we depict the application of approximated recursive contextual
rewriting on the introductory example in detail. Therewith, we show that
superposition together with our instance of contextual rewriting terminates
on this example. SPASS with contextual rewriting is able to saturate the
clause set from section 1 whereas SPASS without contextual rewriting is not.
Recall that we can reduce clause 5 with clause 3 using contextual rewriting
if the side conditions are fulfilled. The ground clauses

8 :i(xy) = byi(r3) = b,i(xe) = b,q(y1) =b,b~a—i(r))~b

9:i(zy) = b,i(x3) = bi(xe) = b,q(y1) = b,bra— q(f(xe,r(xs3,11))) &b
must be entailed by clauses from Ng. Clause 8 is a tautology whereas clause 9
can be rewritten with clause 3 to

10: i(z1) &~ b,i(x3) = b,i(x2) = b,q(yy) ®bax~b—a=x~b
using contextual rewriting if in addition the clauses

11: i(xy) = b,i(x3) =~ b,i(x2) = b,q(y;) =~ b,a~b— i(xy) = b

12:i(xq) = b,i(x3) &~ b,i(xe) =~ b,q(y1) ~ b,a =~ b — q(r(zs,y1)))) = b
are also entailed by clauses from No. Clause 11 is a syntactic tautology and
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clause 12 is subsumed by clause 2.
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5 Summary

In summary, contextual rewriting is costly but it helps solving difficult prob-
lems. Our current implementation improves significantly over our first sug-
gestion [32]. It actually gains more problems than it loses and is able to
solve many difficult problems. The SPASS version described in this paper
and used for the experiments can be obtained from the SPASS homepage
(http://spass-prover.org/) following the prototype link.
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