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        T.-P. Nguyen, S. Razniewski, and G. Weikum
    

        “Multi-Cultural Commonsense Knowledge Distillation,” 2024. [Online]. Available: https://arxiv.org/abs/2402.10689.
    
moreAbstract
Despite recent progress, large language models (LLMs) still face the
challenge of appropriately reacting to the intricacies of social and cultural
conventions. This paper presents MANGO, a methodology for distilling
high-accuracy, high-recall assertions of cultural knowledge. We judiciously and
iteratively prompt LLMs for this purpose from two entry points, concepts and
cultures. Outputs are consolidated via clustering and generative summarization.
Running the MANGO method with GPT-3.5 as underlying LLM yields 167K
high-accuracy assertions for 30K concepts and 11K cultures, surpassing prior
resources by a large margin. For extrinsic evaluation, we explore augmenting
dialogue systems with cultural knowledge assertions. We find that adding
knowledge from MANGO improves the overall quality, specificity, and cultural
sensitivity of dialogue responses, as judged by human annotators. Data and code
are available for download.
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        H. Arnaout and S. Razniewski
    

        “Can Large Language Models Generate Salient Negative Statements?,” 2023. [Online]. Available: https://arxiv.org/abs/2305.16755.
    
moreAbstract
We examine the ability of large language models (LLMs) to generate salient
(interesting) negative statements about real-world entities; an emerging
research topic of the last few years. We probe the LLMs using zero- and k-shot
unconstrained probes, and compare with traditional methods for negation
generation, i.e., pattern-based textual extractions and knowledge-graph-based
inferences, as well as crowdsourced gold statements. We measure the correctness
and salience of the generated lists about subjects from different domains. Our
evaluation shows that guided probes do in fact improve the quality of generated
negatives, compared to the zero-shot variant. Nevertheless, using both prompts,
LLMs still struggle with the notion of factuality of negatives, frequently
generating many ambiguous statements, or statements with negative keywords but
a positive meaning.



BibTeX
@online{Arnaout2305.16755,
TITLE = {Can Large Language Models Generate Salient Negative Statements?},
AUTHOR = {Arnaout, Hiba and Razniewski, Simon},
LANGUAGE = {eng},
URL = {https://arxiv.org/abs/2305.16755},
EPRINT = {2305.16755},
EPRINTTYPE = {arXiv},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
ABSTRACT = {We examine the ability of large language models (LLMs) to generate salient<br>(interesting) negative statements about real-world entities; an emerging<br>research topic of the last few years. We probe the LLMs using zero- and k-shot<br>unconstrained probes, and compare with traditional methods for negation<br>generation, i.e., pattern-based textual extractions and knowledge-graph-based<br>inferences, as well as crowdsourced gold statements. We measure the correctness<br>and salience of the generated lists about subjects from different domains. Our<br>evaluation shows that guided probes do in fact improve the quality of generated<br>negatives, compared to the zero-shot variant. Nevertheless, using both prompts,<br>LLMs still struggle with the notion of factuality of negatives, frequently<br>generating many ambiguous statements, or statements with negative keywords but<br>a positive meaning.<br>},
}

Endnote
%0 Report
%A Arnaout, Hiba
%A Razniewski, Simon
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Can Large Language Models Generate Salient Negative Statements? : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000D-3D73-E
%U https://arxiv.org/abs/2305.16755
%D 2023
%X   We examine the ability of large language models (LLMs) to generate salient<br>(interesting) negative statements about real-world entities; an emerging<br>research topic of the last few years. We probe the LLMs using zero- and k-shot<br>unconstrained probes, and compare with traditional methods for negation<br>generation, i.e., pattern-based textual extractions and knowledge-graph-based<br>inferences, as well as crowdsourced gold statements. We measure the correctness<br>and salience of the generated lists about subjects from different domains. Our<br>evaluation shows that guided probes do in fact improve the quality of generated<br>negatives, compared to the zero-shot variant. Nevertheless, using both prompts,<br>LLMs still struggle with the notion of factuality of negatives, frequently<br>generating many ambiguous statements, or statements with negative keywords but<br>a positive meaning.<br>
%K Computer Science, Computation and Language, cs.CL,Computer Science, Artificial Intelligence, cs.AI




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        8
    
                Thesis
            
D5


        H. Arnaout
    

        “Enriching Open-world Knowledge Graphs with Expressive Negative Statements,” 2023.
    
moreBibTeX
@phdthesis{Arnaout_PhD2023,
TITLE = {Enriching Open-world Knowledge Graphs with Expressive Negative Statements},
AUTHOR = {Arnaout, Hiba},
URL = {urn:nbn:de:bsz:291--ds-409235},
DOI = {10.22028/D291-40923},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
}

Endnote
%0 Thesis
%A Arnaout, Hiba
%Y Weikum, Gerhard
%A referee: Razniewski, Simon
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Enriching Open-world Knowledge Graphs with Expressive Negative Statements : 
%U http://hdl.handle.net/21.11116/0000-000E-5B06-6
%R 10.22028/D291-40923
%U urn:nbn:de:bsz:291--ds-409235
%F OTHER: hdl:20.500.11880/36992
%D 2023
%P xiii, 98 p.
%V phd
%9 phd
%U https://publikationen.sulb.uni-saarland.de/handle/20.500.11880/36992




	DOI
	PuRe
	BibTeX
	fulltext version

	


        9
    
                Thesis
            
D5


        A. Bashir
    

        “Leveraging Self-Supervised Learning in Domain-Speciﬁc Language Models,” Universität des Saarlandes, Saarbrücken, 2023.
    
moreBibTeX
@mastersthesis{BashirMSc23,
TITLE = {Leveraging Self-Supervised Learning in Domain-Speci{fi}c Language Models},
AUTHOR = {Bashir, Abdallah},
LANGUAGE = {eng},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
}

Endnote
%0 Thesis
%A Bashir, Abdallah
%Y Terolli, Erisa
%Y Ernst, Patrick
%A referee: Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Leveraging Self-Supervised Learning in Domain-Speci&#64257;c Language Models : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000D-2D82-E
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2023
%P XI, 54 p.
%V master
%9 master




	PuRe
	BibTeX

	


        10
    
                Conference paper
            
D5


        L. Boualili and A. Yates
    

        “A Study of Term-Topic Embeddings for Ranking,” in Advances in Information Retrieval (ECIR 2023), Dublin, Ireland, 2023.
    
moreBibTeX
@inproceedings{Boualili_ECIR23,
TITLE = {A Study of Term-Topic Embeddings for Ranking},
AUTHOR = {Boualili, Lila and Yates, Andrew},
LANGUAGE = {eng},
ISBN = {978-3-031-28237-9},
DOI = {10.1007/978-3-031-28238-6_25},
PUBLISHER = {Springer},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
BOOKTITLE = {Advances in Information Retrieval (ECIR 2023)},
EDITOR = {Kamps, Jaap and Goeuriot, Lorraine and Crestani, Fabio and Maistro, Maria and Joho, Hideao and Davis, Brian and Gurrin, Cathal and Kruschwitz, Udo and Caputo, Annalina},
PAGES = {359--366},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {13981},
ADDRESS = {Dublin, Ireland},
}

Endnote
%0 Conference Proceedings
%A Boualili, Lila
%A Yates, Andrew
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T A Study of Term-Topic Embeddings for Ranking : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-DC34-2
%R 10.1007/978-3-031-28238-6_25
%D 2023
%B 45th European Conference on IR Research
%Z date of event: 2023-04-02 - 2023-04-06
%C Dublin, Ireland
%B Advances in Information Retrieval
%E Kamps, Jaap; Goeuriot, Lorraine; Crestani, Fabio; Maistro, Maria; Joho, Hideao; Davis, Brian; Gurrin, Cathal; Kruschwitz, Udo; Caputo, Annalina
%P 359 - 366
%I Springer
%@ 978-3-031-28237-9
%B Lecture Notes in Computer Science
%N 13981




	DOI
	PuRe
	BibTeX

	


        11
    
                Paper
            
D5


        L. Chen, S. Razniewski, and G. Weikum
    

        “Knowledge Base Completion for Long-Tail Entities,” 2023. [Online]. Available: https://arxiv.org/abs/2306.17472.
    
moreAbstract
Despite their impressive scale, knowledge bases (KBs), such as Wikidata,
still contain significant gaps. Language models (LMs) have been proposed as a
source for filling these gaps. However, prior works have focused on prominent
entities with rich coverage by LMs, neglecting the crucial case of long-tail
entities. In this paper, we present a novel method for LM-based-KB completion
that is specifically geared for facts about long-tail entities. The method
leverages two different LMs in two stages: for candidate retrieval and for
candidate verification and disambiguation. To evaluate our method and various
baselines, we introduce a novel dataset, called MALT, rooted in Wikidata. Our
method outperforms all baselines in F1, with major gains especially in recall.



BibTeX
@online{Chen2306.17472,
TITLE = {Knowledge Base Completion for Long-Tail Entities},
AUTHOR = {Chen, Lihu and Razniewski, Simon and Weikum, Gerhard},
LANGUAGE = {eng},
URL = {https://arxiv.org/abs/2306.17472},
EPRINT = {2306.17472},
EPRINTTYPE = {arXiv},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
ABSTRACT = {Despite their impressive scale, knowledge bases (KBs), such as Wikidata,<br>still contain significant gaps. Language models (LMs) have been proposed as a<br>source for filling these gaps. However, prior works have focused on prominent<br>entities with rich coverage by LMs, neglecting the crucial case of long-tail<br>entities. In this paper, we present a novel method for LM-based-KB completion<br>that is specifically geared for facts about long-tail entities. The method<br>leverages two different LMs in two stages: for candidate retrieval and for<br>candidate verification and disambiguation. To evaluate our method and various<br>baselines, we introduce a novel dataset, called MALT, rooted in Wikidata. Our<br>method outperforms all baselines in F1, with major gains especially in recall.<br>},
}

Endnote
%0 Report
%A Chen, Lihu
%A Razniewski, Simon
%A Weikum, Gerhard
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Knowledge Base Completion for Long-Tail Entities : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000D-6C7F-D
%U https://arxiv.org/abs/2306.17472
%D 2023
%X   Despite their impressive scale, knowledge bases (KBs), such as Wikidata,<br>still contain significant gaps. Language models (LMs) have been proposed as a<br>source for filling these gaps. However, prior works have focused on prominent<br>entities with rich coverage by LMs, neglecting the crucial case of long-tail<br>entities. In this paper, we present a novel method for LM-based-KB completion<br>that is specifically geared for facts about long-tail entities. The method<br>leverages two different LMs in two stages: for candidate retrieval and for<br>candidate verification and disambiguation. To evaluate our method and various<br>baselines, we introduce a novel dataset, called MALT, rooted in Wikidata. Our<br>method outperforms all baselines in F1, with major gains especially in recall.<br>
%K Computer Science, Computation and Language, cs.CL




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        12
    
                Conference paper
            
D5


        P. Christmann, R. Saha Roy, and G. Weikum
    

        “Explainable Conversational Question Answering over Heterogeneous Sources via Iterative Graph Neural Networks,” in SIGIR ’23, 46th International ACM SIGIR Conference on Research and Development in Information Retrieval, Taipei, Taiwan, 2023.
    
moreBibTeX
@inproceedings{Christmann:SIGIR2023,
TITLE = {Explainable Conversational Question Answering over Heterogeneous Sources via Iterative Graph Neural Networks},
AUTHOR = {Christmann, Philipp and Saha Roy, Rishiraj and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-4503-9408-6},
DOI = {10.1145/3539618.3591682},
PUBLISHER = {ACM},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
BOOKTITLE = {SIGIR '23, 46th International ACM SIGIR Conference on Research and Development in Information Retrieval},
EDITOR = {Chen, Hsin-Hsi and Duh, Wei-Jou and Huang, Hen-Hsen and Kato, Makoto P. and Mothe, Josiane and Poblete, Barbara},
PAGES = {643--653},
ADDRESS = {Taipei, Taiwan},
}

Endnote
%0 Conference Proceedings
%A Christmann, Philipp
%A Saha Roy, Rishiraj
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Explainable Conversational Question Answering over Heterogeneous Sources via Iterative Graph Neural Networks : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-FE28-A
%R 10.1145/3539618.3591682
%D 2023
%B 46th International ACM SIGIR Conference on Research and Development in Information Retrieval
%Z date of event: 2023-07-23 - 2023-07-27
%C Taipei, Taiwan
%B SIGIR '23
%E Chen, Hsin-Hsi; Duh, Wei-Jou; Huang, Hen-Hsen; Kato, Makoto P.; Mothe, Josiane; Poblete, Barbara
%P 643 - 653
%I ACM
%@ 978-1-4503-9408-6




	DOI
	PuRe
	BibTeX
	publisher version

	


        13
    
                Paper
            
D5


        P. Christmann, R. Saha Roy, and G. Weikum
    

        “CompMix: A Benchmark for Heterogeneous Question Answering,” 2023. [Online]. Available: https://arxiv.org/abs/2306.12235.
    
moreAbstract
Fact-centric question answering (QA) often requires access to multiple,
heterogeneous, information sources. By jointly considering several sources like
a knowledge base (KB), a text collection, and tables from the web, QA systems
can enhance their answer coverage and confidence. However, existing QA
benchmarks are mostly constructed with a single source of knowledge in mind.
This limits capabilities of these benchmarks to fairly evaluate QA systems that
can tap into more than one information repository. To bridge this gap, we
release CompMix, a crowdsourced QA benchmark which naturally demands the
integration of a mixture of input sources. CompMix has a total of 9,410
questions, and features several complex intents like joins and temporal
conditions. Evaluation of a range of QA systems on CompMix highlights the need
for further research on leveraging information from heterogeneous sources.
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moreAbstract
Questions on class cardinality comparisons are quite tricky to answer and
come with its own challenges. They require some kind of reasoning since web
documents and knowledge bases, indispensable sources of information, rarely
store direct answers to questions, such as, ``Are there more astronauts or
Physics Nobel Laureates?'' We tackle questions on class cardinality comparison
by tapping into three sources for absolute cardinalities as well as the
cardinalities of orthogonal subgroups of the classes. We propose novel
techniques for aggregating signals with partial coverage for more reliable
estimates and evaluate them on a dataset of 4005 class pairs, achieving an
accuracy of 83.7%.
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moreAbstract
Models for conversational question answering (ConvQA) over knowledge graphs
(KGs) are usually trained and tested on benchmarks of gold QA pairs. This
implies that training is limited to surface forms seen in the respective
datasets, and evaluation is on a small set of held-out questions. Through our
proposed framework REIGN, we take several steps to remedy this restricted
learning setup. First, we systematically generate reformulations of training
questions to increase robustness of models to surface form variations. This is
a particularly challenging problem, given the incomplete nature of such
questions. Second, we guide ConvQA models towards higher performance by feeding
it only those reformulations that help improve their answering quality, using
deep reinforcement learning. Third, we demonstrate the viability of training
major model components on one benchmark and applying them zero-shot to another.
Finally, for a rigorous evaluation of robustness for trained models, we use and
release large numbers of diverse reformulations generated by prompting GPT for
benchmark test sets (resulting in 20x increase in sizes). Our findings show
that ConvQA models with robust training via reformulations, significantly
outperform those with standard training from gold QA pairs only.
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moreAbstract
Large Language Models (LLMs) have taken Knowledge Representation -- and the
world -- by storm. This inflection point marks a shift from explicit knowledge
representation to a renewed focus on the hybrid representation of both explicit
knowledge and parametric knowledge. In this position paper, we will discuss
some of the common debate points within the community on LLMs (parametric
knowledge) and Knowledge Graphs (explicit knowledge) and speculate on
opportunities and visions that the renewed focus brings, as well as related
research topics and challenges.
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moreAbstract
General-purpose knowledge bases (KBs) are a cornerstone of knowledge-centric
AI. Many of them are constructed pragmatically from Web sources, and are thus
far from complete. This poses challenges for the consumption as well as the
curation of their content. While several surveys target the problem of
completing incomplete KBs, the first problem is arguably to know whether and
where the KB is incomplete in the first place, and to which degree.
  In this survey we discuss how knowledge about completeness, recall, and
negation in KBs can be expressed, extracted, and inferred. We cover (i) the
logical foundations of knowledge representation and querying under partial
closed-world semantics; (ii) the estimation of this information via statistical
patterns; (iii) the extraction of information about recall from KBs and text;
(iv) the identification of interesting negative statements; and (v) relaxed
notions of relative recall.
  This survey is targeted at two types of audiences: (1) practitioners who are
interested in tracking KB quality, focusing extraction efforts, and building
quality-aware downstream applications; and (2) data management, knowledge base
and semantic web researchers who wish to understand the state of the art of
knowledge bases beyond the open-world assumption. Consequently, our survey
presents both fundamental methodologies and their working, and gives
practice-oriented recommendations on how to choose between different approaches
for a problem at hand.
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moreAbstract
The widespread usage of latent language representations via pre-trained
language models (LMs) suggests that they are a promising source of structured
knowledge. However, existing methods focus only on a single object per
subject-relation pair, even though often multiple objects are correct. To
overcome this limitation, we analyze these representations for their potential
to yield materialized multi-object relational knowledge. We formulate the
problem as a rank-then-select task. For ranking candidate objects, we evaluate
existing prompting techniques and propose new ones incorporating domain
knowledge. Among the selection methods, we find that choosing objects with a
likelihood above a learned relation-specific threshold gives a 49.5% F1 score.
Our results highlight the difficulty of employing LMs for the multi-valued
slot-filling task and pave the way for further research on extracting
relational knowledge from latent language representations.
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moreAbstract
Questions on class cardinality comparisons are quite tricky to answer and
come with its own challenges. They require some kind of reasoning since web
documents and knowledge bases, indispensable sources of information, rarely
store direct answers to questions, such as, ``Are there more astronauts or
Physics Nobel Laureates?'' We tackle questions on class cardinality comparison
by tapping into three sources for absolute cardinalities as well as the
cardinalities of orthogonal subgroups of the classes. We propose novel
techniques for aggregating signals with partial coverage for more reliable
estimates and evaluate them on a dataset of 4005 class pairs, achieving an
accuracy of 83.7%.
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moreAbstract
Recommender systems are most successful for popular items and users with
ample interactions (likes, ratings etc.). This work addresses the difficult and
underexplored case of supporting users who have very sparse interactions but
post informative review texts. Our experimental studies address two book
communities with these characteristics. We design a framework with
Transformer-based representation learning, covering user-item interactions,
item content, and user-provided reviews. To overcome interaction sparseness, we
devise techniques for selecting the most informative cues to construct concise
user profiles. Comprehensive experiments, with datasets from Amazon and
Goodreads, show that judicious selection of text snippets achieves the best
performance, even in comparison to ChatGPT-generated user profiles.
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moreAbstract
Structured knowledge bases (KBs) are an asset for search engines and other
applications, but are inevitably incomplete. Language models (LMs) have been
proposed for unsupervised knowledge base completion (KBC), yet, their ability
to do this at scale and with high accuracy remains an open question. Prior
experimental studies mostly fall short because they only evaluate on popular
subjects, or sample already existing facts from KBs. In this work, we perform a
careful evaluation of GPT's potential to complete the largest public KB:
Wikidata. We find that, despite their size and capabilities, models like GPT-3,
ChatGPT and GPT-4 do not achieve fully convincing results on this task.
Nonetheless, they provide solid improvements over earlier approaches with
smaller LMs. In particular, we show that, with proper thresholding, GPT-3
enables to extend Wikidata by 27M facts at 90% precision.
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moreAbstract
Structured knowledge bases (KBs) are a foundation of many intelligent
applications, yet are notoriously incomplete. Language models (LMs) have
recently been proposed for unsupervised knowledge base completion (KBC), yet,
despite encouraging initial results, questions regarding their suitability
remain open. Existing evaluations often fall short because they only evaluate
on popular subjects, or sample already existing facts from KBs. In this work,
we introduce a novel, more challenging benchmark dataset, and a methodology
tailored for a realistic assessment of the KBC potential of LMs. For automated
assessment, we curate a dataset called WD-KNOWN, which provides an unbiased
random sample of Wikidata, containing over 3.9 million facts. In a second step,
we perform a human evaluation on predictions that are not yet in the KB, as
only this provides real insights into the added value over existing KBs. Our
key finding is that biases in dataset conception of previous benchmarks lead to
a systematic overestimate of LM performance for KBC. However, our results also
reveal strong areas of LMs. We could, for example, perform a significant
completion of Wikidata on the relations nativeLanguage, by a factor of ~21
(from 260k to 5.8M) at 82% precision, usedLanguage, by a factor of ~2.1 (from
2.1M to 6.6M) at 82% precision, and citizenOf by a factor of ~0.3 (from 4.2M to
5.3M) at 90% precision. Moreover, we find that LMs possess surprisingly strong
generalization capabilities: even on relations where most facts were not
directly observed in LM training, prediction quality can be high.
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moreAbstract
Commonsense knowledge about everyday concepts is an important asset for AI
applications, such as question answering and chatbots. Recently, we have seen
an increasing interest in the construction of structured commonsense knowledge
bases (CSKBs). An important part of human commonsense is about properties that
do not apply to concepts, yet existing CSKBs only store positive statements.
Moreover, since CSKBs operate under the open-world assumption, absent
statements are considered to have unknown truth rather than being invalid. This
paper presents the UNCOMMONSENSE framework for materializing informative
negative commonsense statements. Given a target concept, comparable concepts
are identified in the CSKB, for which a local closed-world assumption is
postulated. This way, positive statements about comparable concepts that are
absent for the target concept become seeds for negative statement candidates.
The large set of candidates is then scrutinized, pruned and ranked by
informativeness. Intrinsic and extrinsic evaluations show that our method
significantly outperforms the state-of-the-art. A large dataset of informative
negations is released as a resource for future research.



BibTeX
@inproceedings{ArnaoutCIKM2022,
TITLE = {{UnCommonSense}: Informative Negative Knowledge about Everyday Concepts},
AUTHOR = {Arnaout, Hiba and Razniewski, Simon and Weikum, Gerhard and Pan, Jeff Z.},
LANGUAGE = {eng},
ISBN = {978-1-4503-9236-5},
DOI = {10.1145/3511808.3557484},
PUBLISHER = {ACM},
YEAR = {2022},
MARGINALMARK = {$\bullet$},
ABSTRACT = {Commonsense knowledge about everyday concepts is an important asset for AI<br>applications, such as question answering and chatbots. Recently, we have seen<br>an increasing interest in the construction of structured commonsense knowledge<br>bases (CSKBs). An important part of human commonsense is about properties that<br>do not apply to concepts, yet existing CSKBs only store positive statements.<br>Moreover, since CSKBs operate under the open-world assumption, absent<br>statements are considered to have unknown truth rather than being invalid. This<br>paper presents the UNCOMMONSENSE framework for materializing informative<br>negative commonsense statements. Given a target concept, comparable concepts<br>are identified in the CSKB, for which a local closed-world assumption is<br>postulated. This way, positive statements about comparable concepts that are<br>absent for the target concept become seeds for negative statement candidates.<br>The large set of candidates is then scrutinized, pruned and ranked by<br>informativeness. Intrinsic and extrinsic evaluations show that our method<br>significantly outperforms the state-of-the-art. A large dataset of informative<br>negations is released as a resource for future research.<br>},
BOOKTITLE = {CIKM '22, 31st ACM International Conference on Information and Knowledge Management},
EDITOR = {Al Hasan, Mohammad and Xiong, Li},
PAGES = {37--46},
ADDRESS = {Atlanta GA USA},
}

Endnote
%0 Conference Proceedings
%A Arnaout, Hiba
%A Razniewski, Simon
%A Weikum, Gerhard
%A Pan, Jeff Z.
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T UnCommonSense: Informative Negative Knowledge about Everyday Concepts : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000A-F224-C
%R 10.1145/3511808.3557484
%D 2022
%B 31st ACM International Conference on Information and Knowledge Management
%Z date of event: 2022-10-17 - 2022-10-21
%C Atlanta GA USA
%X   Commonsense knowledge about everyday concepts is an important asset for AI<br>applications, such as question answering and chatbots. Recently, we have seen<br>an increasing interest in the construction of structured commonsense knowledge<br>bases (CSKBs). An important part of human commonsense is about properties that<br>do not apply to concepts, yet existing CSKBs only store positive statements.<br>Moreover, since CSKBs operate under the open-world assumption, absent<br>statements are considered to have unknown truth rather than being invalid. This<br>paper presents the UNCOMMONSENSE framework for materializing informative<br>negative commonsense statements. Given a target concept, comparable concepts<br>are identified in the CSKB, for which a local closed-world assumption is<br>postulated. This way, positive statements about comparable concepts that are<br>absent for the target concept become seeds for negative statement candidates.<br>The large set of candidates is then scrutinized, pruned and ranked by<br>informativeness. Intrinsic and extrinsic evaluations show that our method<br>significantly outperforms the state-of-the-art. A large dataset of informative<br>negations is released as a resource for future research.<br>
%K Computer Science, Artificial Intelligence, cs.AI,Computer Science, Databases, cs.DB,Computer Science, Information Retrieval, cs.IR
%B CIKM '22
%E Al Hasan, Mohammad; Xiong, Li
%P 37 - 46
%I ACM
%@ 978-1-4503-9236-5




	DOI
	PuRe
	BibTeX
	publisher version

	


        37
    
                Paper
            
D5


        H. Arnaout, S. Razniewski, G. Weikum, and J. Z. Pan
    

        “UnCommonSense: Informative Negative Knowledge about Everyday Concepts,” 2022. [Online]. Available: https://arxiv.org/abs/2208.09292.
    
moreAbstract
Commonsense knowledge about everyday concepts is an important asset for AI
applications, such as question answering and chatbots. Recently, we have seen
an increasing interest in the construction of structured commonsense knowledge
bases (CSKBs). An important part of human commonsense is about properties that
do not apply to concepts, yet existing CSKBs only store positive statements.
Moreover, since CSKBs operate under the open-world assumption, absent
statements are considered to have unknown truth rather than being invalid. This
paper presents the UNCOMMONSENSE framework for materializing informative
negative commonsense statements. Given a target concept, comparable concepts
are identified in the CSKB, for which a local closed-world assumption is
postulated. This way, positive statements about comparable concepts that are
absent for the target concept become seeds for negative statement candidates.
The large set of candidates is then scrutinized, pruned and ranked by
informativeness. Intrinsic and extrinsic evaluations show that our method
significantly outperforms the state-of-the-art. A large dataset of informative
negations is released as a resource for future research.
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moreAbstract
Conversational question answering (ConvQA) tackles sequential information
needs where contexts in follow-up questions are left implicit. Current ConvQA
systems operate over homogeneous sources of information: either a knowledge
base (KB), or a text corpus, or a collection of tables. This paper addresses
the novel issue of jointly tapping into all of these together, this way
boosting answer coverage and confidence. We present CONVINSE, an end-to-end
pipeline for ConvQA over heterogeneous sources, operating in three stages: i)
learning an explicit structured representation of an incoming question and its
conversational context, ii) harnessing this frame-like representation to
uniformly capture relevant evidences from KB, text, and tables, and iii)
running a fusion-in-decoder model to generate the answer. We construct and
release the first benchmark, ConvMix, for ConvQA over heterogeneous sources,
comprising 3000 real-user conversations with 16000 questions, along with entity
annotations, completed question utterances, and question paraphrases.
Experiments demonstrate the viability and advantages of our method, compared to
state-of-the-art baselines.
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moreAbstract
Knowledge extraction from text is a key task in natural language processing, which involves many sub-tasks, such as taxonomy induction, named entity recognition and typing, relation extraction, knowledge canonicalization and so on. By constructing structured knowledge from natural language text, knowledge extraction becomes a key asset for search engines, question answering and other downstream applications. However, current knowledge extraction methods mostly focus on prominent real-world entities with Wikipedia and mainstream news articles as sources. The constructed knowledge bases, therefore, lack information about long-tail domains, with fiction and fantasy as archetypes. Fiction and fantasy are core parts of our human culture, spanning from literature to movies, TV series, comics and video games. With thousands of fictional universes which have been created, knowledge from fictional domains are subject of search-engine queries - by fans as well as cultural analysts. Unlike the real-world domain, knowledge extraction on such specific domains like fiction and fantasy has to tackle several key challenges: - Training data: Sources for fictional domains mostly come from books and fan-built content, which is sparse and noisy, and contains difficult structures of texts, such as dialogues and quotes. Training data for key tasks such as taxonomy induction, named entity typing or relation extraction are also not available. - Domain characteristics and diversity: Fictional universes can be highly sophisticated, containing entities, social structures and sometimes languages that are completely different from the real world. State-of-the-art methods for knowledge extraction make assumptions on entity-class, subclass and entity-entity relations that are often invalid for fictional domains. With different genres of fictional domains, another requirement is to transfer models across domains. - Long fictional texts: While state-of-the-art models have limitations on the input sequence length, it is essential to develop methods that are able to deal with very long texts (e.g. entire books), to capture multiple contexts and leverage widely spread cues. This dissertation addresses the above challenges, by developing new methodologies that advance the state of the art on knowledge extraction in fictional domains. - The first contribution is a method, called TiFi, for constructing type systems (taxonomy induction) for fictional domains. By tapping noisy fan-built content from online communities such as Wikia, TiFi induces taxonomies through three main steps: category cleaning, edge cleaning and top-level construction. Exploiting a variety of features from the original input, TiFi is able to construct taxonomies for a diverse range of fictional domains with high precision. - The second contribution is a comprehensive approach, called ENTYFI, for named entity recognition and typing in long fictional texts. Built on 205 automatically induced high-quality type systems for popular fictional domains, ENTYFI exploits the overlap and reuse of these fictional domains on unseen texts. By combining different typing modules with a consolidation stage, ENTYFI is able to do fine-grained entity typing in long fictional texts with high precision and recall. - The third contribution is an end-to-end system, called KnowFi, for extracting relations between entities in very long texts such as entire books. KnowFi leverages background knowledge from 142 popular fictional domains to identify interesting relations and to collect distant training samples. KnowFi devises a similarity-based ranking technique to reduce false positives in training samples and to select potential text passages that contain seed pairs of entities. By training a hierarchical neural network for all relations, KnowFi is able to infer relations between entity pairs across long fictional texts, and achieves gains over the best prior methods for relation extraction.
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moreAbstract
In this thesis we explore pattern mining and deep learning. Often seen as orthogonal, we show that these fields complement each other and propose to combine them to gain from each other’s strengths. We, first, show how to efficiently discover succinct and non-redundant sets of patterns that provide insight into data beyond conjunctive statements. We leverage the interpretability of such patterns to unveil how and which information flows through neural networks, as well as what characterizes their decisions. Conversely, we show how to combine continuous optimization with pattern discovery, proposing a neural network that directly encodes discrete patterns, which allows us to apply pattern mining at a scale orders of magnitude larger than previously possible. Large neural networks are, however, exceedingly expensive to train for which ‘lottery tickets’ – small, well-trainable sub-networks in randomly initialized neural networks – offer a remedy. We identify theoretical limitations of strong tickets and overcome them by equipping these tickets with the property of universal approximation. To analyze whether limitations in ticket sparsity are algorithmic or fundamental, we propose a framework to plant and hide lottery tickets. With novel ticket benchmarks we then conclude that the limitation is likely algorithmic, encouraging further developments for which our framework offers means to measure progress.
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moreAbstract
In this work we address the challenging case of answering count queries in
web search, such as ``number of songs by John Lennon''. Prior methods merely
answer these with a single, and sometimes puzzling number or return a ranked
list of text snippets with different numbers. This paper proposes a methodology
for answering count queries with inference, contextualization and explanatory
evidence. Unlike previous systems, our method infers final answers from
multiple observations, supports semantic qualifiers for the counts, and
provides evidence by enumerating representative instances. Experiments with a
wide variety of queries, including existing benchmark show the benefits of our
method, and the influence of specific parameter settings. Our code, data and an
interactive system demonstration are publicly available at
github.com/ghoshs/CoQEx and nlcounqer.mpi-inf.mpg.de.
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moreAbstract
Social media communities like Reddit and Twitter allow users to express their views on
topics of their interest, and to engage with other users who may share or oppose these views.
This can lead to productive discussions towards a consensus, or to contended debates, where
disagreements frequently arise.
Prior work on such settings has primarily focused on identifying notable instances of antisocial
behavior such as hate-speech and “trolling”, which represent possible threats to the health of
a community. These, however, are exceptionally severe phenomena, and do not encompass
controversies stemming from user debates, differences of opinions, and off-topic content, all
of which can naturally come up in a discussion without going so far as to compromise its
development.
This dissertation proposes a framework for the systematic analysis of social media discussions
that take place in the presence of controversial themes, disagreements, and mixed opinions from
participating users. For this, we develop a feature-based model to describe key elements of a
discussion, such as its salient topics, the level of activity from users, the sentiments it expresses,
and the user feedback it receives.
Initially, we build our feature model to characterize adversarial discussions surrounding
political campaigns on Twitter, with a focus on the factual and sentimental nature of their
topics and the role played by different users involved. We then extend our approach to Reddit
discussions, leveraging community feedback signals to define a new notion of controversy
and to highlight conversational archetypes that arise from frequent and interesting interaction
patterns. We use our feature model to build logistic regression classifiers that can predict future
instances of controversy in Reddit communities centered on politics, world news, sports, and
personal relationships. Finally, our model also provides the basis for a comparison of different
communities in the health domain, where topics and activity vary considerably despite their
shared overall focus. In each of these cases, our framework provides insight into how user
behavior can shape a community’s individual definition of controversy and its overall identity.
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moreAbstract
As machine learning (ML) is increasingly used for decision making in scenarios that impact humans, there is a growing awareness of its potential for unfairness. A large body of recent work has focused on proposing formal notions of fairness in ML, as well as approaches to mitigate unfairness. However, there is a growing disconnect between the ML fairness literature and the needs to operationalize fairness in practice. This thesis addresses the need for responsible ML by developing new models and methods to address challenges in operationalizing fairness in practice. Specifically, it makes the following contributions. First, we tackle a key assumption in the group fairness literature that sensitive demographic attributes such as race and gender are known upfront, and can be readily used in model training to mitigate unfairness. In practice, factors like privacy and regulation often prohibit ML models from collecting or using protected attributes in decision making. To address this challenge we introduce the novel notion of computationally-identifiable errors and propose Adversarially Reweighted Learning (ARL), an optimization method that seeks to improve the worst-case performance over unobserved groups, without requiring access to the protected attributes in the dataset. Second, we argue that while group fairness notions are a desirable fairness criterion, they are fundamentally limited as they reduce fairness to an average statistic over pre-identified protected groups. In practice, automated decisions are made at an individual level, and can adversely impact individual people irrespective of the group statistic. We advance the paradigm of individual fairness by proposing iFair (individually fair representations), an optimization approach for learning a low dimensional latent representation of the data with two goals: to encode the data as well as possible, while removing any information about protected attributes in the transformed representation. Third, we advance the individual fairness paradigm, which requires that similar individuals receive similar outcomes. However, similarity metrics computed over observed feature space can be brittle, and inherently limited in their ability to accurately capture similarity between individuals. To address this, we introduce a novel notion of fairness graphs, wherein pairs of individuals can be identified as deemed similar with respect to the ML objective. We cast the problem of individual fairness into graph embedding, and propose PFR (pairwise fair representations), a method to learn a unified pairwise fair representation of the data. Fourth, we tackle the challenge that production data after model deployment is constantly evolving. As a consequence, in spite of the best efforts in training a fair model, ML systems can be prone to failure risks due to a variety of unforeseen reasons. To ensure responsible model deployment, potential failure risks need to be predicted, and mitigation actions need to be devised, for example, deferring to a human expert when uncertain or collecting additional data to address model’s blind-spots. We propose Risk Advisor, a model-agnostic meta-learner to predict potential failure risks and to give guidance on the sources of uncertainty inducing the risks, by leveraging information theoretic notions of aleatoric and epistemic uncertainty. This dissertation brings ML fairness closer to real-world applications by developing methods that address key practical challenges. Extensive experiments on a variety of real-world and synthetic datasets show that our proposed methods are viable in practice.


BibTeX
@phdthesis{Lahotophd2022,
TITLE = {Operationalizing Fairness for Responsible Machine Learning},
AUTHOR = {Lahoti, Preethi},
LANGUAGE = {eng},
URL = {nbn:de:bsz:291--ds-365860},
DOI = {10.22028/D291-36586},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2022},
MARGINALMARK = {$\bullet$},
DATE = {2022},
ABSTRACT = {As machine learning (ML) is increasingly used for decision making in scenarios that impact humans, there is a growing awareness of its potential for unfairness. A large body of recent work has focused on proposing formal notions of fairness in ML, as well as approaches to mitigate unfairness. However, there is a growing disconnect between the ML fairness literature and the needs to operationalize fairness in practice. This thesis addresses the need for responsible ML by developing new models and methods to address challenges in operationalizing fairness in practice. Specifically, it makes the following contributions. First, we tackle a key assumption in the group fairness literature that sensitive demographic attributes such as race and gender are known upfront, and can be readily used in model training to mitigate unfairness. In practice, factors like privacy and regulation often prohibit ML models from collecting or using protected attributes in decision making. To address this challenge we introduce the novel notion of computationally-identifiable errors and propose Adversarially Reweighted Learning (ARL), an optimization method that seeks to improve the worst-case performance over unobserved groups, without requiring access to the protected attributes in the dataset. Second, we argue that while group fairness notions are a desirable fairness criterion, they are fundamentally limited as they reduce fairness to an average statistic over pre-identified protected groups. In practice, automated decisions are made at an individual level, and can adversely impact individual people irrespective of the group statistic. We advance the paradigm of individual fairness by proposing iFair (individually fair representations), an optimization approach for learning a low dimensional latent representation of the data with two goals: to encode the data as well as possible, while removing any information about protected attributes in the transformed representation. Third, we advance the individual fairness paradigm, which requires that similar individuals receive similar outcomes. However, similarity metrics computed over observed feature space can be brittle, and inherently limited in their ability to accurately capture similarity between individuals. To address this, we introduce a novel notion of fairness graphs, wherein pairs of individuals can be identified as deemed similar with respect to the ML objective. We cast the problem of individual fairness into graph embedding, and propose PFR (pairwise fair representations), a method to learn a unified pairwise fair representation of the data. Fourth, we tackle the challenge that production data after model deployment is constantly evolving. As a consequence, in spite of the best efforts in training a fair model, ML systems can be prone to failure risks due to a variety of unforeseen reasons. To ensure responsible model deployment, potential failure risks need to be predicted, and mitigation actions need to be devised, for example, deferring to a human expert when uncertain or collecting additional data to address model{\textquoteright}s blind-spots. We propose Risk Advisor, a model-agnostic meta-learner to predict potential failure risks and to give guidance on the sources of uncertainty inducing the risks, by leveraging information theoretic notions of aleatoric and epistemic uncertainty. This dissertation brings ML fairness closer to real-world applications by developing methods that address key practical challenges. Extensive experiments on a variety of real-world and synthetic datasets show that our proposed methods are viable in practice.},
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moreAbstract
Automated methods have been widely used to identify and analyze mental health
conditions (e.g., depression) from various sources of information, including
social media. Yet, deployment of such models in real-world healthcare
applications faces challenges including poor out-of-domain generalization and
lack of trust in black box models. In this work, we propose approaches for
depression detection that are constrained to different degrees by the presence
of symptoms described in PHQ9, a questionnaire used by clinicians in the
depression screening process. In dataset-transfer experiments on three social
media datasets, we find that grounding the model in PHQ9's symptoms
substantially improves its ability to generalize to out-of-distribution data
compared to a standard BERT-based approach. Furthermore, this approach can
still perform competitively on in-domain data. These results and our
qualitative analyses suggest that grounding model predictions in
clinically-relevant symptoms can improve generalizability while producing a
model that is easier to inspect.
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moreAbstract
Structured knowledge is important for many AI applications. Commonsense
knowledge, which is crucial for robust human-centric AI, is covered by a small
number of structured knowledge projects. However, they lack knowledge about
human traits and behaviors conditioned on socio-cultural contexts, which is
crucial for situative AI. This paper presents CANDLE, an end-to-end methodology
for extracting high-quality cultural commonsense knowledge (CCSK) at scale.
CANDLE extracts CCSK assertions from a huge web corpus and organizes them into
coherent clusters, for 3 domains of subjects (geography, religion, occupation)
and several cultural facets (food, drinks, clothing, traditions, rituals,
behaviors). CANDLE includes judicious techniques for classification-based
filtering and scoring of interestingness. Experimental evaluations show the
superiority of the CANDLE CCSK collection over prior works, and an extrinsic
use case demonstrates the benefits of CCSK for the GPT-3 language model. Code
and data can be accessed at cultural-csk.herokuapp.com.
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moreAbstract
Compiling comprehensive repositories of commonsense knowledge is a
long-standing problem in AI. Many concerns revolve around the issue of
reporting bias, i.e., that frequency in text sources is not a good proxy for
relevance or truth. This paper explores whether children's texts hold the key
to commonsense knowledge compilation, based on the hypothesis that such content
makes fewer assumptions on the reader's knowledge, and therefore spells out
commonsense more explicitly. An analysis with several corpora shows that
children's texts indeed contain much more, and more typical commonsense
assertions. Moreover, experiments show that this advantage can be leveraged in
popular language-model-based commonsense knowledge extraction settings, where
task-unspecific fine-tuning on small amounts of children texts (childBERT)
already yields significant improvements. This provides a refreshing perspective
different from the common trend of deriving progress from ever larger models
and corpora.
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moreAbstract
Personal knowledge is a versatile resource that is valuable for a wide range of downstream applications. Background facts about users can allow chatbot assistants to produce more topical and empathic replies. In the context of recommendation and retrieval models, personal facts can be used to customize the ranking results for individual users. A Personal Knowledge Base, populated with personal facts, such as demographic information, interests and interpersonal relationships, is a unique endpoint for storing and querying personal knowledge. Such knowledge bases are easily interpretable and can provide users with full control over their own personal knowledge, including revising stored facts and managing access by downstream services for personalization purposes. To alleviate users from extensive manual effort to build such personal knowledge base, we can leverage automated extraction methods applied to the textual content of the users, such as dialogue transcripts or social media posts. Mainstream extraction methods specialize on well-structured data, such as biographical texts or encyclopedic articles, which are rare for most people. In turn, conversational data is abundant but challenging to process and requires specialized methods for extraction of personal facts. In this dissertation we address the acquisition of personal knowledge from conversational data. We propose several novel deep learning models for inferring speakers’ personal attributes: • Demographic attributes, age, gender, profession and family status, are inferred by HAMs - hierarchical neural classifiers with attention mechanism. Trained HAMs can be transferred between different types of conversational data and provide interpretable predictions. • Long-tailed personal attributes, hobby and profession, are predicted with CHARM - a zero-shot learning model, overcoming the lack of labeled training samples for rare attribute values. By linking conversational utterances to external sources, CHARM is able to predict attribute values which it never saw during training. • Interpersonal relationships are inferred with PRIDE - a hierarchical transformer-based model. To accurately predict fine-grained relationships, PRIDE leverages personal traits of the speakers and the style of conversational utterances. Experiments with various conversational texts, including Reddit discussions and movie scripts, demonstrate the viability of our methods and their superior performance compared to state-of-the-art baselines.
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moreAbstract
Commonsense knowledge (CSK) about concepts and their properties is useful for AI applications such as robust chatbots. Prior works like ConceptNet, TupleKB and others compiled large CSK collections, but are restricted in their expressiveness to subject-predicate-object (SPO) triples with simple concepts for S and monolithic strings for P and O. Also, these projects have either prioritized precision or recall, but hardly reconcile these complementary goals. This thesis presents a methodology, called Ascent, to automatically build a large-scale knowledge base (KB) of CSK assertions, with advanced expressiveness and both better precision and recall than prior works. Ascent goes beyond triples by capturing composite concepts with subgroups and aspects, and by refining assertions with semantic facets. The latter are important to express temporal and spatial validity of assertions and further qualifiers. Ascent combines open information extraction with judicious cleaning using language models. Intrinsic evaluation shows the superior size and quality of the Ascent KB, and an extrinsic evaluation for QA-support tasks underlines the benefits of Ascent.
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moreAbstract
Answering complex questions over knowledge bases (KB-QA) faces huge input
data with billions of facts, involving millions of entities and thousands of
predicates. For efficiency, QA systems first reduce the answer search space by
identifying a set of facts that is likely to contain all answers and relevant
cues. The most common technique or doing this is to apply named entity
disambiguation (NED) systems to the question, and retrieve KB facts for the
disambiguated entities. This work presents CLOCQ, an efficient method that
prunes irrelevant parts of the search space using KB-aware signals. CLOCQ uses
a top-k query processor over score-ordered lists of KB items that combine
signals about lexical matching, relevance to the question, coherence among
candidate items, and connectivity in the KB graph. Experiments with two recent
QA benchmarks for complex questions demonstrate the superiority of CLOCQ over
state-of-the-art baselines with respect to answer presence, size of the search
space, and runtimes.
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Commonsense knowledge (CSK) about concepts and their properties is useful for AI applications such as robust chatbots. Prior works like ConceptNet, TupleKB and others compiled large CSK collections, but are restricted in their expressiveness to subject-predicate-object (SPO) triples with simple concepts for S and monolithic strings for P and O. Also, these projects have either prioritized precision or recall, but hardly reconcile these complementary goals. This thesis presents a methodology, called Ascent, to automatically build a large-scale knowledge base (KB) of CSK assertions, with advanced expressiveness and both better precision and recall than prior works. Ascent goes beyond triples by capturing composite concepts with subgroups and aspects, and by refining assertions with semantic facets. The latter are important to express temporal and spatial validity of assertions and further qualifiers. Ascent combines open information extraction with judicious cleaning using language models. Intrinsic evaluation shows the superior size and quality of the Ascent KB, and an extrinsic evaluation for QA-support tasks underlines the benefits of Ascent.
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moreAbstract
The strong lottery ticket hypothesis holds the promise that pruning randomly
initialized deep neural networks could offer a computationally efficient
alternative to deep learning with stochastic gradient descent. Common parameter
initialization schemes and existence proofs, however, are focused on networks
with zero biases, thus foregoing the potential universal approximation property
of pruning. To fill this gap, we extend multiple initialization schemes and
existence proofs to non-zero biases, including explicit 'looks-linear'
approaches for ReLU activation functions. These do not only enable truly
orthogonal parameter initialization but also reduce potential pruning errors.
In experiments on standard benchmark data sets, we further highlight the
practical benefits of non-zero bias initialization schemes, and present
theoretically inspired extensions for state-of-the-art strong lottery ticket
pruning.
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moreAbstract
Knowledge Graphs (KGs) have applications in many domains such as Finance, Manufacturing, and Healthcare. While recent efforts have created large KGs, their content is far from complete and sometimes includes invalid statements. Therefore, it is crucial to refine the constructed KGs to enhance their coverage and accuracy via KG completion and KG validation. It is also vital to provide human-comprehensible explanations for such refinements, so that humans have trust in the KG quality. Enabling KG exploration, by search and browsing, is also essential for users to understand the KG value and limitations towards down-stream applications. However, the large size of KGs makes KG exploration very challenging. While the type taxonomy of KGs is a useful asset along these lines, it remains insufficient for deep exploration. In this dissertation we tackle the aforementioned challenges of KG refinement and KG exploration by combining logical reasoning over the KG with other techniques such as KG embedding models and text mining. Through such combination, we introduce methods that provide human-understandable output. Concretely, we introduce methods to tackle KG incompleteness by learning exception-aware rules over the existing KG. Learned rules are then used in inferring missing links in the KG accurately. Furthermore, we propose a framework for constructing human-comprehensible explanations for candidate facts from both KG and text. Extracted explanations are used to insure the validity of KG facts. Finally, to facilitate KG exploration, we introduce a method that combines KG embeddings with rule mining to compute informative entity clusters with explanations.
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moreAbstract
Our increasing reliance on complex algorithms for recommendations calls for models and methods for explainable, scrutable, and trustworthy AI. While explainability is required for understanding the relationships between model inputs and outputs, a scrutable system allows us to modify its behavior as desired. These properties help bridge the gap between our expectations and the algorithm’s behavior and accordingly boost our trust in AI. Aiming to cope with information overload, recommender systems play a crucial role in ﬁltering content (such as products, news, songs, and movies) and shaping a personalized experience for their users. Consequently, there has been a growing demand from the information consumers to receive proper explanations for their personalized recommendations. These explanations aim at helping users understand why certain items are recommended to them and how their previous inputs to the system relate to the generation of such recommendations. Besides, in the event of receiving undesirable content, explanations could possibly contain valuable information as to how the system’s behavior can be modiﬁed accordingly. In this thesis, we present our contributions towards explainability and scrutability of recommender systems: • We introduce a user-centric framework, FAIRY, for discovering and ranking post-hoc explanations for the social feeds generated by black-box platforms. These explanations reveal relationships between users’ proﬁles and their feed items and are extracted from the local interaction graphs of users. FAIRY employs a learning-to-rank (LTR) method to score candidate explanations based on their relevance and surprisal. • We propose a method, PRINCE, to facilitate provider-side explainability in graph-based recommender systems that use personalized PageRank at their core. PRINCE explanations are comprehensible for users, because they present subsets of the user’s prior actions responsible for the received recommendations. PRINCE operates in a counterfactual setup and builds on a polynomial-time algorithm for ﬁnding the smallest counterfactual explanations. • We propose a human-in-the-loop framework, ELIXIR, for enhancing scrutability and subsequently the recommendation models by leveraging user feedback on explanations. ELIXIR enables recommender systems to collect user feedback on pairs of recommendations and explanations. The feedback is incorporated into the model by imposing a soft constraint for learning user-speciﬁc item representations. We evaluate all proposed models and methods with real user studies and demonstrate their beneﬁts at achieving explainability and scrutability in recommender systems.
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moreAbstract
System-provided explanations for recommendations are an important component
towards transparent and trustworthy AI. In state-of-the-art research, this is a
one-way signal, though, to improve user acceptance. In this paper, we turn the
role of explanations around and investigate how they can contribute to
enhancing the quality of generated recommendations themselves. We devise a
human-in-the-loop framework, called ELIXIR, where user feedback on explanations
is leveraged for pairwise learning of user preferences. ELIXIR leverages
feedback on pairs of recommendations and explanations to learn user-specific
latent preference vectors, overcoming sparseness by label propagation with
item-similarity-based neighborhoods. Our framework is instantiated using
generalized graph recommendation via Random Walk with Restart. Insightful
experiments with a real user study show significant improvements in movie and
book recommendations over item-level feedback.
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        “Label-Descriptive Patterns and their Application to Characterizing Classification Errors,” 2021. [Online]. Available: https://arxiv.org/abs/2110.09599.
    
moreAbstract
State-of-the-art deep learning methods achieve human-like performance on many
tasks, but make errors nevertheless. Characterizing these errors in easily
interpretable terms gives insight into whether a model is prone to making
systematic errors, but also gives a way to act and improve the model. In this
paper we propose a method that allows us to do so for arbitrary classifiers by
mining a small set of patterns that together succinctly describe the input data
that is partitioned according to correctness of prediction. We show this is an
instance of the more general label description problem, which we formulate in
terms of the Minimum Description Length principle. To discover good pattern
sets we propose the efficient and hyperparameter-free Premise algorithm, which
through an extensive set of experiments we show on both synthetic and
real-world data performs very well in practice; unlike existing solutions it
ably recovers ground truth patterns, even on highly imbalanced data over many
unique items, or where patterns are only weakly associated to labels. Through
two real-world case studies we confirm that Premise gives clear and actionable
insight into the systematic errors made by modern NLP classifiers.
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        “Factoring Out Prior Knowledge from Low-dimensional Embeddings,” 2021. [Online]. Available: https://arxiv.org/abs/2103.01828.
    
moreAbstract
Low-dimensional embedding techniques such as tSNE and UMAP allow visualizing
high-dimensional data and therewith facilitate the discovery of interesting
structure. Although they are widely used, they visualize data as is, rather
than in light of the background knowledge we have about the data. What we
already know, however, strongly determines what is novel and hence interesting.
In this paper we propose two methods for factoring out prior knowledge in the
form of distance matrices from low-dimensional embeddings. To factor out prior
knowledge from tSNE embeddings, we propose JEDI that adapts the tSNE objective
in a principled way using Jensen-Shannon divergence. To factor out prior
knowledge from any downstream embedding approach, we propose CONFETTI, in which
we directly operate on the input distance matrices. Extensive experiments on
both synthetic and real world data show that both methods work well, providing
embeddings that exhibit meaningful structure that would otherwise remain
hidden.
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        “Transitivity, Time Consumption, and Quality of Preference Judgments in Crowdsourcing,” 2021. [Online]. Available: https://arxiv.org/abs/2104.08926.
    
moreAbstract
Preference judgments have been demonstrated as a better alternative to graded
judgments to assess the relevance of documents relative to queries. Existing
work has verified transitivity among preference judgments when collected from
trained judges, which reduced the number of judgments dramatically. Moreover,
strict preference judgments and weak preference judgments, where the latter
additionally allow judges to state that two documents are equally relevant for
a given query, are both widely used in literature. However, whether
transitivity still holds when collected from crowdsourcing, i.e., whether the
two kinds of preference judgments behave similarly remains unclear. In this
work, we collect judgments from multiple judges using a crowdsourcing platform
and aggregate them to compare the two kinds of preference judgments in terms of
transitivity, time consumption, and quality. That is, we look into whether
aggregated judgments are transitive, how long it takes judges to make them, and
whether judges agree with each other and with judgments from TREC. Our key
findings are that only strict preference judgments are transitive. Meanwhile,
weak preference judgments behave differently in terms of transitivity, time
consumption, as well as of quality of judgment.
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        “Complex Temporal Question Answering on Knowledge Graphs,” 2021. [Online]. Available: https://arxiv.org/abs/2109.08935.
    
moreAbstract
Question answering over knowledge graphs (KG-QA) is a vital topic in IR.
Questions with temporal intent are a special class of practical importance, but
have not received much attention in research. This work presents EXAQT, the
first end-to-end system for answering complex temporal questions that have
multiple entities and predicates, and associated temporal conditions. EXAQT
answers natural language questions over KGs in two stages, one geared towards
high recall, the other towards precision at top ranks. The first step computes
question-relevant compact subgraphs within the KG, and judiciously enhances
them with pertinent temporal facts, using Group Steiner Trees and fine-tuned
BERT models. The second step constructs relational graph convolutional networks
(R-GCNs) from the first step's output, and enhances the R-GCNs with time-aware
entity embeddings and attention over temporal relations. We evaluate EXAQT on
TimeQuestions, a large dataset of 16k temporal questions we compiled from a
variety of general purpose KG-QA benchmarks. Results show that EXAQT
outperforms three state-of-the-art systems for answering complex questions over
KGs, thereby justifying specialized treatment of temporal QA.
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moreAbstract
The rise of personal assistants has made conversational question answering
(ConvQA) a very popular mechanism for user-system interaction. State-of-the-art
methods for ConvQA over knowledge graphs (KGs) can only learn from crisp
question-answer pairs found in popular benchmarks. In reality, however, such
training data is hard to come by: users would rarely mark answers explicitly as
correct or wrong. In this work, we take a step towards a more natural learning
paradigm - from noisy and implicit feedback via question reformulations. A
reformulation is likely to be triggered by an incorrect system response,
whereas a new follow-up question could be a positive signal on the previous
turn's answer. We present a reinforcement learning model, termed CONQUER, that
can learn from a conversational stream of questions and reformulations. CONQUER
models the answering process as multiple agents walking in parallel on the KG,
where the walks are determined by actions sampled using a policy network. This
policy network takes the question along with the conversational context as
inputs and is trained via noisy rewards obtained from the reformulation
likelihood. To evaluate CONQUER, we create and release ConvRef, a benchmark
with about 11k natural conversations containing around 205k reformulations.
Experiments show that CONQUER successfully learns to answer conversational
questions from noisy reward signals, significantly improving over a
state-of-the-art baseline.
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moreAbstract
Federated learning allows multiple parties to collaboratively train a joint
model without sharing local data. This enables applications of machine learning
in settings of inherently distributed, undisclosable data such as in the
medical domain. In practice, joint training is usually achieved by aggregating
local models, for which local training objectives have to be in expectation
similar to the joint (global) objective. Often, however, local datasets are so
small that local objectives differ greatly from the global objective, resulting
in federated learning to fail. We propose a novel approach that intertwines
model aggregations with permutations of local models. The permutations expose
each local model to a daisy chain of local datasets resulting in more efficient
training in data-sparse domains. This enables training on extremely small local
datasets, such as patient data across hospitals, while retaining the training
efficiency and privacy benefits of federated learning.
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moreAbstract
Reliably predicting potential failure risks of machine learning (ML) systems
when deployed with production data is a crucial aspect of trustworthy AI. This
paper introduces Risk Advisor, a novel post-hoc meta-learner for estimating
failure risks and predictive uncertainties of any already-trained black-box
classification model. In addition to providing a risk score, the Risk Advisor
decomposes the uncertainty estimates into aleatoric and epistemic uncertainty
components, thus giving informative insights into the sources of uncertainty
inducing the failures. Consequently, Risk Advisor can distinguish between
failures caused by data variability, data shifts and model limitations and
advise on mitigation actions (e.g., collecting more data to counter data
shift). Extensive experiments on various families of black-box classification
models and on real-world and synthetic datasets covering common ML failure
scenarios show that the Risk Advisor reliably predicts deployment-time failure
risks in all the scenarios, and outperforms strong baselines.
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moreAbstract
Managing the data for Information Retrieval (IR) experiments can be
challenging. Dataset documentation is scattered across the Internet and once
one obtains a copy of the data, there are numerous different data formats to
work with. Even basic formats can have subtle dataset-specific nuances that
need to be considered for proper use. To help mitigate these challenges, we
introduce a new robust and lightweight tool (ir_datasets) for acquiring,
managing, and performing typical operations over datasets used in IR. We
primarily focus on textual datasets used for ad-hoc search. This tool provides
both a Python and command line interface to numerous IR datasets and
benchmarks. To our knowledge, this is the most extensive tool of its kind.
Integrations with popular IR indexing and experimentation toolkits demonstrate
the tool's utility. We also provide documentation of these datasets through the
ir_datasets catalog: ir-datasets.com. The catalog acts as a hub for
information on datasets used in IR, providing core information about what data
each benchmark provides as well as links to more detailed information. We
welcome community contributions and intend to continue to maintain and grow
this tool.
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moreAbstract
Deep Learning Hard (DL-HARD) is a new annotated dataset designed to more
effectively evaluate neural ranking models on complex topics. It builds on TREC
Deep Learning (DL) topics by extensively annotating them with question intent
categories, answer types, wikified entities, topic categories, and result type
metadata from a commercial web search engine. Based on this data, we introduce
a framework for identifying challenging queries. DL-HARD contains fifty topics
from the official DL 2019/2020 evaluation benchmark, half of which are newly
and independently assessed. We perform experiments using the official submitted
runs to DL on DL-HARD and find substantial differences in metrics and the
ranking of participating systems. Overall, DL-HARD is a new resource that
promotes research on neural ranking methods by focusing on challenging and
complex topics.
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moreAbstract
One of the core assumptions in causal discovery is the faithfulness
assumption---i.e. assuming that independencies found in the data are due to
separations in the true causal graph. This assumption can, however, be violated
in many ways, including xor connections, deterministic functions or cancelling
paths. In this work, we propose a weaker assumption that we call 2-adjacency
faithfulness. In contrast to adjacency faithfulness, which assumes that there
is no conditional independence between each pair of variables that are
connected in the causal graph, we only require no conditional independence
between a node and a subset of its Markov blanket that can contain up to two
nodes. Equivalently, we adapt orientation faithfulness to this setting. We
further propose a sound orientation rule for causal discovery that applies
under weaker assumptions. As a proof of concept, we derive a modified Grow and
Shrink algorithm that recovers the Markov blanket of a target node and prove
its correctness under strictly weaker assumptions than the standard
faithfulness assumption.
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moreAbstract
Estimating mutual information (MI) between two continuous random variables
$X$ and $Y$ allows to capture non-linear dependencies between them,
non-parametrically. As such, MI estimation lies at the core of many data
science applications. Yet, robustly estimating MI for high-dimensional $X$ and
$Y$ is still an open research question.
  In this paper, we formulate this problem through the lens of manifold
learning. That is, we leverage the common assumption that the information of
$X$ and $Y$ is captured by a low-dimensional manifold embedded in the observed
high-dimensional space and transfer it to MI estimation. As an extension to
state-of-the-art $k$NN estimators, we propose to determine the $k$-nearest
neighbours via geodesic distances on this manifold rather than form the ambient
space, which allows us to estimate MI even in the high-dimensional setting. An
empirical evaluation of our method, G-KSG, against the state-of-the-art shows
that it yields good estimations of the MI in classical benchmark, and manifold
tasks, even for high dimensional datasets, which none of the existing methods
can provide.
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moreAbstract
Text and images are the two most common data modalities found on the Internet. Understanding the synergy between text and images, that is, seamlessly analyzing information from these modalities may be trivial for humans, but is challenging for software systems. In this dissertation we study problems where deciphering text-image synergy is crucial for finding solutions. We propose methods and ideas that establish semantic connections between text and images in multimodal contents, and empirically show their effectiveness in four interconnected problems: Image Retrieval, Image Tag Refinement, Image-Text Alignment, and Image Captioning. Our promising results and observations open up interesting scopes for future research involving text-image data understanding.Text and images are the two most common data modalities found on the Internet. Understanding the synergy between text and images, that is, seamlessly analyzing information from these modalities may be trivial for humans, but is challenging for software systems. In this dissertation we study problems where deciphering text-image synergy is crucial for finding solutions. We propose methods and ideas that establish semantic connections between text and images in multimodal contents, and empirically show their effectiveness in four interconnected problems: Image Retrieval, Image Tag Refinement, Image-Text Alignment, and Image Captioning. Our promising results and observations open up interesting scopes for future research involving text-image data understanding.
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moreAbstract
In this work we leverage recent advances in context-sensitive language models
to improve the task of query expansion. Contextualized word representation
models, such as ELMo and BERT, are rapidly replacing static embedding models.
We propose a new model, Contextualized Embeddings for Query Expansion (CEQE),
that utilizes query-focused contextualized embedding vectors. We study the
behavior of contextual representations generated for query expansion in ad-hoc
document retrieval. We conduct our experiments on probabilistic retrieval
models as well as in combination with neural ranking models. We evaluate CEQE
on two standard TREC collections: Robust and Deep Learning. We find that CEQE
outperforms static embedding-based expansion methods on multiple collections
(by up to 18% on Robust and 31% on Deep Learning on average precision) and also
improves over proven probabilistic pseudo-relevance feedback (PRF) models. We
further find that multiple passes of expansion and reranking result in
continued gains in effectiveness with CEQE-based approaches outperforming other
approaches. The final model incorporating neural and CEQE-based expansion score
achieves gains of up to 5% in P@20 and 2% in AP on Robust over the
state-of-the-art transformer-based re-ranking model, Birch.
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moreAbstract
ASCENT is a fully automated methodology for extracting and consolidating
commonsense assertions from web contents (Nguyen et al., WWW 2021). It advances
traditional triple-based commonsense knowledge representation by capturing
semantic facets like locations and purposes, and composite concepts, i.e.,
subgroups and related aspects of subjects. In this demo, we present a web
portal that allows users to understand its construction process, explore its
content, and observe its impact in the use case of question answering. The demo
website and an introductory video are both available online.
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moreAbstract
Question answering over knowledge graphs and other RDF data has been greatly
advanced, with a number of good systems providing crisp answers for natural
language questions or telegraphic queries. Some of these systems incorporate
textual sources as additional evidence for the answering process, but cannot
compute answers that are present in text alone. Conversely, systems from the IR
and NLP communities have addressed QA over text, but barely utilize semantic
data and knowledge. This paper presents the first QA system that can seamlessly
operate over RDF datasets and text corpora, or both together, in a unified
framework. Our method, called UNIQORN, builds a context graph on the fly, by
retrieving question-relevant triples from the RDF data and/or the text corpus,
where the latter case is handled by automatic information extraction. The
resulting graph is typically rich but highly noisy. UNIQORN copes with this
input by advanced graph algorithms for Group Steiner Trees, that identify the
best answer candidates in the context graph. Experimental results on several
benchmarks of complex questions with multiple entities and relations, show that
UNIQORN, an unsupervised method with only five parameters, produces results
comparable to the state-of-the-art on KGs, text corpora, and heterogeneous
sources. The graph-based methodology provides user-interpretable evidence for
the complete answering process.
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moreAbstract
Pre-trained language models (LMs) have recently gained attention for their
potential as an alternative to (or proxy for) explicit knowledge bases (KBs).
In this position paper, we examine this hypothesis, identify strengths and
limitations of both LMs and KBs, and discuss the complementary nature of the
two paradigms. In particular, we offer qualitative arguments that latent LMs
are not suitable as a substitute for explicit KBs, but could play a major role
for augmenting and curating KBs.
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moreAbstract
Compiling commonsense knowledge is traditionally an AI topic approached by
manual labor. Recent advances in web data processing have enabled automated
approaches. In this demonstration we will showcase three systems for automated
commonsense knowledge base construction, highlighting each time one aspect of
specific interest to the data management community. (i) We use Quasimodo to
illustrate knowledge extraction systems engineering, (ii) Dice to illustrate
the role that schema constraints play in cleaning fuzzy commonsense knowledge,
and (iii) Ascent to illustrate the relevance of conceptual modelling. The demos
are available online at quasimodo.r2.enst.fr,
dice.mpi-inf.mpg.de and ascent.mpi-inf.mpg.de.
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moreAbstract
This paper presents a new task of predicting the coverage of a text document
for relation extraction (RE): does the document contain many relational tuples
for a given entity? Coverage predictions are useful in selecting the best
documents for knowledge base construction with large input corpora. To study
this problem, we present a dataset of 31,366 diverse documents for 520
entities. We analyze the correlation of document coverage with features like
length, entity mention frequency, Alexa rank, language complexity and
information retrieval scores. Each of these features has only moderate
predictive power. We employ methods combining features with statistical models
like TF-IDF and language models like BERT. The model combining features and
BERT, HERB, achieves an F1 score of up to 46%. We demonstrate the utility of
coverage predictions on two use cases: KB construction and claim refutation.
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        “You Get What You Chat: Using Conversations to Personalize Search-based Recommendations,” 2021. [Online]. Available: https://arxiv.org/abs/2109.04716.
    
moreAbstract
Prior work on personalized recommendations has focused on exploiting explicit
signals from user-specific queries, clicks, likes, and ratings. This paper
investigates tapping into a different source of implicit signals of interests
and tastes: online chats between users. The paper develops an expressive model
and effective methods for personalizing search-based entity recommendations.
User models derived from chats augment different methods for re-ranking entity
answers for medium-grained queries. The paper presents specific techniques to
enhance the user models by capturing domain-specific vocabularies and by
entity-based expansion. Experiments are based on a collection of online chats
from a controlled user study covering three domains: books, travel, food. We
evaluate different configurations and compare chat-based user models against
concise user profiles from questionnaires. Overall, these two variants perform
on par in terms of NCDG@20, but each has advantages in certain domains.
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moreAbstract
Prior work on personalizing web search results has focused on considering
query-and-click logs to capture users individual interests. For product search,
extensive user histories about purchases and ratings have been exploited.
However, for general entity search, such as for books on specific topics or
travel destinations with certain features, personalization is largely
underexplored. In this paper, we address personalization of book search, as an
exemplary case of entity search, by exploiting sparse user profiles obtained
through online questionnaires. We devise and compare a variety of re-ranking
methods based on language models or neural learning. Our experiments show that
even very sparse information about individuals can enhance the effectiveness of
the search results.
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moreAbstract
Understanding why specific items are recommended to users can significantly
increase their trust and satisfaction in the system. While neural recommenders
have become the state-of-the-art in recent years, the complexity of deep models
still makes the generation of tangible explanations for end users a challenging
problem. Existing methods are usually based on attention distributions over a
variety of features, which are still questionable regarding their suitability
as explanations, and rather unwieldy to grasp for an end user. Counterfactual
explanations based on a small set of the user's own actions have been shown to
be an acceptable solution to the tangibility problem. However, current work on
such counterfactuals cannot be readily applied to neural models. In this work,
we propose ACCENT, the first general framework for finding counterfactual
explanations for neural recommenders. It extends recently-proposed influence
functions for identifying training points most relevant to a recommendation,
from a single to a pair of items, while deducing a counterfactual set in an
iterative process. We use ACCENT to generate counterfactual explanations for
two popular neural models, Neural Collaborative Filtering (NCF) and Relational
Collaborative Filtering (RCF), and demonstrate its feasibility on a sample of
the popular MovieLens 100K dataset.
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moreAbstract
Knowledge bases (KBs), pragmatic collections of knowledge about notable
entities, are an important asset in applications such as search, question
answering and dialogue. Rooted in a long tradition in knowledge representation,
all popular KBs only store positive information, while they abstain from taking
any stance towards statements not contained in them.
  In this paper, we make the case for explicitly stating interesting statements
which are not true. Negative statements would be important to overcome current
limitations of question answering, yet due to their potential abundance, any
effort towards compiling them needs a tight coupling with ranking. We introduce
two approaches towards compiling negative statements. (i) In peer-based
statistical inferences, we compare entities with highly related entities in
order to derive potential negative statements, which we then rank using
supervised and unsupervised features. (ii) In query-log-based text extraction,
we use a pattern-based approach for harvesting search engine query logs.
Experimental results show that both approaches hold promising and complementary
potential. Along with this paper, we publish the first datasets on interesting
negative information, containing over 1.1M statements for 100K popular Wikidata
entities.
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moreAbstract
The global infrastructure of the Web, designed as an open and transparent
system, has a significant impact on our society. However, algorithmic systems
of corporate entities that neglect those principles increasingly populated the
Web. Typical representatives of these algorithmic systems are recommender
systems that influence our society both on a scale of global politics and
during mundane shopping decisions. Recently, such recommender systems have come
under critique for how they may strengthen existing or even generate new kinds
of biases. To this end, designers and engineers are increasingly urged to make
the functioning and purpose of recommender systems more transparent. Our
research relates to the discourse of algorithm awareness, that reconsiders the
role of algorithm visibility in interface design. We conducted online
experiments with 105 participants using MTurk for the recommender system
Recoin, a gadget for Wikidata. In these experiments, we presented users with
one of a set of three different designs of Recoin's user interface, each of
them exhibiting a varying degree of explainability and interactivity. Our
findings include a positive correlation between comprehension of and trust in
an algorithmic system in our interactive redesign. However, our results are not
conclusive yet, and suggest that the measures of comprehension, fairness,
accuracy and trust are not yet exhaustive for the empirical study of algorithm
awareness. Our qualitative insights provide a first indication for further
measures. Our study participants, for example, were less concerned with the
details of understanding an algorithmic calculation than with who or what is
judging the result of the algorithm.
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moreAbstract
Translating verbose information needs into crisp search queries is a
phenomenon that is ubiquitous but hardly understood. Insights into this process
could be valuable in several applications, including synthesizing large
privacy-friendly query logs from public Web sources which are readily available
to the academic research community. In this work, we take a step towards
understanding query formulation by tapping into the rich potential of community
question answering (CQA) forums. Specifically, we sample natural language (NL)
questions spanning diverse themes from the Stack Exchange platform, and conduct
a large-scale conversion experiment where crowdworkers submit search queries
they would use when looking for equivalent information. We provide a careful
analysis of this data, accounting for possible sources of bias during
conversion, along with insights into user-specific linguistic patterns and
search behaviors. We release a dataset of 7,000 question-query pairs from this
study to facilitate further research on query understanding.
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moreAbstract
Counting answers to a query is an operation supported by virtually all
database management systems. In this paper we focus on counting answers over a
Knowledge Base (KB), which may be viewed as a database enriched with background
knowledge about the domain under consideration. In particular, we place our
work in the context of Ontology-Mediated Query Answering/Ontology-based Data
Access (OMQA/OBDA), where the language used for the ontology is a member of the
DL-Lite family and the data is a (usually virtual) set of assertions. We study
the data complexity of query answering, for different members of the DL-Lite
family that include number restrictions, and for variants of conjunctive
queries with counting that differ with respect to their shape (connected,
branching, rooted). We improve upon existing results by providing a PTIME and
coNP lower bounds, and upper bounds in PTIME and LOGSPACE. For the latter case,
we define a novel query rewriting technique into first-order logic with
counting.
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moreAbstract
Counting answers to a query is an operation supported by virtually all
database management systems. In this paper we focus on counting answers over a
Knowledge Base (KB), which may be viewed as a database enriched with background
knowledge about the domain under consideration. In particular, we place our
work in the context of Ontology-Mediated Query Answering/Ontology-based Data
Access (OMQA/OBDA), where the language used for the ontology is a member of the
DL-Lite family and the data is a (usually virtual) set of assertions. We study
the data complexity of query answering, for different members of the DL-Lite
family that include number restrictions, and for variants of conjunctive
queries with counting that differ with respect to their shape (connected,
branching, rooted). We improve upon existing results by providing a PTIME and
coNP lower bounds, and upper bounds in PTIME and LOGSPACE. For the latter case,
we define a novel query rewriting technique into first-order logic with
counting.
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moreAbstract
Commonsense knowledge (CSK) supports a variety of AI applications, from
visual understanding to chatbots. Prior works on acquiring CSK, such as
ConceptNet, have compiled statements that associate concepts, like everyday
objects or activities, with properties that hold for most or some instances of
the concept. Each concept is treated in isolation from other concepts, and the
only quantitative measure (or ranking) of properties is a confidence score that
the statement is valid. This paper aims to overcome these limitations by
introducing a multi-faceted model of CSK statements and methods for joint
reasoning over sets of inter-related statements. Our model captures four
different dimensions of CSK statements: plausibility, typicality, remarkability
and salience, with scoring and ranking along each dimension. For example,
hyenas drinking water is typical but not salient, whereas hyenas eating
carcasses is salient. For reasoning and ranking, we develop a method with soft
constraints, to couple the inference over concepts that are related in in a
taxonomic hierarchy. The reasoning is cast into an integer linear programming
(ILP), and we leverage the theory of reduction costs of a relaxed LP to compute
informative rankings. This methodology is applied to several large CSK
collections. Our evaluation shows that we can consolidate these inputs into
much cleaner and more expressive knowledge. Results are available at
dice.mpi-inf.mpg.de.
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moreAbstract
Predicate constraints of general-purpose knowledge bases (KBs) like Wikidata,
DBpedia and Freebase are often limited to subproperty, domain and range
constraints. In this demo we showcase CounQER, a system that illustrates the
alignment of counting predicates, like staffSize, and enumerating predicates,
like workInstitution^{-1} . In the demonstration session, attendees can inspect
these alignments, and will learn about the importance of these alignments for
KB question answering and curation. CounQER is available at
counqer.mpi-inf.mpg.de/spo.
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moreAbstract
Knowledge Bases (KBs) contain a wealth of structured information about
entities and predicates. This paper focuses on set-valued predicates, i.e., the
relationship between an entity and a set of entities. In KBs, this information
is often represented in two formats: (i) via counting predicates such as
numberOfChildren and staffSize, that store aggregated integers, and (ii) via
enumerating predicates such as parentOf and worksFor, that store individual set
memberships. Both formats are typically complementary: unlike enumerating
predicates, counting predicates do not give away individuals, but are more
likely informative towards the true set size, thus this coexistence could
enable interesting applications in question answering and KB curation.
  In this paper we aim at uncovering this hidden knowledge. We proceed in two
steps. (i) We identify set-valued predicates from a given KB predicates via
statistical and embedding-based features. (ii) We link counting predicates and
enumerating predicates by a combination of co-occurrence, correlation and
textual relatedness metrics. We analyze the prevalence of count information in
four prominent knowledge bases, and show that our linking method achieves up to
0.55 F1 score in set predicate identification versus 0.40 F1 score of a random
selection, and normalized discounted gains of up to 0.84 at position 1 and 0.75
at position 3 in relevant predicate alignments. Our predicate alignments are
showcased in a demonstration system available at
counqer.mpi-inf.mpg.de/spo.
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moreAbstract
Question answering (QA) over text passages is a problem of long-standing
interest in information retrieval. Recently, the conversational setting has
attracted attention, where a user asks a sequence of questions to satisfy her
information needs around a topic. While this setup is a natural one and similar
to humans conversing with each other, it introduces two key research
challenges: understanding the context left implicit by the user in follow-up
questions, and dealing with ad hoc question formulations. In this work, we
demonstrate CROWN (Conversational passage ranking by Reasoning Over Word
Networks): an unsupervised yet effective system for conversational QA with
passage responses, that supports several modes of context propagation over
multiple turns. To this end, CROWN first builds a word proximity network (WPN)
from large corpora to store statistically significant term co-occurrences. At
answering time, passages are ranked by a combination of their similarity to the
question, and coherence of query terms within: these factors are measured by
reading off node and edge weights from the WPN. CROWN provides an interface
that is both intuitive for end-users, and insightful for experts for
reconfiguration to individual setups. CROWN was evaluated on TREC CAsT data,
where it achieved above-median performance in a pool of neural methods.
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moreAbstract
We present PARADE, an end-to-end Transformer-based model that considers
document-level context for document reranking. PARADE leverages passage-level
relevance representations to predict a document relevance score, overcoming the
limitations of previous approaches that perform inference on passages
independently. Experiments on two ad-hoc retrieval benchmarks demonstrate
PARADE's effectiveness over such methods. We conduct extensive analyses on
PARADE's efficiency, highlighting several strategies for improving it. When
combined with knowledge distillation, a PARADE model with 72\% fewer parameters
achieves effectiveness competitive with previous approaches using BERT-Base.
Our code is available at \url{https://github.com/canjiali/PARADE}.
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moreAbstract
The goal of text ranking is to generate an ordered list of texts retrieved
from a corpus in response to a query. Although the most common formulation of
text ranking is search, instances of the task can also be found in many natural
language processing applications. This survey provides an overview of text
ranking with neural network architectures known as transformers, of which BERT
is the best-known example. The combination of transformers and self-supervised
pretraining has, without exaggeration, revolutionized the fields of natural
language processing (NLP), information retrieval (IR), and beyond. In this
survey, we provide a synthesis of existing work as a single point of entry for
practitioners who wish to gain a better understanding of how to apply
transformers to text ranking problems and researchers who wish to pursue work
in this area. We cover a wide range of modern techniques, grouped into two
high-level categories: transformer models that perform reranking in multi-stage
ranking architectures and learned dense representations that attempt to perform
ranking directly. There are two themes that pervade our survey: techniques for
handling long documents, beyond the typical sentence-by-sentence processing
approaches used in NLP, and techniques for addressing the tradeoff between
effectiveness (result quality) and efficiency (query latency). Although
transformer architectures and pretraining techniques are recent innovations,
many aspects of how they are applied to text ranking are relatively well
understood and represent mature techniques. However, there remain many open
research questions, and thus in addition to laying out the foundations of
pretrained transformers for text ranking, this survey also attempts to
prognosticate where the field is heading.
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moreAbstract
Commonsense knowledge (CSK) about concepts and their properties is useful for AI applications such as robust chatbots. Prior works like ConceptNet, TupleKB and others compiled large CSK collections, but are restricted in their expressiveness to subject-predicate-object (SPO) triples with simple concepts for S and monolithic strings for P and O. Also, these projects have either prioritized precision or recall, but hardly reconcile these complementary goals. This thesis presents a methodology, called Ascent, to automatically build a large-scale knowledge base (KB) of CSK assertions, with advanced expressiveness and both better precision and recall than prior works. Ascent goes beyond triples by capturing composite concepts with subgroups and aspects, and by refining assertions with semantic facets. The latter are important to express temporal and spatial validity of assertions and further qualifiers. Ascent combines open information extraction with judicious cleaning using language models. Intrinsic evaluation shows the superior size and quality of the Ascent KB, and an extrinsic evaluation for QA-support tasks underlines the benefits of Ascent.
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moreAbstract
Commonsense knowledge (CSK) about concepts and their properties is useful for
AI applications such as robust chatbots. Prior works like ConceptNet, TupleKB
and others compiled large CSK collections, but are restricted in their
expressiveness to subject-predicate-object (SPO) triples with simple concepts
for S and monolithic strings for P and O. Also, these projects have either
prioritized precision or recall, but hardly reconcile these complementary
goals. This paper presents a methodology, called Ascent, to automatically build
a large-scale knowledge base (KB) of CSK assertions, with advanced
expressiveness and both better precision and recall than prior works. Ascent
goes beyond triples by capturing composite concepts with subgroups and aspects,
and by refining assertions with semantic facets. The latter are important to
express temporal and spatial validity of assertions and further qualifiers.
Ascent combines open information extraction with judicious cleaning using
language models. Intrinsic evaluation shows the superior size and quality of
the Ascent KB, and an extrinsic evaluation for QA-support tasks underlines the
benefits of Ascent.
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Structured world knowledge is at the foundation of knowledge-centric AI applications. Despite considerable research on knowledge base construction, beyond mere statement counts, little is known about the progress of KBs, in particular concerning their coverage, and one may wonder whether there is constant progress, or diminishing returns. In this paper we employ question answering and entity summarization as extrinsic use cases for a longitudinal study of the progress of KB coverage. Our analysis shows a near-continuous improvement of two popular KBs, DBpedia and Wikidata, over the last 19 years, with little signs of flattening out or leveling off.
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moreAbstract
The last few years have seen an explosion of research on the topic of
automated question answering (QA), spanning the communities of information
retrieval, natural language processing, and artificial intelligence. This
tutorial would cover the highlights of this really active period of growth for
QA to give the audience a grasp over the families of algorithms that are
currently being used. We partition research contributions by the underlying
source from where answers are retrieved: curated knowledge graphs, unstructured
text, or hybrid corpora. We choose this dimension of partitioning as it is the
most discriminative when it comes to algorithm design. Other key dimensions are
covered within each sub-topic: like the complexity of questions addressed, and
degrees of explainability and interactivity introduced in the systems. We would
conclude the tutorial with the most promising emerging trends in the expanse of
QA, that would help new entrants into this field make the best decisions to
take the community forward. Much has changed in the community since the last
tutorial on QA in SIGIR 2016, and we believe that this timely overview will
indeed benefit a large number of conference participants.
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moreAbstract
As news and social media exhibit an increasing amount of manipulative
polarized content, detecting such propaganda has received attention as a new
task for content analysis. Prior work has focused on supervised learning with
training data from the same domain. However, as propaganda can be subtle and
keeps evolving, manual identification and proper labeling are very demanding.
As a consequence, training data is a major bottleneck. In this paper, we tackle
this bottleneck and present an approach to leverage cross-domain learning,
based on labeled documents and sentences from news and tweets, as well as
political speeches with a clear difference in their degrees of being
propagandistic. We devise informative features and build various classifiers
for propaganda labeling, using cross-domain learning. Our experiments
demonstrate the usefulness of this approach, and identify difficulties and
limitations in various configurations of sources and targets for the transfer
step. We further analyze the influence of various features, and characterize
salient indicators of propaganda.
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moreAbstract
Equipping machines with comprehensive knowledge of the world's entities and
their relationships has been a long-standing goal of AI. Over the last decade,
large-scale knowledge bases, also known as knowledge graphs, have been
automatically constructed from web contents and text sources, and have become a
key asset for search engines. This machine knowledge can be harnessed to
semantically interpret textual phrases in news, social media and web tables,
and contributes to question answering, natural language processing and data
analytics. This article surveys fundamental concepts and practical methods for
creating and curating large knowledge bases. It covers models and methods for
discovering and canonicalizing entities and their semantic types and organizing
them into clean taxonomies. On top of this, the article discusses the automatic
extraction of entity-centric properties. To support the long-term life-cycle
and the quality assurance of machine knowledge, the article presents methods
for constructing open schemas and for knowledge curation. Case studies on
academic projects and industrial knowledge graphs complement the survey of
concepts and methods.
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moreAbstract
Structured world knowledge is at the foundation of knowledge-centric AI applications. Despite considerable research on knowledge base construction, beyond mere statement counts, little is known about the progress of KBs, in particular concerning their coverage, and one may wonder whether there is constant progress, or diminishing returns. In this paper we employ question answering and entity summarization as extrinsic use cases for a longitudinal study of the progress of KB coverage. Our analysis shows a near-continuous improvement of two popular KBs, DBpedia and Wikidata, over the last 19 years, with little signs of flattening out or leveling off.
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moreAbstract
Query expansion aims to mitigate the mismatch between the language used in a
query and in a document. However, query expansion methods can suffer from
introducing non-relevant information when expanding the query. To bridge this
gap, inspired by recent advances in applying contextualized models like BERT to
the document retrieval task, this paper proposes a novel query expansion model
that leverages the strength of the BERT model to select relevant document
chunks for expansion. In evaluation on the standard TREC Robust04 and GOV2 test
collections, the proposed BERT-QE model significantly outperforms BERT-Large
models.
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        “AligNarr: Aligning Narratives of Different Length for Movie Summarization,” Universität des Saarlandes, Saarbrücken, 2019.
    
moreAbstract
Automatic text alignment is an important problem in natural language processing. It
can be used to create the data needed to train different language models. Most research
about automatic summarization revolves around summarizing news articles or scientific
papers, which are somewhat small texts with simple and clear structure. The bigger the
difference in size between the summary and the original text, the harder the problem will
be since important information will be sparser and identifying them can be more difficult.
Therefore, creating datasets from larger texts can help improve automatic summarization.
In this project, we try to develop an algorithm which can automatically create a
dataset for abstractive automatic summarization for bigger narrative text bodies such
as movie scripts. To this end, we chose sentences as summary text units and scenes
as script text units and developed an algorithm which uses some of the latest natural
language processing techniques to align scenes and sentences based on the similarity in
their meanings.
Solving this alignment problem can provide us with important information about how
to evaluate the meaning of a text, which can help us create better abstractive summariza-
tion models. We developed a method which uses different similarity scoring techniques
(embedding similarity, word inclusion and entity inclusion) to align script scenes and sum-
mary sentences which achieved an F1 score of 0.39. Analyzing our results showed that
the bigger the differences in the number of text units being aligned, the more difficult the
alignment problem is. We also critiqued of our own similarity scoring techniques and dif-
ferent alignment algorithms based on integer linear programming and local optimization
and showed their limitations and discussed ideas to improve them.
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moreAbstract
Answering complex natural language questions with crisp answers is crucial towards satisfying the information needs of advanced users. With the rapid growth of knowledge bases (KBs) such as Yago and Freebase, this goal has become attainable by translating questions into formal queries like SPARQL queries. Such queries can then be evaluated over knowledge bases to retrieve crisp answers. To this end, three research issues arise: (i) how to develop methods that are robust to lexical and syntactic variations in questions and can handle complex questions, (ii) how to design and curate datasets to advance research in question answering, and (iii) how to efficiently identify named entities in questions. In this dissertation, we make the following five contributions in the areas of question answering (QA) and named entity recognition (NER). For issue (i), we make the following contributions: We present QUINT, an approach for answering natural language questions over knowledge bases using automatically learned templates. Templates are an important asset for QA over KBs, simplifying the semantic parsing of input questions and generating formal queries for interpretable answers. QUINT is capable of answering both simple and compositional questions. We introduce NEQA, a framework for continuous learning for QA over KBs. NEQA starts with a small seed of training examples in the form of question-answer pairs, and improves its performance over time. NEQA combines both syntax, through template-based answering, and semantics, via a semantic similarity function. %when templates fail to do so. Moreover, it adapts to the language used after deployment by periodically retraining its underlying models. For issues (i) and (ii), we present TEQUILA, a framework for answering complex questions with explicit and implicit temporal conditions over KBs. TEQUILA is built on a rule-based framework that detects and decomposes temporal questions into simpler sub-questions that can be answered by standard KB-QA systems. TEQUILA reconciles the results of sub-questions into final answers. TEQUILA is accompanied with a dataset called TempQuestions, which consists of 1,271 temporal questions with gold-standard answers over Freebase. This collection is derived by judiciously selecting time-related questions from existing QA datasets. For issue (ii), we publish ComQA, a large-scale manually-curated dataset for QA. ComQA contains questions that represent real information needs and exhibit a wide range of difficulties such as the need for temporal reasoning, comparison, and compositionality. ComQA contains paraphrase clusters of semantically-equivalent questions that can be exploited by QA systems. We harness a combination of community question-answering platforms and crowdsourcing to construct the ComQA dataset. 
 For issue (iii), we introduce a neural network model based on subword units for named entity recognition. The model learns word representations using a combination of characters, bytes and phonemes. While achieving comparable performance with word-level based models, our model has an order-of-magnitude smaller vocabulary size and lower memory requirements, and it handles out-of-vocabulary words.
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%X Answering complex natural language questions with crisp answers is crucial towards satisfying the information needs of advanced users. With the rapid growth of knowledge bases (KBs) such as Yago and Freebase, this goal has become attainable by translating questions into formal queries like SPARQL queries. Such queries can then be evaluated over knowledge bases to retrieve crisp answers. To this end, three research issues arise: (i) how to develop methods that are robust to lexical and syntactic variations in questions and can handle complex questions, (ii) how to design and curate datasets to advance research in question answering, and (iii) how to efficiently identify named entities in questions. In this dissertation, we make the following five contributions in the areas of question answering (QA) and named entity recognition (NER). For issue (i), we make the following contributions: We present QUINT, an approach for answering natural language questions over knowledge bases using automatically learned templates. Templates are an important asset for QA over KBs, simplifying the semantic parsing of input questions and generating formal queries for interpretable answers. QUINT is capable of answering both simple and compositional questions. We introduce NEQA, a framework for continuous learning for QA over KBs. NEQA starts with a small seed of training examples in the form of question-answer pairs, and improves its performance over time. NEQA combines both syntax, through template-based answering, and semantics, via a semantic similarity function. %when templates fail to do so. Moreover, it adapts to the language used after deployment by periodically retraining its underlying models. For issues (i) and (ii), we present TEQUILA, a framework for answering complex questions with explicit and implicit temporal conditions over KBs. TEQUILA is built on a rule-based framework that detects and decomposes temporal questions into simpler sub-questions that can be answered by standard KB-QA systems. TEQUILA reconciles the results of sub-questions into final answers. TEQUILA is accompanied with a dataset called TempQuestions, which consists of 1,271 temporal questions with gold-standard answers over Freebase. This collection is derived by judiciously selecting time-related questions from existing QA datasets. For issue (ii), we publish ComQA, a large-scale manually-curated dataset for QA. ComQA contains questions that represent real information needs and exhibit a wide range of difficulties such as the need for temporal reasoning, comparison, and compositionality. ComQA contains paraphrase clusters of semantically-equivalent questions that can be exploited by QA systems. We harness a combination of community question-answering platforms and crowdsourcing to construct the ComQA dataset. <br> For issue (iii), we introduce a neural network model based on subword units for named entity recognition. The model learns word representations using a combination of characters, bytes and phonemes. While achieving comparable performance with word-level based models, our model has an order-of-magnitude smaller vocabulary size and lower memory requirements, and it handles out-of-vocabulary words.
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moreAbstract
We consider algorithm selection in the context of ad-hoc information
retrieval. Given a query and a pair of retrieval methods, we propose a
meta-learner that predicts how to combine the methods' relevance scores into an
overall relevance score. Inspired by neural models' different properties with
regard to IR axioms, these predictions are based on features that quantify
axiom-related properties of the query and its top ranked documents. We conduct
an evaluation on TREC Web Track data and find that the meta-learner often
significantly improves over the individual methods. Finally, we conduct feature
and query weight analyses to investigate the meta-learner's behavior.
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moreAbstract
Following a period of expedited progress in the capabilities of digital systems, the society begins to realize that systems designed to assist people in various tasks can also harm individuals and society. Mediating access to information and explicitly or implicitly ranking people in increasingly many applications, search systems have a substantial potential to contribute to such unwanted outcomes. Since they collect vast amounts of data about both searchers and search subjects, they have the potential to violate the privacy of both of these groups of users. Moreover, in applications where rankings influence people's economic livelihood outside of the platform, such as sharing economy or hiring support websites, search engines have an immense economic power over their users in that they control user exposure in ranked results. This thesis develops new models and methods broadly covering different aspects of privacy and fairness in search systems for both searchers and search subjects. Specifically, it makes the following contributions: (1) We propose a model for computing individually fair rankings where search subjects get exposure proportional to their relevance. The exposure is amortized over time using constrained optimization to overcome searcher attention biases while preserving ranking utility. (2) We propose a model for computing sensitive search exposure where each subject gets to know the sensitive queries that lead to her profile in the top-k search results. The problem of finding exposing queries is technically modeled as reverse nearest neighbor search, followed by a weekly-supervised learning to rank model ordering the queries by privacy-sensitivity. (3) We propose a model for quantifying privacy risks from textual data in online communities. The method builds on a topic model where each topic is annotated by a crowdsourced sensitivity score, and privacy risks are associated with a user's relevance to sensitive topics. We propose relevance measures capturing different dimensions of user interest in a topic and show how they correlate with human risk perceptions. (4) We propose a model for privacy-preserving personalized search where search queries of different users are split and merged into synthetic profiles. The model mediates the privacy-utility trade-off by keeping semantically coherent fragments of search histories within individual profiles, while trying to minimize the similarity of any of the synthetic profiles to the original user profiles. The models are evaluated using information retrieval techniques and user studies over a variety of datasets, ranging from query logs, through social media and community question answering postings, to item listings from sharing economy platforms.
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moreAbstract
Fact-centric information needs are rarely one-shot; users typically ask
follow-up questions to explore a topic. In such a conversational setting, the
user's inputs are often incomplete, with entities or predicates left out, and
ungrammatical phrases. This poses a huge challenge to question answering (QA)
systems that typically rely on cues in full-fledged interrogative sentences. As
a solution, we develop CONVEX: an unsupervised method that can answer
incomplete questions over a knowledge graph (KG) by maintaining conversation
context using entities and predicates seen so far and automatically inferring
missing or ambiguous pieces for follow-up questions. The core of our method is
a graph exploration algorithm that judiciously expands a frontier to find
candidate answers for the current question. To evaluate CONVEX, we release
ConvQuestions, a crowdsourced benchmark with 11,200 distinct conversations from
five different domains. We show that CONVEX: (i) adds conversational support to
any stand-alone QA system, and (ii) outperforms state-of-the-art baselines and
question completion strategies.
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moreAbstract
Taxonomies are important building blocks of structured knowledge bases, and
their construction from text sources and Wikipedia has received much attention.
In this paper we focus on the construction of taxonomies for fictional domains,
using noisy category systems from fan wikis or text extraction as input. Such
fictional domains are archetypes of entity universes that are poorly covered by
Wikipedia, such as also enterprise-specific knowledge bases or highly
specialized verticals. Our fiction-targeted approach, called TiFi, consists of
three phases: (i) category cleaning, by identifying candidate categories that
truly represent classes in the domain of interest, (ii) edge cleaning, by
selecting subcategory relationships that correspond to class subsumption, and
(iii) top-level construction, by mapping classes onto a subset of high-level
WordNet categories. A comprehensive evaluation shows that TiFi is able to
construct taxonomies for a diverse range of fictional domains such as Lord of
the Rings, The Simpsons or Greek Mythology with very high precision and that it
outperforms state-of-the-art baselines for taxonomy induction by a substantial
margin.
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moreAbstract
Users increasingly rely on social media feeds for consuming daily
information. The items in a feed, such as news, questions, songs, etc., usually
result from the complex interplay of a user's social contacts, her interests
and her actions on the platform. The relationship of the user's own behavior
and the received feed is often puzzling, and many users would like to have a
clear explanation on why certain items were shown to them. Transparency and
explainability are key concerns in the modern world of cognitive overload,
filter bubbles, user tracking, and privacy risks. This paper presents FAIRY, a
framework that systematically discovers, ranks, and explains relationships
between users' actions and items in their social media feeds. We model the
user's local neighborhood on the platform as an interaction graph, a form of
heterogeneous information network constructed solely from information that is
easily accessible to the concerned user. We posit that paths in this
interaction graph connecting the user and her feed items can act as pertinent
explanations for the user. These paths are scored with a learning-to-rank model
that captures relevance and surprisal. User studies on two social platforms
demonstrate the practical viability and user benefits of the FAIRY method.
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moreAbstract
Interpretable explanations for recommender systems and other machine learning
models are crucial to gain user trust. Prior works that have focused on paths
connecting users and items in a heterogeneous network have several limitations,
such as discovering relationships rather than true explanations, or
disregarding other users' privacy. In this work, we take a fresh perspective,
and present PRINCE: a provider-side mechanism to produce tangible explanations
for end-users, where an explanation is defined to be a set of minimal actions
performed by the user that, if removed, changes the recommendation to a
different item. Given a recommendation, PRINCE uses a polynomial-time optimal
algorithm for finding this minimal set of a user's actions from an exponential
search space, based on random walks over dynamic graphs. Experiments on two
real-world datasets show that PRINCE provides more compact explanations than
intuitive baselines, and insights from a crowdsourced user-study demonstrate
the viability of such action-based explanations. We thus posit that PRINCE
produces scrutable, actionable, and concise explanations, owing to its use of
counterfactual evidence, a user's own actions, and minimal sets, respectively.
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moreAbstract
Search systems help users locate relevant information in the form of text documents for keyword queries. Using text alone, it is often difficult to satisfy the user's information need. To discern the user's intent behind queries, we turn to semantic annotations (e.g., named entities and temporal expressions) that natural language processing tools can now deliver with great accuracy. This thesis develops methods and an infrastructure that leverage semantic annotations to efficiently and effectively search large document collections. This thesis makes contributions in three areas: indexing, querying, and mining of semantically annotated document collections. First, we describe an indexing infrastructure for semantically annotated document collections. The indexing infrastructure can support knowledge-centric tasks such as information extraction, relationship extraction, question answering, fact spotting and semantic search at scale across millions of documents. Second, we propose methods for exploring large document collections by suggesting semantic aspects for queries. These semantic aspects are generated by considering annotations in the form of temporal expressions, geographic locations, and other named entities. The generated aspects help guide the user to relevant documents without the need to read their contents. Third and finally, we present methods that can generate events, structured tables, and insightful visualizations from semantically annotated document collections.
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moreAbstract
Search systems help users locate relevant information in the form of text documents for keyword queries. Using text alone, it is often difficult to satisfy the user's information need. To discern the user's intent behind queries, we turn to semantic annotations (e.g., named entities and temporal expressions) that natural language processing tools can now deliver with great accuracy. This thesis develops methods and an infrastructure that leverage semantic annotations to efficiently and effectively search large document collections. This thesis makes contributions in three areas: indexing, querying, and mining of semantically annotated document collections. First, we describe an indexing infrastructure for semantically annotated document collections. The indexing infrastructure can support knowledge-centric tasks such as information extraction, relationship extraction, question answering, fact spotting and semantic search at scale across millions of documents. Second, we propose methods for exploring large document collections by suggesting semantic aspects for queries. These semantic aspects are generated by considering annotations in the form of temporal expressions, geographic locations, and other named entities. The generated aspects help guide the user to relevant documents without the need to read their contents. Third and finally, we present methods that can generate events, structured tables, and insightful visualizations from semantically annotated document collections.
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moreAbstract
Popular word embedding methods such as word2vec and GloVe assign a single
vector representation to each word, even if a word has multiple distinct
meanings. Multi-sense embeddings instead provide different vectors for each
sense of a word. However, they typically cannot serve as a drop-in replacement
for conventional single-sense embeddings, because the correct sense vector
needs to be selected for each word. In this work, we study the effect of
multi-sense embeddings on the task of reverse dictionaries. We propose a
technique to easily integrate them into an existing neural network architecture
using an attention mechanism. Our experiments demonstrate that large
improvements can be obtained when employing multi-sense embeddings both in the
input sequence as well as for the target representation. An analysis of the
sense distributions and of the learned attention is provided as well.



BibTeX
@online{Hedderich_arXiv1904.01451,
TITLE = {Using Multi-Sense Vector Embeddings for Reverse Dictionaries},
AUTHOR = {Hedderich, Michael A. and Yates, Andrew and Klakow, Dietrich and de Melo, Gerard},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1904.01451},
EPRINT = {1904.01451},
EPRINTTYPE = {arXiv},
YEAR = {2019},
ABSTRACT = {Popular word embedding methods such as word2vec and GloVe assign a single<br>vector representation to each word, even if a word has multiple distinct<br>meanings. Multi-sense embeddings instead provide different vectors for each<br>sense of a word. However, they typically cannot serve as a drop-in replacement<br>for conventional single-sense embeddings, because the correct sense vector<br>needs to be selected for each word. In this work, we study the effect of<br>multi-sense embeddings on the task of reverse dictionaries. We propose a<br>technique to easily integrate them into an existing neural network architecture<br>using an attention mechanism. Our experiments demonstrate that large<br>improvements can be obtained when employing multi-sense embeddings both in the<br>input sequence as well as for the target representation. An analysis of the<br>sense distributions and of the learned attention is provided as well.<br>},
}

Endnote
%0 Report
%A Hedderich, Michael A.
%A Yates, Andrew
%A Klakow, Dietrich
%A de Melo, Gerard
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Using Multi-Sense Vector Embeddings for Reverse Dictionaries : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0004-02B4-E
%U http://arxiv.org/abs/1904.01451
%D 2019
%X   Popular word embedding methods such as word2vec and GloVe assign a single<br>vector representation to each word, even if a word has multiple distinct<br>meanings. Multi-sense embeddings instead provide different vectors for each<br>sense of a word. However, they typically cannot serve as a drop-in replacement<br>for conventional single-sense embeddings, because the correct sense vector<br>needs to be selected for each word. In this work, we study the effect of<br>multi-sense embeddings on the task of reverse dictionaries. We propose a<br>technique to easily integrate them into an existing neural network architecture<br>using an attention mechanism. Our experiments demonstrate that large<br>improvements can be obtained when employing multi-sense embeddings both in the<br>input sequence as well as for the target representation. An analysis of the<br>sense distributions and of the learned attention is provided as well.<br>
%K Computer Science, Computation and Language, cs.CL,Computer Science, Learning, cs.LG




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        263
    
                Conference paper
            
D5


        V. T. Ho, Y. Ibrahim, K. Pal, K. Berberich, and G. Weikum
    

        “Qsearch: Answering Quantity Queries from Text,” in The Semantic Web -- ISWC 2019, Auckland, New Zealand, 2019.
    
moreBibTeX
@inproceedings{Ho_ISWC2019,
TITLE = {Qsearch: {A}nswering Quantity Queries from Text},
AUTHOR = {Ho, Vinh Thinh and Ibrahim, Yusra and Pal, Koninika and Berberich, Klaus and Weikum, Gerhard},
LANGUAGE = {eng},
ISSN = {0302-9743},
ISBN = {978-3-030-30792-9},
DOI = {10.1007/978-3-030-30793-6_14},
PUBLISHER = {Springer},
YEAR = {2019},
DATE = {2019},
BOOKTITLE = {The Semantic Web -- ISWC 2019},
DEBUG = {author: Gandon, Fabien},
EDITOR = {Ghidini, Chiara and Hartig, Olaf and Maleshkova, Maria and Sv{\'a}tek, Vojt{\u e}ch and Cruz, Isabel and Hogan, Aidan and Song, Jie and Lefran{\c c}ois, Maxime},
PAGES = {237--257},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {11778},
ADDRESS = {Auckland, New Zealand},
}

Endnote
%0 Conference Proceedings
%A Ho, Vinh Thinh
%A Ibrahim, Yusra
%A Pal, Koninika
%A Berberich, Klaus
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Qsearch: Answering Quantity Queries from Text : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0005-83AB-6
%R 10.1007/978-3-030-30793-6_14
%D 2019
%B 18th Semantic Web Conference
%Z date of event: 2019-10-26 - 2019-10-30
%C Auckland, New Zealand
%B The Semantic Web -- ISWC 2019
%E Ghidini, Chiara; Hartig, Olaf; Maleshkova, Maria; Sv&#225;tek, Vojt&#277;ch; Cruz, Isabel; Hogan, Aidan; Song, Jie; Lefran&#231;ois, Maxime; Gandon, Fabien
%P 237 - 257
%I Springer
%@ 978-3-030-30792-9
%B Lecture Notes in Computer Science
%N 11778
%@ false




	DOI
	PuRe
	BibTeX

	


        264
    
                Thesis
            
D5IMPR-CSD1


        Y. Ibrahim
    

        “Understanding Quantities in Web Tables and Text,” Universität des Saarlandes, Saarbrücken, 2019.
    
moreAbstract
There is a wealth of schema-free tables on the web. The text accompanying these tables explains and qualifies the numerical quantities given in the tables. Despite this ubiquity of tabular data, there is little research that harnesses this wealth of data by semantically understanding the information that is conveyed rather ambiguously in these tables. This information can be disambiguated only by the help of the accompanying text. In the process of understanding quantity mentions in tables and text, we are faced with the following challenges; First, there is no comprehensive knowledge base for anchoring quantity mentions. Second, tables are created ad-hoc without a standard schema and with ambiguous header names; also table cells usually contain abbreviations. Third, quantities can be written in multiple forms and units of measures. Fourth, the text usually refers to the quantities in tables using aggregation, approximation, and different scales. In this thesis, we target these challenges through the following contributions: - We present the Quantity Knowledge Base (QKB), a knowledge base for representing Quantity mentions. We construct the QKB by importing information from Freebase, Wikipedia, and other online sources. - We propose Equity: a system for automatically canonicalizing header names and cell values onto concepts, classes, entities, and uniquely represented quantities registered in a knowledge base. We devise a probabilistic graphical model that captures coherence dependencies between cells in tables and candidate items in the space of concepts, entities, and quantities. Then, we cast the inference problem into an efficient algorithm based on random walks over weighted graphs. baselines. - We introduce the quantity alignment problem: computing bidirectional links between textual mentions of quantities and the corresponding table cells. We propose BriQ: a system for computing such alignments. BriQ copes with the specific challenges of approximate quantities, aggregated quantities, and calculated quantities. - We design ExQuisiTe: a web application that identifies mentions of quantities in text and tables, aligns quantity mentions in the text with related quantity mentions in tables, and generates salient suggestions for extractive text summarization systems.
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%X There is a wealth of schema-free tables on the web. The text accompanying these tables explains and qualifies the numerical quantities given in the tables. Despite this ubiquity of tabular data, there is little research that harnesses this wealth of data by semantically understanding the information that is conveyed rather ambiguously in these tables. This information can be disambiguated only by the help of the accompanying text. In the process of understanding quantity mentions in tables and text, we are faced with the following challenges; First, there is no comprehensive knowledge base for anchoring quantity mentions. Second, tables are created ad-hoc without a standard schema and with ambiguous header names; also table cells usually contain abbreviations. Third, quantities can be written in multiple forms and units of measures. Fourth, the text usually refers to the quantities in tables using aggregation, approximation, and different scales. In this thesis, we target these challenges through the following contributions: - We present the Quantity Knowledge Base (QKB), a knowledge base for representing Quantity mentions. We construct the QKB by importing information from Freebase, Wikipedia, and other online sources. - We propose Equity: a system for automatically canonicalizing header names and cell values onto concepts, classes, entities, and uniquely represented quantities registered in a knowledge base. We devise a probabilistic graphical model that captures coherence dependencies between cells in tables and candidate items in the space of concepts, entities, and quantities. Then, we cast the inference problem into an efficient algorithm based on random walks over weighted graphs. baselines. - We introduce the quantity alignment problem: computing bidirectional links between textual mentions of quantities and the corresponding table cells. We propose BriQ: a system for computing such alignments. BriQ copes with the specific challenges of approximate quantities, aggregated quantities, and calculated quantities. - We design ExQuisiTe: a web application that identifies mentions of quantities in text and tables, aligns quantity mentions in the text with related quantity mentions in tables, and generates salient suggestions for extractive text summarization systems.
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moreAbstract
Question answering over knowledge bases (KB-QA) poses challenges in handling
complex questions that need to be decomposed into sub-questions. An important
case, addressed here, is that of temporal questions, where cues for temporal
relations need to be discovered and handled. We present TEQUILA, an enabler
method for temporal QA that can run on top of any KB-QA engine. TEQUILA has
four stages. It detects if a question has temporal intent. It decomposes and
rewrites the question into non-temporal sub-questions and temporal constraints.
Answers to sub-questions are then retrieved from the underlying KB-QA engine.
Finally, TEQUILA uses constraint reasoning on temporal intervals to compute
final answers to the full question. Comparisons against state-of-the-art
baselines show the viability of our method.
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moreAbstract
Information needs around a topic cannot be satisfied in a single turn; users
typically ask follow-up questions referring to the same theme and a system must
be capable of understanding the conversational context of a request to retrieve
correct answers. In this paper, we present our submission to the TREC
Conversational Assistance Track 2019, in which such a conversational setting is
explored. We propose a simple unsupervised method for conversational passage
ranking by formulating the passage score for a query as a combination of
similarity and coherence. To be specific, passages are preferred that contain
words semantically similar to the words used in the question, and where such
words appear close by. We built a word-proximity network (WPN) from a large
corpus, where words are nodes and there is an edge between two nodes if they
co-occur in the same passages in a statistically significant way, within a
context window. Our approach, named CROWN, improved nDCG scores over a provided
Indri baseline on the CAsT training data. On the evaluation data for CAsT, our
best run submission achieved above-average performance with respect to AP@5 and
nDCG@1000.
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moreAbstract
Given data over variables $(X_1,...,X_m, Y)$ we consider the problem of
finding out whether $X$ jointly causes $Y$ or whether they are all confounded
by an unobserved latent variable $Z$. To do so, we take an
information-theoretic approach based on Kolmogorov complexity. In a nutshell,
we follow the postulate that first encoding the true cause, and then the
effects given that cause, results in a shorter description than any other
encoding of the observed variables.
  The ideal score is not computable, and hence we have to approximate it. We
propose to do so using the Minimum Description Length (MDL) principle. We
compare the MDL scores under the models where $X$ causes $Y$ and where there
exists a latent variables $Z$ confounding both $X$ and $Y$ and show our scores
are consistent. To find potential confounders we propose using latent factor
modeling, in particular, probabilistic PCA (PPCA).
  Empirical evaluation on both synthetic and real-world data shows that our
method, CoCa, performs very well -- even when the true generating process of
the data is far from the assumptions made by the models we use. Moreover, it is
robust as its accuracy goes hand in hand with its confidence.
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moreAbstract
Matrix factorizations are an important tool in data mining, and they have been used extensively for finding latent patterns in the data. They often allow to separate structure from noise, as well as to considerably reduce the dimensionality of the input matrix. While classical matrix decomposition methods, such as nonnegative matrix factorization (NMF) and singular value decomposition (SVD), proved to be very useful in data analysis, they are limited by the underlying algebraic structure. NMF, in particular, tends to break patterns into smaller bits, often mixing them with each other. This happens because overlapping patterns interfere with each other, making it harder to tell them apart. In this thesis we study matrix factorization over algebraic structures known as dioids, which are characterized by the lack of additive inverse (“negative numbers”) and the idempotency of addition (a + a = a). Using dioids makes it easier to separate overlapping features, and, in particular, it allows to better deal with the above mentioned pattern breaking problem. We consider different types of dioids, that range from continuous (subtropical and tropical algebras) to discrete (Boolean algebra). Among these, the Boolean algebra is perhaps the most well known, and there exist methods that allow one to obtain high quality Boolean matrix factorizations in terms of the reconstruction error. In this work, however, a different objective function is used – the description length of the data, which enables us to obtain compact and highly interpretable results. The tropical and subtropical algebras, on the other hand, are much less known in the data mining field. While they find applications in areas such as job scheduling and discrete event systems, they are virtually unknown in the context of data analysis. We will use them to obtain idempotent nonnegative factorizations that are similar to NMF, but are better at separating the most prominent features of the data.
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moreAbstract
We revisit the notion of individual fairness proposed by Dwork et al. A
central challenge in operationalizing their approach is the difficulty in
eliciting a human specification of a similarity metric. In this paper, we
propose an operationalization of individual fairness that does not rely on a
human specification of a distance metric. Instead, we propose novel approaches
to elicit and leverage side-information on equally deserving individuals to
counter subordination between social groups. We model this knowledge as a
fairness graph, and learn a unified Pairwise Fair Representation(PFR) of the
data that captures both data-driven similarity between individuals and the
pairwise side-information in fairness graph. We elicit fairness judgments from
a variety of sources, including humans judgments for two real-world datasets on
recidivism prediction (COMPAS) and violent neighborhood prediction (Crime &
Communities). Our experiments show that the PFR model for operationalizing
individual fairness is practically viable.
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moreAbstract
Direct answering of questions that involve multiple entities and relations is
a challenge for text-based QA. This problem is most pronounced when answers can
be found only by joining evidence from multiple documents. Curated knowledge
graphs (KGs) may yield good answers, but are limited by their inherent
incompleteness and potential staleness. This paper presents QUEST, a method
that can answer complex questions directly from textual sources on-the-fly, by
computing similarity joins over partial results from different documents. Our
method is completely unsupervised, avoiding training-data bottlenecks and being
able to cope with rapidly evolving ad hoc topics and formulation style in user
questions. QUEST builds a noisy quasi KG with node and edge weights, consisting
of dynamically retrieved entity names and relational phrases. It augments this
graph with types and semantic alignments, and computes the best answers by an
algorithm for Group Steiner Trees. We evaluate QUEST on benchmarks of complex
questions, and show that it substantially outperforms state-of-the-art
baselines.
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moreAbstract
One challenge with neural ranking is the need for a large amount of
manually-labeled relevance judgments for training. In contrast with prior work,
we examine the use of weak supervision sources for training that yield pseudo
query-document pairs that already exhibit relevance (e.g., newswire
headline-content pairs and encyclopedic heading-paragraph pairs). We also
propose filtering techniques to eliminate training samples that are too far out
of domain using two techniques: a heuristic-based approach and novel supervised
filter that re-purposes a neural ranker. Using several leading neural ranking
architectures and multiple weak supervision datasets, we show that these
sources of training pairs are effective on their own (outperforming prior weak
supervision techniques), and that filtering can further improve performance.
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moreAbstract
Although considerable attention has been given to neural ranking
architectures recently, far less attention has been paid to the term
representations that are used as input to these models. In this work, we
investigate how two pretrained contextualized language modes (ELMo and BERT)
can be utilized for ad-hoc document ranking. Through experiments on TREC
benchmarks, we find that several existing neural ranking architectures can
benefit from the additional context provided by contextualized language models.
Furthermore, we propose a joint approach that incorporates BERT's
classification vector into existing neural models and show that it outperforms
state-of-the-art ad-hoc ranking baselines. We call this joint approach CEDR
(Contextualized Embeddings for Document Ranking). We also address practical
challenges in using these models for ranking, including the maximum input
length imposed by BERT and runtime performance impacts of contextualized
language models.
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moreAbstract
In many scientific tasks we are interested in discovering whether there exist
any correlations in our data. This raises many questions, such as how to
reliably and interpretably measure correlation between a multivariate set of
attributes, how to do so without having to make assumptions on distribution of
the data or the type of correlation, and, how to efficiently discover the
top-most reliably correlated attribute sets from data. In this paper we answer
these questions for discovery tasks in categorical data.
  In particular, we propose a corrected-for-chance, consistent, and efficient
estimator for normalized total correlation, by which we obtain a reliable,
naturally interpretable, non-parametric measure for correlation over
multivariate sets. For the discovery of the top-k correlated sets, we derive an
effective algorithmic framework based on a tight bounding function. This
framework offers exact, approximate, and heuristic search. Empirical evaluation
shows that already for small sample sizes the estimator leads to low-regret
optimization outcomes, while the algorithms are shown to be highly effective
for both large and high-dimensional data. Through two case studies we confirm
that our discovery framework identifies interesting and meaningful
correlations.
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moreAbstract
Testing for conditional independence is a core aspect of constraint-based
causal discovery. Although commonly used tests are perfect in theory, they
often fail to reject independence in practice, especially when conditioning on
multiple variables.
  We focus on discrete data and propose a new test based on the notion of
algorithmic independence that we instantiate using stochastic complexity.
Amongst others, we show that our proposed test, SCI, is an asymptotically
unbiased as well as $L_2$ consistent estimator for conditional mutual
information (CMI). Further, we show that SCI can be reformulated to find a
sensible threshold for CMI that works well on limited samples. Empirical
evaluation shows that SCI has a lower type II error than commonly used tests.
As a result, we obtain a higher recall when we use SCI in causal discovery
algorithms, without compromising the precision.
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moreAbstract
Multimodal contents have become commonplace on the Internet today, manifested
as news articles, social media posts, and personal or business blog posts.
Among the various kinds of media (images, videos, graphics, icons, audio) used
in such multimodal stories, images are the most popular. The selection of
images from a collection - either author's personal photo album, or web
repositories - and their meticulous placement within a text, builds a succinct
multimodal commentary for digital consumption. In this paper we present a
system that automates the process of selecting relevant images for a story and
placing them at contextual paragraphs within the story for a multimodal
narration. We leverage automatic object recognition, user-provided tags, and
commonsense knowledge, and use an unsupervised combinatorial optimization to
solve the selection and placement problems seamlessly as a single unit.
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moreAbstract
With the rise in popularity of social media, images accompanied by contextual
text form a huge section of the web. However, search and retrieval of documents
are still largely dependent on solely textual cues. Although visual cues have
started to gain focus, the imperfection in object/scene detection do not lead
to significantly improved results. We hypothesize that the use of background
commonsense knowledge on query terms can significantly aid in retrieval of
documents with associated images. To this end we deploy three different
modalities - text, visual cues, and commonsense knowledge pertaining to the
query - as a recipe for efficient search and retrieval.
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moreAbstract
The social media explosion has populated the Internet with a wealth of
images. There are two existing paradigms for image retrieval: 1) content-based
image retrieval (CBIR), which has traditionally used visual features for
similarity search (e.g., SIFT features), and 2) tag-based image retrieval
(TBIR), which has relied on user tagging (e.g., Flickr tags). CBIR now gains
semantic expressiveness by advances in deep-learning-based detection of visual
labels. TBIR benefits from query-and-click logs to automatically infer more
informative labels. However, learning-based tagging still yields noisy labels
and is restricted to concrete objects, missing out on generalizations and
abstractions. Click-based tagging is limited to terms that appear in the
textual context of an image or in queries that lead to a click. This paper
addresses the above limitations by semantically refining and expanding the
labels suggested by learning-based object detection. We consider the semantic
coherence between the labels for different objects, leverage lexical and
commonsense knowledge, and cast the label assignment into a constrained
optimization problem solved by an integer linear program. Experiments show that
our method, called VISIR, improves the quality of the state-of-the-art visual
labeling tools like LSDA and YOLO.
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moreAbstract
Despite being a vast resource of valuable information, the Web has been polluted by the spread of false claims. Increasing hoaxes, fake news, and misleading information on the Web have given rise to many fact-checking websites that manually assess these doubtful claims. However, the rapid speed and large scale of misinformation spread have become the bottleneck for manual verification. This calls for credibility assessment tools that can automate this verification process. Prior works in this domain make strong assumptions about the structure of the claims and the communities where they are made. Most importantly, black-box techniques proposed in prior works lack the ability to explain why a certain statement is deemed credible or not. To address these limitations, this dissertation proposes a general framework for automated credibility assessment that does not make any assumption about the structure or origin of the claims. Specifically, we propose a feature-based model, which automatically retrieves relevant articles about the given claim and assesses its credibility by capturing the mutual interaction between the language style of the relevant articles, their stance towards the claim, and the trustworthiness of the underlying web sources. We further enhance our credibility assessment approach and propose a neural-network-based model. Unlike the feature-based model, this model does not rely on feature engineering and external lexicons. Both our models make their assessments interpretable by extracting explainable evidence from judiciously selected web sources. We utilize our models and develop a Web interface, CredEye, which enables users to automatically assess the credibility of a textual claim and dissect into the assessment by browsing through judiciously and automatically selected evidence snippets. In addition, we study the problem of stance classification and propose a neural-network-based model for predicting the stance of diverse user perspectives regarding the controversial claims. Given a controversial claim and a user comment, our stance classification model predicts whether the user comment is supporting or opposing the claim.
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        “STANCY: Stance Classification Based on Consistency Cues,” 2019. [Online]. Available: http://arxiv.org/abs/1910.06048.
    
moreAbstract
Controversial claims are abundant in online media and discussion forums. A
better understanding of such claims requires analyzing them from different
perspectives. Stance classification is a necessary step for inferring these
perspectives in terms of supporting or opposing the claim. In this work, we
present a neural network model for stance classification leveraging BERT
representations and augmenting them with a novel consistency constraint.
Experiments on the Perspectrum dataset, consisting of claims and users'
perspectives from various debate websites, demonstrate the effectiveness of our
approach over state-of-the-art baselines.
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moreAbstract
Commonsense knowledge about object properties, human behavior and general
concepts is crucial for robust AI applications. However, automatic acquisition
of this knowledge is challenging because of sparseness and bias in online
sources. This paper presents Quasimodo, a methodology and tool suite for
distilling commonsense properties from non-standard web sources. We devise
novel ways of tapping into search-engine query logs and QA forums, and
combining the resulting candidate assertions with statistical cues from
encyclopedias, books and image tags in a corroboration step. Unlike prior work
on commonsense knowledge bases, Quasimodo focuses on salient properties that
are typically associated with certain objects or concepts. Extensive
evaluations, including extrinsic use-case studies, show that Quasimodo provides
better coverage than state-of-the-art baselines with comparable quality.
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moreAbstract
Boolean matrix factorization is a natural and a popular technique for
summarizing binary matrices. In this paper, we study a problem of Boolean
matrix factorization where we additionally require that the factor matrices
have consecutive ones property (OBMF). A major application of this optimization
problem comes from graph visualization: standard techniques for visualizing
graphs are circular or linear layout, where nodes are ordered in circle or on a
line. A common problem with visualizing graphs is clutter due to too many
edges. The standard approach to deal with this is to bundle edges together and
represent them as ribbon. We also show that we can use OBMF for edge bundling
combined with circular or linear layout techniques.
  We demonstrate that not only this problem is NP-hard but we cannot have a
polynomial-time algorithm that yields a multiplicative approximation guarantee
(unless P = NP). On the positive side, we develop a greedy algorithm where at
each step we look for the best 1-rank factorization. Since even obtaining
1-rank factorization is NP-hard, we propose an iterative algorithm where we fix
one side and and find the other, reverse the roles, and repeat. We show that
this step can be done in linear time using pq-trees. We also extend the problem
to cyclic ones property and symmetric factorizations. Our experiments show that
our algorithms find high-quality factorizations and scale well.
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        “Listening between the Lines: Learning Personal Attributes from Conversations,” 2019. [Online]. Available: http://arxiv.org/abs/1904.10887.
    
moreAbstract
Open-domain dialogue agents must be able to converse about many topics while
incorporating knowledge about the user into the conversation. In this work we
address the acquisition of such knowledge, for personalization in downstream
Web applications, by extracting personal attributes from conversations. This
problem is more challenging than the established task of information extraction
from scientific publications or Wikipedia articles, because dialogues often
give merely implicit cues about the speaker. We propose methods for inferring
personal attributes, such as profession, age or family status, from
conversations using deep learning. Specifically, we propose several Hidden
Attribute Models, which are neural networks leveraging attention mechanisms and
embeddings. Our methods are trained on a per-predicate basis to output rankings
of object values for a given subject-predicate combination (e.g., ranking the
doctor and nurse professions high when speakers talk about patients, emergency
rooms, etc). Experiments with various conversational texts including Reddit
discussions, movie scripts and a collection of crowdsourced personal dialogues
demonstrate the viability of our methods and their superior performance
compared to state-of-the-art baselines.
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moreAbstract
The notion of individual fairness requires that similar people receive
similar treatment. However, this is hard to achieve in practice since it is
difficult to specify the appropriate similarity metric. In this work, we
attempt to learn such similarity metric from human annotated data. We gather a
new dataset of human judgments on a criminal recidivism prediction (COMPAS)
task. By assuming the human supervision obeys the principle of individual
fairness, we leverage prior work on metric learning, evaluate the performance
of several metric learning methods on our dataset, and show that the learned
metrics outperform the Euclidean and Precision metric under various criteria.
We do not provide a way to directly learn a similarity metric satisfying the
individual fairness, but to provide an empirical study on how to derive the
similarity metric from human supervisors, then future work can use this as a
tool to understand human supervision.
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moreAbstract
To bridge the gap between the capabilities of the state-of-the-art in factoid
question answering (QA) and what real users ask, we need large datasets of real
user questions that capture the various question phenomena users are interested
in, and the diverse ways in which these questions are formulated. We introduce
ComQA, a large dataset of real user questions that exhibit different
challenging aspects such as temporal reasoning, compositionality, etc. ComQA
questions come from the WikiAnswers community QA platform. Through a large
crowdsourcing effort, we clean the question dataset, group questions into
paraphrase clusters, and annotate clusters with their answers. ComQA contains
11,214 questions grouped into 4,834 paraphrase clusters. We detail the process
of constructing ComQA, including the measures taken to ensure its high quality
while making effective use of crowdsourcing. We also present an extensive
analysis of the dataset and the results achieved by state-of-the-art systems on
ComQA, demonstrating that our dataset can be a driver of future research on QA.
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moreAbstract
Rankings of people and items are at the heart of selection-making,
match-making, and recommender systems, ranging from employment sites to sharing
economy platforms. As ranking positions influence the amount of attention the
ranked subjects receive, biases in rankings can lead to unfair distribution of
opportunities and resources, such as jobs or income.
  This paper proposes new measures and mechanisms to quantify and mitigate
unfairness from a bias inherent to all rankings, namely, the position bias,
which leads to disproportionately less attention being paid to low-ranked
subjects. Our approach differs from recent fair ranking approaches in two
important ways. First, existing works measure unfairness at the level of
subject groups while our measures capture unfairness at the level of individual
subjects, and as such subsume group unfairness. Second, as no single ranking
can achieve individual attention fairness, we propose a novel mechanism that
achieves amortized fairness, where attention accumulated across a series of
rankings is proportional to accumulated relevance.
  We formulate the challenge of achieving amortized individual fairness subject
to constraints on ranking quality as an online optimization problem and show
that it can be solved as an integer linear program. Our experimental evaluation
reveals that unfair attention distribution in rankings can be substantial, and
demonstrates that our method can improve individual fairness while retaining
high ranking quality.
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moreAbstract
Mental health is a significant and growing public health concern. As language
usage can be leveraged to obtain crucial insights into mental health
conditions, there is a need for large-scale, labeled, mental health-related
datasets of users who have been diagnosed with one or more of such conditions.
In this paper, we investigate the creation of high-precision patterns to
identify self-reported diagnoses of nine different mental health conditions,
and obtain high-quality labeled data without the need for manual labelling. We
introduce the SMHD (Self-reported Mental Health Diagnoses) dataset and make it
available. SMHD is a novel large dataset of social media posts from users with
one or multiple mental health conditions along with matched control users. We
examine distinctions in users' language, as measured by linguistic and
psychological variables. We further explore text classification methods to
identify individuals with mental conditions through their language.
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moreAbstract
While general-purpose Knowledge Bases (KBs) have gone a long way in compiling comprehensive knowledgee about people, events, places, etc., domain-specific KBs, such as on health, are equally important, but are less explored. Consequently, a comprehensive and expressive health KB that spans all aspects of biomedical knowledge is still missing. The main goal of this thesis is to develop principled methods for building such a KB and enabling knowledge-centric applications. We address several challenges and make the following contributions: - To construct a health KB, we devise a largely automated and scalable pattern-based knowledge extraction method covering a spectrum of different text genres and distilling a wide variety of facts from different biomedical areas. - To consider higher-arity relations, crucial for proper knowledge representation in advanced domain such as health, we generalize the fact-pattern duality paradigm of previous methods. A key novelty is the integration of facts with missing arguments by extending our framework to partial patterns and facts by reasoning over the composability of partial facts. - To demonstrate the benefits of a health KB, we devise systems for entity-aware search and analytics and for entity-relationship-oriented exploration. Extensive experiments and use-case studies demonstrate the viability of the proposed approaches.
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moreAbstract
Knowledge Graphs (KGs) play an important role in various information systems and
have application in many ﬁelds such as Semantic Web Search, Question Answering and Information Retrieval. KGs present information in the form of entities and relationships between them. Modern KGs could contain up to millions of entities and billions of facts, and they are usually built using automatic construction methods. As a result, despite the huge size of KGs, a large number of facts between their entities are still missing. That is the reason why we see the importance of the task of Knowledge Graph Completion (a.k.a. Link Prediction), which concerns the prediction of those missing facts.

Rules over a Knowledge Graph capture interpretable patterns in data and various
methods for rule learning have been proposed. Since KGs are inherently incomplete, rules can be used to deduce missing facts. Statistical measures for learned rules such as conﬁdence reﬂect rule quality well when the KG is reasonably complete; however, these measures might be misleading otherwise. So, it is difficult to learn high-quality rules from the KG alone, and scalability dictates that only a small set of candidate rules is generated.
Therefore, the ranking and pruning of candidate rules are major problems. To address this issue, we propose a rule learning method that utilizes probabilistic representations of missing facts. In particular, we iteratively extend rules induced from a KG by relying on feedback from a precomputed embedding model over the KG and optionally external 
information sources including text corpora. The contributions of this thesis are as follows:

• We introduce a framework for rule learning guided by external sources.

• We propose a concrete instantiation of our framework to show how to learn high-
quality rules by utilizing feedback from a pretrained embedding model.

• We conducted experiments on real-world KGs that demonstrate the eﬀectiveness
of our novel approach with respect to both the quality of the learned rules and fact
predictions that they produce.
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moreAbstract
Nonnegative matrix factorization (NMF) is one of the most frequently-used
matrix factorization models in data analysis. A significant reason to the
popularity of NMF is its interpretability and the `parts of whole'
interpretation of its components. Recently, max-times, or subtropical, matrix
factorization (SMF) has been introduced as an alternative model with equally
interpretable `winner takes it all' interpretation. In this paper we propose a
new mixed linear--tropical model, and a new algorithm, called Latitude, that
combines NMF and SMF, being able to smoothly alternate between the two. In our
model, the data is modeled using the latent factors and latent parameters that
control whether the factors are interpreted as NMF or SMF features, or their
mixtures. We present an algorithm for our novel matrix factorization. Our
experiments show that our algorithm improves over both baselines, and can yield
interpretable results that reveal more of the latent structure than either NMF
or SMF alone.
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moreAbstract
People are rated and ranked, towards algorithmic decision making in an
increasing number of applications, typically based on machine learning.
Research on how to incorporate fairness into such tasks has prevalently pursued
the paradigm of group fairness: ensuring that each ethnic or social group
receives its fair share in the outcome of classifiers and rankings. In
contrast, the alternative paradigm of individual fairness has received
relatively little attention. This paper introduces a method for
probabilistically clustering user records into a low-rank representation that
captures individual fairness yet also achieves high accuracy in classification
and regression models. Our notion of individual fairness requires that users
who are similar in all task-relevant attributes such as job qualification, and
disregarding all potentially discriminating attributes such as gender, should
have similar outcomes. Since the case for fairness is ubiquitous across many
tasks, we aim to learn general representations that can be applied to arbitrary
downstream use-cases. We demonstrate the versatility of our method by applying
it to classification and learning-to-rank tasks on two real-world datasets. Our
experiments show substantial improvements over the best prior work for this
setting.
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receives its fair share in the outcome of classifiers and rankings. In
contrast, the alternative paradigm of individual fairness has received
relatively little attention. This paper introduces a method for
probabilistically clustering user records into a low-rank representation that
captures individual fairness yet also achieves high accuracy in classification
and regression models. Our notion of individual fairness requires that users
who are similar in all task-relevant attributes such as job qualification, and
disregarding all potentially discriminating attributes such as gender, should
have similar outcomes. Since the case for fairness is ubiquitous across many
tasks, we aim to learn general representations that can be applied to arbitrary
downstream use-cases. We demonstrate the versatility of our method by applying
it to classification and learning-to-rank tasks on two real-world datasets. Our
experiments show substantial improvements over the best prior work for this
setting.
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moreAbstract
Self-reported diagnosis statements have been widely employed in studying
language related to mental health in social media. However, existing research
has largely ignored the temporality of mental health diagnoses. In this work,
we introduce RSDD-Time: a new dataset of 598 manually annotated self-reported
depression diagnosis posts from Reddit that include temporal information about
the diagnosis. Annotations include whether a mental health condition is present
and how recently the diagnosis happened. Furthermore, we include exact temporal
spans that relate to the date of diagnosis. This information is valuable for
various computational methods to examine mental health through social media
because one's mental health state is not static. We also test several baseline
classification and extraction approaches, which suggest that extracting
temporal information from self-reported diagnosis statements is challenging.
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moreAbstract
Complex answer retrieval (CAR) is the process of retrieving answers to
questions that have multifaceted or nuanced answers. In this work, we present
two novel approaches for CAR based on the observation that question facets can
vary in utility: from structural (facets that can apply to many similar topics,
such as 'History') to topical (facets that are specific to the question's
topic, such as the 'Westward expansion' of the United States). We first explore
a way to incorporate facet utility into ranking models during query term score
combination. We then explore a general approach to reform the structure of
ranking models to aid in learning of facet utility in the query-document term
matching phase. When we use our techniques with a leading neural ranker on the
TREC CAR dataset, our methods rank first in the 2017 TREC CAR benchmark, and
yield up to 26% higher performance than the next best method.
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moreAbstract
The reliable fraction of information is an attractive score for quantifying
(functional) dependencies in high-dimensional data. In this paper, we
systematically explore the algorithmic implications of using this measure for
optimization. We show that the problem is NP-hard, which justifies the usage of
worst-case exponential-time as well as heuristic search methods. We then
substantially improve the practical performance for both optimization styles by
deriving a novel admissible bounding function that has an unbounded potential
for additional pruning over the previously proposed one. Finally, we
empirically investigate the approximation ratio of the greedy algorithm and
show that it produces highly competitive results in a fraction of time needed
for complete branch-and-bound style search.
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moreAbstract
We consider the problem of inferring the directed, causal graph from
observational data, assuming no hidden confounders. We take an information
theoretic approach, and make three main contributions.
  First, we show how through algorithmic information theory we can obtain SCI,
a highly robust, effective and computationally efficient test for conditional
independence---and show it outperforms the state of the art when applied in
constraint-based inference methods such as stable PC.
  Second, building upon on SCI, we show how to tell apart the parents and
children of a given node based on the algorithmic Markov condition. We give the
Climb algorithm to efficiently discover the directed, causal Markov
blanket---and show it is at least as accurate as inferring the global network,
while being much more efficient.
  Last, but not least, we detail how we can use the Climb score to direct those
edges that state of the art causal discovery algorithms based on PC or GES
leave undirected---and show this improves their precision, recall and F1 scores
by up to 20%.
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moreAbstract
Information extraction traditionally focuses on extracting relations between
identifiable entities, such as <Monterey, locatedIn, California>. Yet, texts
often also contain Counting information, stating that a subject is in a
specific relation with a number of objects, without mentioning the objects
themselves, for example, "California is divided into 58 counties". Such
counting quantifiers can help in a variety of tasks such as query answering or
knowledge base curation, but are neglected by prior work. This paper develops
the first full-fledged system for extracting counting information from text,
called CINEX. We employ distant supervision using fact counts from a knowledge
base as training seeds, and develop novel techniques for dealing with several
challenges: (i) non-maximal training seeds due to the incompleteness of
knowledge bases, (ii) sparse and skewed observations in text sources, and (iii)
high diversity of linguistic patterns. Experiments with five human-evaluated
relations show that CINEX can achieve 60% average precision for extracting
counting information. In a large-scale experiment, we demonstrate the potential
for knowledge base enrichment by applying CINEX to 2,474 frequent relations in
Wikidata. CINEX can assert the existence of 2.5M facts for 110 distinct
relations, which is 28% more than the existing Wikidata facts for these
relations.
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moreAbstract
Today in this Big Data era, overwhelming amounts of textual information across different sources with a high degree of redundancy has made it hard for a consumer to retrospect on past events. A plausible solution is to link semantically similar information contained across the different sources to enforce a structure thereby providing multiple access paths to relevant information. Keeping this larger goal in view, this work uses Wikipedia and online news articles as two prominent yet disparate information sources to address the following three problems: • We address a linking problem to connect Wikipedia excerpts to news articles by casting it into an IR task. Our novel approach integrates time, geolocations, and entities with text to identify relevant documents that can be linked to a given excerpt. • We address an unsupervised extractive multi-document summarization task to generate a fixed-length event digest that facilitates efficient consumption of information contained within a large set of documents. Our novel approach proposes an ILP for global inference across text, time, geolocations, and entities associated with the event. • To estimate temporal focus of short event descriptions, we present a semi-supervised approach that leverages redundancy within a longitudinal news collection to estimate accurate probabilistic time models. Extensive experimental evaluations demonstrate the effectiveness and viability of our proposed approaches towards achieving the larger goal.
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moreAbstract
Detecting small sets of relevant patterns from a given dataset is a central
challenge in data mining. The relevance of a pattern is based on user-provided
criteria; typically, all patterns that satisfy certain criteria are considered
relevant. Rule-based languages like Answer Set Programming (ASP) seem
well-suited for specifying such criteria in a form of constraints. Although
progress has been made, on the one hand, on solving individual mining problems
and, on the other hand, developing generic mining systems, the existing methods
either focus on scalability or on generality. In this paper we make steps
towards combining local (frequency, size, cost) and global (various condensed
representations like maximal, closed, skyline) constraints in a generic and
efficient way. We present a hybrid approach for itemset, sequence and graph
mining which exploits dedicated highly optimized mining systems to detect
frequent patterns and then filters the results using declarative ASP. To
further demonstrate the generic nature of our hybrid framework we apply it to a
problem of approximately tiling a database. Experiments on real-world datasets
show the effectiveness of the proposed method and computational gains for
itemset, sequence and graph mining, as well as approximate tiling.
  Under consideration in Theory and Practice of Logic Programming (TPLP).
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Misinformation such as fake news is one of the big challenges of our society.
Research on automated fact-checking has proposed methods based on supervised
learning, but these approaches do not consider external evidence apart from
labeled training instances. Recent approaches counter this deficit by
considering external sources related to a claim. However, these methods require
substantial feature modeling and rich lexicons. This paper overcomes these
limitations of prior work with an end-to-end model for evidence-aware
credibility assessment of arbitrary textual claims, without any human
intervention. It presents a neural network model that judiciously aggregates
signals from external evidence articles, the language of these articles and the
trustworthiness of their sources. It also derives informative features for
generating user-comprehensible explanations that makes the neural network
predictions transparent to the end-user. Experiments with four datasets and
ablation studies show the strength of our method.
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The ability to interconnect multiple knowledge repositories within a single framework is a key asset for various use cases such as document retrieval and question answering. However, independently created repositories are inherently heterogeneous, reflecting their diverse origins. Thus, there is a need to align concepts and entities across knowledge repositories. A limitation of prior work is the assumption of high afinity between the repositories at hand, in terms of structure and terminology. The goal of this dissertation is to develop methods for constructing and curating alignments between multi-cultural knowledge repositories. The first contribution is a system, ACROSS, for reducing the terminological gap between repositories. The second contribution is two alignment methods, LILIANA and SESAME, that cope with structural diversity. The third contribution, LAIKA, is an approach to compute alignments between dynamic repositories. Experiments with a suite ofWeb-scale knowledge repositories show high quality alignments. In addition, the application benefits of LILIANA and SESAME are demonstrated by use cases in search and exploration.
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moreAbstract
Existing algorithms for subgroup discovery with numerical targets do not
optimize the error or target variable dispersion of the groups they find. This
often leads to unreliable or inconsistent statements about the data, rendering
practical applications, especially in scientific domains, futile. Therefore, we
here extend the optimistic estimator framework for optimal subgroup discovery
to a new class of objective functions: we show how tight estimators can be
computed efficiently for all functions that are determined by subgroup size
(non-decreasing dependence), the subgroup median value, and a dispersion
measure around the median (non-increasing dependence). In the important special
case when dispersion is measured using the average absolute deviation from the
median, this novel approach yields a linear time algorithm. Empirical
evaluation on a wide range of datasets shows that, when used within
branch-and-bound search, this approach is highly efficient and indeed discovers
subgroups with much smaller errors.
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moreAbstract
The algorithmic Markov condition states that the most likely causal direction
between two random variables X and Y can be identified as that direction with
the lowest Kolmogorov complexity. Due to the halting problem, however, this
notion is not computable.
  We hence propose to do causal inference by stochastic complexity. That is, we
propose to approximate Kolmogorov complexity via the Minimum Description Length
(MDL) principle, using a score that is mini-max optimal with regard to the
model class under consideration. This means that even in an adversarial
setting, such as when the true distribution is not in this class, we still
obtain the optimal encoding for the data relative to the class.
  We instantiate this framework, which we call CISC, for pairs of univariate
discrete variables, using the class of multinomial distributions. Experiments
show that CISC is highly accurate on synthetic, benchmark, as well as
real-world data, outperforming the state of the art by a margin, and scales
extremely well with regard to sample and domain sizes.
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moreAbstract
Mental health forums are online communities where people express their issues
and seek help from moderators and other users. In such forums, there are often
posts with severe content indicating that the user is in acute distress and
there is a risk of attempted self-harm. Moderators need to respond to these
severe posts in a timely manner to prevent potential self-harm. However, the
large volume of daily posted content makes it difficult for the moderators to
locate and respond to these critical posts. We present a framework for triaging
user content into four severity categories which are defined based on
indications of self-harm ideation. Our models are based on a feature-rich
classification framework which includes lexical, psycholinguistic, contextual
and topic modeling features. Our approaches improve the state of the art in
triaging the content severity in mental health forums by large margins (up to
17% improvement over the F-1 scores). Using the proposed model, we analyze the
mental state of users and we show that overall, long-term users of the forum
demonstrate a decreased severity of risk over time. Our analysis on the
interaction of the moderators with the users further indicates that without an
automatic way to identify critical content, it is indeed challenging for the
moderators to provide timely response to the users in need.
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moreAbstract
Time is an important dimension as it aids in disambiguating and understanding news-
worthy events that happened in the past. It helps in chronological ordering of events to
understand its causality, evolution, and ramifications. In Information Retrieval, time
alongside text is known to improve the quality of search results. So, making use of
the temporal dimensionality in the text-based analysis is an interesting idea to explore.
Considering the importance of time, methods to automatically resolve temporal foci’s
of events are essential. In this thesis, we try to solve this research question by training
our models on two different kinds of corpora and then evaluate on a set of historical
event-queries.
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moreAbstract
The evolution of search from keywords to entities has necessitated the efficient harvesting and management of entity-centric information for constructing knowledge bases catering to various applications such as semantic search, question answering, and information retrieval. The vast amounts of natural language texts available across diverse domains on the Web provide rich sources for discovering facts about named entities such as people, places, and organizations.

A key challenge, in this regard, entails the need for precise identification and disambiguation of entities across documents for extraction of attributes/relations and their proper representation in knowledge bases. Additionally, the applicability of such repositories not only involves the quality and accuracy of the stored information, but also storage management and query processing efficiency. This dissertation aims to tackle the above problems by presenting efficient approaches for entity-centric knowledge
acquisition from texts and its representation in knowledge repositories.

This dissertation presents a robust approach for identifying text phrases pertaining to the same named entity across huge corpora, and their disambiguation to canonical entities present in a knowledge base, by using enriched semantic contexts and link validation encapsulated in a hierarchical clustering framework. This work further presents language and consistency features for classification models to compute the credibility of obtained textual facts, ensuring quality of the extracted information. Finally, an encoding algorithm, using frequent term detection and improved data locality, to represent entities for enhanced knowledge base storage and query performance is presented.
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moreAbstract
Knowledge Bases are one of the key components of Natural Language Understanding systems. For example, DBpedia, YAGO, and Wikidata capture and organize knowledge about named entities and relations between them, which is often crucial for tasks like Question Answering and Named Entity Disambiguation. While Knowledge Bases have good coverage of prominent entities, they are often limited with respect to relations. The goal of this thesis is to bridge this gap and automatically create lexicons of textual representations of relations, namely relational phrases. The lexicons should contain information about paraphrases, hierarchy, as well as semantic types of arguments of relational phrases. The thesis makes three main contributions. The first contribution addresses disambiguating relational phrases by aligning them with the WordNet dictionary. Moreover, the alignment allows imposing the WordNet hierarchy on the relational phrases. The second contribution proposes a method for graph construction of relations using Probabilistic Graphical Models. In addition, we apply this model to relation paraphrasing. The third contribution presents a method for constructing a lexicon of relational paraphrases with fine-grained semantic typing of arguments. This method is based on information from a multilingual parallel corpus.
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moreAbstract
Ambiguous information needs expressed in a limited number of keywords
often result in long-winded query sessions and many query reformulations.
In this work, we tackle ambiguous queries by providing automatically gen-
erated semantic aspects that can guide users to satisfying results regarding
their information needs. To generate semantic aspects, we use semantic an-
notations available in the documents and leverage models representing the
semantic relationships between annotations of the same type. The aspects in
turn provide us a foundation for representing text in a completely structured
manner, thereby allowing for a semantically-motivated organization of search
results. We evaluate our approach on a testbed of over 5,000 aspects on Web
scale document collections amounting to more than 450 million documents,
with temporal, geographic, and named entity annotations as example dimen-
sions. Our experimental results show that our general approach is Web-scale
ready and finds relevant aspects for highly ambiguous queries.
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moreAbstract
Graph is a vital abstract data type that has profound significance in several applications. Because of its versitality, graphs have been adapted into several different forms and one such adaption with many practical applications is the “Labeled Graph”, where vertices and edges are labeled. An enormous research effort has been invested in to the task of managing and querying graphs, yet a lot challenges are left unsolved. In this thesis, we advance the state-of-the-art for the following query models, and propose a distributed solution to process them in an efficient and scalable manner.
• Set Reachability. We formalize and investigate a generalization of the basic notion of reachability, called set reachability. Set reachability deals with finding all reachable pairs for a given source and target sets. We present a non-iterative distributed solution that takes only a single round of communication for any set reachability query. This is achieved by precomputation, replication, and indexing of partial reachabilities among the boundary vertices.
• Basic Graph Patterns (BGP). Supported by majority of query languages, BGP queries are a common mode of querying knowledge graphs, biological datasets, etc. We present a novel distributed architecture that relies on the concepts of asynchronous executions, join-ahead pruning, and a multi-threaded query processing framework to process BGP queries in an efficient and scalable manner.
• Generalized Graph Patterns (GGP). These queries combine the semantics of pattern matching and navigational queries, and are popular in scenarios where the schema of an underlying graph is either unknown or partially known. We present a distributed solution with bimodal indexing layout that individually support efficient processing of BGP queries and navigational queries. Furthermore, we design a unified query optimizer and a processor to efficiently process GGP queries and also in a scalable manner.
To this end, we propose a prototype distributed engine, coined “TriAD” (Triple Asynchronous and Distributed) that supports all the aforementioned query models. We also provide a detailed empirical evaluation of TriAD in comparison to several state-of-the-art systems over multiple real-world and synthetic datasets.
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}

Endnote
%0 Thesis
%A Gurajada, Sairam
%Y Theobald, Martin
%A referee: Weikum, Gerhard
%A referee: &#214;zsu, M. Tamer
%A referee: Michel, Sebastian
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Distributed Querying of Large Labeled Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-8202-E
%U urn:nbn:de:bsz:291-scidok-67738
%R 10.22028/D291-26695
%F OTHER: hdl:20.500.11880/26751
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2017
%P x, 167 p.
%V phd
%9 phd
%X Graph is a vital abstract data type that has profound significance in several applications. Because of its versitality, graphs have been adapted into several different forms and one such adaption with many practical applications is the &#8220;Labeled Graph&#8221;, where vertices and edges are labeled. An enormous research effort has been invested in to the task of managing and querying graphs, yet a lot challenges are left unsolved. In this thesis, we advance the state-of-the-art for the following query models, and propose a distributed solution to process them in an efficient and scalable manner.<br>&#8226; Set Reachability. We formalize and investigate a generalization of the basic notion of reachability, called set reachability. Set reachability deals with finding all reachable pairs for a given source and target sets. We present a non-iterative distributed solution that takes only a single round of communication for any set reachability query. This is achieved by precomputation, replication, and indexing of partial reachabilities among the boundary vertices.<br>&#8226; Basic Graph Patterns (BGP). Supported by majority of query languages, BGP queries are a common mode of querying knowledge graphs, biological datasets, etc. We present a novel distributed architecture that relies on the concepts of asynchronous executions, join-ahead pruning, and a multi-threaded query processing framework to process BGP queries in an efficient and scalable manner.<br>&#8226; Generalized Graph Patterns (GGP). These queries combine the semantics of pattern matching and navigational queries, and are popular in scenarios where the schema of an underlying graph is either unknown or partially known. We present a distributed solution with bimodal indexing layout that individually support efficient processing of BGP queries and navigational queries. Furthermore, we design a unified query optimizer and a processor to efficiently process GGP queries and also in a scalable manner.<br>To this end, we propose a prototype distributed engine, coined &#8220;TriAD&#8221; (Triple Asynchronous and Distributed) that supports all the aforementioned query models. We also provide a detailed empirical evaluation of TriAD in comparison to several state-of-the-art systems over multiple real-world and synthetic datasets.
%U http://scidok.sulb.uni-saarland.de/volltexte/2017/6773/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        449
    
                Conference paper
            
D5


        K. Hui, A. Yates, K. Berberich, and G. de Melo
    

        “Position-Aware Representations for Relevance Matching in Neural Information Retrieval,” in WWW’17 Companion, Perth, Australia, 2017.
    
moreBibTeX
@inproceedings{HuiWWW2017,
TITLE = {Position-Aware Representations for Relevance Matching in Neural Information Retrieval},
AUTHOR = {Hui, Kai and Yates, Andrew and Berberich, Klaus and de Melo, Gerard},
LANGUAGE = {eng},
ISBN = {978-1-4503-4914-7},
DOI = {10.1145/3041021.3054258},
PUBLISHER = {ACM},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {WWW'17 Companion},
PAGES = {799--800},
ADDRESS = {Perth, Australia},
}

Endnote
%0 Conference Proceedings
%A Hui, Kai
%A Yates, Andrew
%A Berberich, Klaus
%A de Melo, Gerard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Position-Aware Representations for Relevance Matching in Neural Information Retrieval : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002D-90A4-B
%R 10.1145/3041021.3054258
%D 2017
%B 26th International Conference on World Wide Web
%Z date of event: 2017-04-03 - 2017-04-07
%C Perth, Australia
%B WWW'17 Companion
%P 799 - 800
%I ACM
%@ 978-1-4503-4914-7




	DOI
	PuRe
	BibTeX

	


        450
    
                Conference paper
            
D5


        K. Hui and K. Berberich
    

        “Transitivity, Time Consumption, and Quality of Preference Judgments in Crowdsourcing,” in Advances in Information Retrieval (ECIR 2017), Aberdeen, UK, 2017.
    
moreBibTeX
@inproceedings{hui2017full,
TITLE = {Transitivity, Time Consumption, and Quality of Preference Judgments in Crowdsourcing},
AUTHOR = {Hui, Kai and Berberich, Klaus},
LANGUAGE = {eng},
ISBN = {978-3-319-56607-8},
DOI = {10.1007/978-3-319-56608-5_19},
PUBLISHER = {Springer},
YEAR = {2016},
DATE = {2017},
BOOKTITLE = {Advances in Information Retrieval (ECIR 2017)},
EDITOR = {Jose, Joemon M. and Hauff, Claudia and Altingovde, Ismail Sengor and Song, Dawei and Albakour, Dyaa and Watt, Stuart and Tait, John},
PAGES = {239--251},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {10193},
ADDRESS = {Aberdeen, UK},
}

Endnote
%0 Conference Proceedings
%A Hui, Kai
%A Berberich, Klaus
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Transitivity, Time Consumption, and Quality of Preference Judgments in Crowdsourcing : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-1F75-5
%R 10.1007/978-3-319-56608-5_19
%D 2017
%B 39th European Conference on Information Retrieval
%Z date of event: 2016-04-09 - 2017-04-13
%C Aberdeen, UK
%B Advances in Information Retrieval
%E Jose, Joemon M.; Hauff, Claudia; Altingovde, Ismail Sengor; Song, Dawei; Albakour, Dyaa; Watt, Stuart; Tait, John
%P 239 - 251
%I Springer
%@ 978-3-319-56607-8
%B Lecture Notes in Computer Science
%N 10193




	DOI
	PuRe
	BibTeX

	


        451
    
                Conference paper
            
D5


        K. Hui, A. Yates, K. Berberich, and G. de Melo
    

        “PACRR: A Position-Aware Neural IR Model for Relevance Matching,” in The Conference on Empirical Methods in Natural Language Processing (EMNLP 2017), Copenhagen, Denmark, 2017.
    
moreBibTeX
@inproceedings{HuiENMLP2017,
TITLE = {{PACRR}: A Position-Aware Neural {IR} Model for Relevance Matching},
AUTHOR = {Hui, Kai and Yates, Andrew and Berberich, Klaus and de Melo, Gerard},
LANGUAGE = {eng},
ISBN = {978-1-945626-83-8},
URL = {https://aclanthology.info/pdf/D/D17/D17-1111.pdf},
PUBLISHER = {ACL},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {The Conference on Empirical Methods in Natural Language Processing (EMNLP 2017)},
PAGES = {1060--1069},
ADDRESS = {Copenhagen, Denmark},
}

Endnote
%0 Conference Proceedings
%A Hui, Kai
%A Yates, Andrew
%A Berberich, Klaus
%A de Melo, Gerard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T PACRR: A Position-Aware Neural IR Model for Relevance Matching : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-063F-D
%U https://aclanthology.info/pdf/D/D17/D17-1111.pdf
%D 2017
%B Conference on Empirical Methods in Natural Language Processing
%Z date of event: 2017-09-09 - 2017-09-11
%C Copenhagen, Denmark
%B The Conference on Empirical Methods in Natural Language Processing

%P 1060 - 1069
%I ACL
%@ 978-1-945626-83-8
%U https://aclanthology.info/pdf/D/D17/D17-1111.pdf




	PuRe
	BibTeX
	publisher version

	


        452
    
                Paper
            
D5


        K. Hui, A. Yates, K. Berberich, and G. de Melo
    

        “PACRR: A Position-Aware Neural IR Model for Relevance Matching,” 2017. [Online]. Available: http://arxiv.org/abs/1704.03940.
    
moreAbstract
In order to adopt deep learning for information retrieval, models are needed
that can capture all relevant information required to assess the relevance of a
document to a given user query. While previous works have successfully captured
unigram term matches, how to fully employ position-dependent information such
as proximity and term dependencies has been insufficiently explored. In this
work, we propose a novel neural IR model named PACRR (Position-Aware
Convolutional-Recurrent Relevance), aiming at better modeling
position-dependent interactions between a query and a document via
convolutional layers as well as recurrent layers. Extensive experiments on six
years' TREC Web Track data confirm that the proposed model yields better
results under different benchmarks.
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moreAbstract
An information retrieval (IR) system assists people in consuming huge amount of data, where the evaluation and the construction of such systems are important. However, there exist two difficulties: the overwhelmingly large number of query-document pairs to judge, making IR evaluation a manually laborious task; and the complicated patterns to model due to the non-symmetric, heterogeneous relationships between a query-document pair, where different interaction patterns such as term dependency and proximity have been demonstrated to be useful, yet are non-trivial for a single IR model to encode. In this thesis we attempt to address both difficulties from the perspectives of IR evaluation and of the retrieval model respectively, by reducing the manual cost with automatic methods, by investigating the usage of crowdsourcing in collecting preference judgments, and by proposing novel neural retrieval models. In particular, to address the large number of query-document pairs in IR evaluation, a low-cost selective labeling method is proposed to pick out a small subset of representative documents for manual judgments in favor of the follow-up prediction for the remaining query-document pairs; furthermore, a language-model based cascade measure framework is developed to evaluate the novelty and diversity, utilizing the content of the labeled documents to mitigate incomplete labels. In addition, we also attempt to make the preference judgments practically usable by empirically investigating different properties of the judgments when collected via crowdsourcing; and by proposing a novel judgment mechanism, making a compromise between the judgment quality and the number of judgments. Finally, to model different complicated patterns in a single retrieval model, inspired by the recent advances in deep learning, we develop novel neural IR models to incorporate different patterns like term dependency, query proximity, density of relevance, and query coverage in a single model. We demonstrate their superior performances through evaluations on different datasets.
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moreAbstract
Ad-hoc retrieval models can benefit from considering different patterns in
the interactions between a query and a document, effectively assessing the
relevance of a document for a given user query. Factors to be considered in
this interaction include (i) the matching of unigrams and ngrams, (ii) the
proximity of the matched query terms, (iii) their position in the document, and
(iv) how the different relevance signals are combined over different query
terms. While previous work has successfully modeled some of these factors, not
all aspects have been fully explored. In this work, we close this gap by
proposing different neural components and incorporating them into a single
architecture, leading to a novel neural IR model called RE-PACRR. Extensive
comparisons with established models on TREC Web Track data confirm that the
proposed model yields promising search results.


BibTeX
@online{HuiarXiv2017b,
TITLE = {{RE-PACRR}: {A} Context and Density-Aware Neural Information Retrieval Model},
AUTHOR = {Hui, Kai and Yates, Andrew and Berberich, Klaus and de Melo, Gerard},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1706.10192},
EPRINT = {1706.10192},
EPRINTTYPE = {arXiv},
YEAR = {2017},
ABSTRACT = {Ad-hoc retrieval models can benefit from considering different patterns in the interactions between a query and a document, effectively assessing the relevance of a document for a given user query. Factors to be considered in this interaction include (i) the matching of unigrams and ngrams, (ii) the proximity of the matched query terms, (iii) their position in the document, and (iv) how the different relevance signals are combined over different query terms. While previous work has successfully modeled some of these factors, not all aspects have been fully explored. In this work, we close this gap by proposing different neural components and incorporating them into a single architecture, leading to a novel neural IR model called RE-PACRR. Extensive comparisons with established models on TREC Web Track data confirm that the proposed model yields promising search results.},
}

Endnote
%0 Report
%A Hui, Kai
%A Yates, Andrew
%A Berberich, Klaus
%A de Melo, Gerard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T RE-PACRR: A Context and Density-Aware Neural Information Retrieval Model : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-064D-D
%U http://arxiv.org/abs/1706.10192
%D 2017
%X   Ad-hoc retrieval models can benefit from considering different patterns in
the interactions between a query and a document, effectively assessing the
relevance of a document for a given user query. Factors to be considered in
this interaction include (i) the matching of unigrams and ngrams, (ii) the
proximity of the matched query terms, (iii) their position in the document, and
(iv) how the different relevance signals are combined over different query
terms. While previous work has successfully modeled some of these factors, not
all aspects have been fully explored. In this work, we close this gap by
proposing different neural components and incorporating them into a single
architecture, leading to a novel neural IR model called RE-PACRR. Extensive
comparisons with established models on TREC Web Track data confirm that the
proposed model yields promising search results.

%K Computer Science, Information Retrieval, cs.IR,Computer Science, Computation and Language, cs.CL




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        458
    
                Conference paper
            
D5


        R. Jäschke, J. Strötgen, E. Krotova, and F. Fischer
    

        “„Der Helmut Kohl unter den Brotaufstrichen“ - Zur Extraktion vossianischer Antonomasien aus großen Zeitungskorpora,” in DHd 2017, 4. Tagung des Verbands Digital Humanities im deutschsprachigen Raum e.V., Bern, Switzerland, 2017.
    
moreBibTeX
@inproceedings{JaeschkeEtAl2017_DHD,
TITLE = {{{``Der Helmut Kohl unter den Brotaufstrichen'' -- Zur Extraktion vossianischer Antonomasien aus gro{\ss}en Zeitungskorpora}}},
AUTHOR = {J{\"a}schke, Robert and Str{\"o}tgen, Jannik and Krotova, Elena and Fischer, Frank},
LANGUAGE = {deu},
YEAR = {2017},
BOOKTITLE = {DHd 2017, 4. Tagung des Verbands Digital Humanities im deutschsprachigen Raum e.V.},
PAGES = {120--124},
ADDRESS = {Bern, Switzerland},
}

Endnote
%0 Conference Proceedings
%A J&#228;schke, Robert
%A Str&#246;tgen, Jannik
%A Krotova, Elena
%A Fischer, Frank
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T &#8222;Der Helmut Kohl unter den Brotaufstrichen&#8220; - Zur Extraktion
vossianischer Antonomasien aus gro&#223;en Zeitungskorpora : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-002C-4E05-A
%D 2017
%B 4. Tagung des Verbands Digital Humanities im deutschsprachigen Raum e.V.
%Z date of event: 2017-02-13 - 2017-02-18
%C Bern, Switzerland
%B DHd 2017
%P 120 - 124




	PuRe
	BibTeX
	publisher version

	


        459
    
                Conference paper
            
D5


        H. Jhamtani, R. Saha Roy, N. Chhaya, and E. Nyberg
    

        “Leveraging Site Search Logs to Identify Missing Content on Enterprise Webpages,” in Advances in Information Retrieval (ECIR 2017), Aberdeen, UK, 2017.
    
moreBibTeX
@inproceedings{JhamtaniECIR2017,
TITLE = {Leveraging Site Search Logs to Identify Missing Content on Enterprise Webpages},
AUTHOR = {Jhamtani, Harsh and Saha Roy, Rishiraj and Chhaya, Niyati and Nyberg, Eric},
LANGUAGE = {eng},
ISBN = {978-3-319-56607-8},
DOI = {10.1007/978-3-319-56608-5_41},
PUBLISHER = {Springer},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {Advances in Information Retrieval (ECIR 2017)},
EDITOR = {Jose, Joemon M. and Hauff, Claudia and Altingovde, Ismail Sengor and Song, Dawei and Albakour, Dyaa and Watt, Stuart and Tait, John},
PAGES = {506--512},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {10193},
ADDRESS = {Aberdeen, UK},
}

Endnote
%0 Conference Proceedings
%A Jhamtani, Harsh
%A Saha Roy, Rishiraj
%A Chhaya, Niyati
%A Nyberg, Eric
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Leveraging Site Search Logs to Identify Missing Content on Enterprise Webpages : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0000-DB33-0
%R 10.1007/978-3-319-56608-5_41
%D 2017
%B 39th European Conference on Information Retrieval
%Z date of event: 2017-04-09 - 2017-04-13
%C Aberdeen, UK
%B Advances in Information Retrieval
%E Jose, Joemon M.; Hauff, Claudia; Altingovde, Ismail Sengor; Song, Dawei; Albakour, Dyaa; Watt, Stuart; Tait, John
%P 506 - 512
%I Springer
%@ 978-3-319-56607-8
%B Lecture Notes in Computer Science
%N 10193




	DOI
	PuRe
	BibTeX

	


        460
    
                Paper
            
D5


        J. Kalofolias, M. Boley, and J. Vreeken
    

        “Efficiently Discovering Locally Exceptional yet Globally Representative Subgroups,” 2017. [Online]. Available: http://arxiv.org/abs/1709.07941.
    
moreAbstract
Subgroup discovery is a local pattern mining technique to find interpretable
descriptions of sub-populations that stand out on a given target variable. That
is, these sub-populations are exceptional with regard to the global
distribution. In this paper we argue that in many applications, such as
scientific discovery, subgroups are only useful if they are additionally
representative of the global distribution with regard to a control variable.
That is, when the distribution of this control variable is the same, or almost
the same, as over the whole data.
  We formalise this objective function and give an efficient algorithm to
compute its tight optimistic estimator for the case of a numeric target and a
binary control variable. This enables us to use the branch-and-bound framework
to efficiently discover the top-$k$ subgroups that are both exceptional as well
as representative. Experimental evaluation on a wide range of datasets shows
that with this algorithm we discover meaningful representative patterns and are
up to orders of magnitude faster in terms of node evaluations as well as time.
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  We formalise this objective function and give an efficient algorithm to
compute its tight optimistic estimator for the case of a numeric target and a
binary control variable. This enables us to use the branch-and-bound framework
to efficiently discover the top-$k$ subgroups that are both exceptional as well
as representative. Experimental evaluation on a wide range of datasets shows
that with this algorithm we discover meaningful representative patterns and are
up to orders of magnitude faster in terms of node evaluations as well as time.
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moreAbstract
Matrix factorization methods are important tools in data mining and analysis.
They can be used for many tasks, ranging from dimensionality reduction to
visualization. In this paper we concentrate on the use of matrix factorizations
for finding patterns from the data. Rather than using the standard algebra --
and the summation of the rank-1 components to build the approximation of the
original matrix -- we use the subtropical algebra, which is an algebra over the
nonnegative real values with the summation replaced by the maximum operator.
Subtropical matrix factorizations allow "winner-takes-it-all" interpretations
of the rank-1 components, revealing different structure than the normal
(nonnegative) factorizations. We study the complexity and sparsity of the
factorizations, and present a framework for finding low-rank subtropical
factorizations. We present two specific algorithms, called Capricorn and
Cancer, that are part of our framework. They can be used with data that has
been corrupted with different types of noise, and with different error metrics,
including the sum-of-absolute differences, Frobenius norm, and Jensen--Shannon
divergence. Our experiments show that the algorithms perform well on data that
has subtropical structure, and that they can find factorizations that are both
sparse and easy to interpret.
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}

Endnote
%0 Report
%A Karaev, Sanjar
%A Miettinen, Pauli
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Algorithms for Approximate Subtropical Matrix Factorization : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-065A-F
%U http://arxiv.org/abs/1707.08872
%D 2017
%X   Matrix factorization methods are important tools in data mining and analysis.
They can be used for many tasks, ranging from dimensionality reduction to
visualization. In this paper we concentrate on the use of matrix factorizations
for finding patterns from the data. Rather than using the standard algebra --
and the summation of the rank-1 components to build the approximation of the
original matrix -- we use the subtropical algebra, which is an algebra over the
nonnegative real values with the summation replaced by the maximum operator.
Subtropical matrix factorizations allow "winner-takes-it-all" interpretations
of the rank-1 components, revealing different structure than the normal
(nonnegative) factorizations. We study the complexity and sparsity of the
factorizations, and present a framework for finding low-rank subtropical
factorizations. We present two specific algorithms, called Capricorn and
Cancer, that are part of our framework. They can be used with data that has
been corrupted with different types of noise, and with different error metrics,
including the sum-of-absolute differences, Frobenius norm, and Jensen--Shannon
divergence. Our experiments show that the algorithms perform well on data that
has subtropical structure, and that they can find factorizations that are both
sparse and easy to interpret.
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moreAbstract
Recent developments in neural information retrieval models have been
promising, but a problem remains: human relevance judgments are expensive to
produce, while neural models require a considerable amount of training data. In
an attempt to fill this gap, we present an approach that---given a weak
training set of pseudo-queries, documents, relevance information---filters the
data to produce effective positive and negative query-document pairs. This
allows large corpora to be used as neural IR model training data, while
eliminating training examples that do not transfer well to relevance scoring.
The filters include unsupervised ranking heuristics and a novel measure of
interaction similarity. We evaluate our approach using a news corpus with
article headlines acting as pseudo-queries and article content as documents,
with implicit relevance between an article's headline and its content. By using
our approach to train state-of-the-art neural IR models and comparing to
established baselines, we find that training data generated by our approach can
lead to good results on a benchmark test collection.
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%X   Recent developments in neural information retrieval models have been
promising, but a problem remains: human relevance judgments are expensive to
produce, while neural models require a considerable amount of training data. In
an attempt to fill this gap, we present an approach that---given a weak
training set of pseudo-queries, documents, relevance information---filters the
data to produce effective positive and negative query-document pairs. This
allows large corpora to be used as neural IR model training data, while
eliminating training examples that do not transfer well to relevance scoring.
The filters include unsupervised ranking heuristics and a novel measure of
interaction similarity. We evaluate our approach using a news corpus with
article headlines acting as pseudo-queries and article content as documents,
with implicit relevance between an article's headline and its content. By using
our approach to train state-of-the-art neural IR models and comparing to
established baselines, we find that training data generated by our approach can
lead to good results on a benchmark test collection.
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moreAbstract
Given a database and a target attribute of interest, how can we tell whether
there exists a functional, or approximately functional dependence of the target
on any set of other attributes in the data? How can we reliably, without bias
to sample size or dimensionality, measure the strength of such a dependence?
And, how can we efficiently discover the optimal or $\alpha$-approximate
top-$k$ dependencies? These are exactly the questions we answer in this paper.
  As we want to be agnostic on the form of the dependence, we adopt an
information-theoretic approach, and construct a reliable, bias correcting score
that can be efficiently computed. Moreover, we give an effective optimistic
estimator of this score, by which for the first time we can mine the
approximate functional dependencies from data with guarantees of optimality.
Empirical evaluation shows that the derived score achieves a good bias for
variance trade-off, can be used within an efficient discovery algorithm, and
indeed discovers meaningful dependencies. Most important, it remains reliable
in the face of data sparsity.


BibTeX
@online{DBLP:journals/corr/MandrosBV17,
TITLE = {Discovering Reliable Approximate Functional Dependencies},
AUTHOR = {Mandros, Panagiotis and Boley, Mario and Vreeken, Jilles},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1705.09391},
EPRINT = {1705.09391},
EPRINTTYPE = {arXiv},
YEAR = {2017},
ABSTRACT = {Given a database and a target attribute of interest, how can we tell whether there exists a functional, or approximately functional dependence of the target on any set of other attributes in the data? How can we reliably, without bias to sample size or dimensionality, measure the strength of such a dependence? And, how can we efficiently discover the optimal or $\alpha$-approximate top-$k$ dependencies? These are exactly the questions we answer in this paper. As we want to be agnostic on the form of the dependence, we adopt an information-theoretic approach, and construct a reliable, bias correcting score that can be efficiently computed. Moreover, we give an effective optimistic estimator of this score, by which for the first time we can mine the approximate functional dependencies from data with guarantees of optimality. Empirical evaluation shows that the derived score achieves a good bias for variance trade-off, can be used within an efficient discovery algorithm, and indeed discovers meaningful dependencies. Most important, it remains reliable in the face of data sparsity.},
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%X   Given a database and a target attribute of interest, how can we tell whether
there exists a functional, or approximately functional dependence of the target
on any set of other attributes in the data? How can we reliably, without bias
to sample size or dimensionality, measure the strength of such a dependence?
And, how can we efficiently discover the optimal or $\alpha$-approximate
top-$k$ dependencies? These are exactly the questions we answer in this paper.
  As we want to be agnostic on the form of the dependence, we adopt an
information-theoretic approach, and construct a reliable, bias correcting score
that can be efficiently computed. Moreover, we give an effective optimistic
estimator of this score, by which for the first time we can mine the
approximate functional dependencies from data with guarantees of optimality.
Empirical evaluation shows that the derived score achieves a good bias for
variance trade-off, can be used within an efficient discovery algorithm, and
indeed discovers meaningful dependencies. Most important, it remains reliable
in the face of data sparsity.
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moreAbstract
Given data over the joint distribution of two univariate or multivariate
random variables $X$ and $Y$ of mixed or single type data, we consider the
problem of inferring the most likely causal direction between $X$ and $Y$. We
take an information theoretic approach, from which it follows that first
describing the data over cause and then that of effect given cause is shorter
than the reverse direction.
  For practical inference, we propose a score for causal models for mixed type
data based on the Minimum Description Length (MDL) principle. In particular, we
model dependencies between $X$ and $Y$ using classification and regression
trees. Inferring the optimal model is NP-hard, and hence we propose Crack, a
fast greedy algorithm to infer the most likely causal direction directly from
the data.
  Empirical evaluation on synthetic, benchmark, and real world data shows that
Crack reliably and with high accuracy infers the correct causal direction on
both univariate and multivariate cause--effect pairs over both single and mixed
type data.
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%X   Given data over the joint distribution of two univariate or multivariate
random variables $X$ and $Y$ of mixed or single type data, we consider the
problem of inferring the most likely causal direction between $X$ and $Y$. We
take an information theoretic approach, from which it follows that first
describing the data over cause and then that of effect given cause is shorter
than the reverse direction.
  For practical inference, we propose a score for causal models for mixed type
data based on the Minimum Description Length (MDL) principle. In particular, we
model dependencies between $X$ and $Y$ using classification and regression
trees. Inferring the optimal model is NP-hard, and hence we propose Crack, a
fast greedy algorithm to infer the most likely causal direction directly from
the data.
  Empirical evaluation on synthetic, benchmark, and real world data shows that
Crack reliably and with high accuracy infers the correct causal direction on
both univariate and multivariate cause--effect pairs over both single and mixed
type data.
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moreAbstract
We consider the fundamental problem of inferring the causal direction between
two univariate numeric random variables $X$ and $Y$ from observational data.
The two-variable case is especially difficult to solve since it is not possible
to use standard conditional independence tests between the variables.
  To tackle this problem, we follow an information theoretic approach based on
Kolmogorov complexity and use the Minimum Description Length (MDL) principle to
provide a practical solution. In particular, we propose a compression scheme to
encode local and global functional relations using MDL-based regression. We
infer $X$ causes $Y$ in case it is shorter to describe $Y$ as a function of $X$
than the inverse direction. In addition, we introduce Slope, an efficient
linear-time algorithm that through thorough empirical evaluation on both
synthetic and real world data we show outperforms the state of the art by a
wide margin.
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moreAbstract
Information extraction (IE) from text has largely focused on relations
between individual entities, such as who has won which award. However, some
facts are never fully mentioned, and no IE method has perfect recall. Thus, it
is beneficial to also tap contents about the cardinalities of these relations,
for example, how many awards someone has won. We introduce this novel problem
of extracting cardinalities and discusses the specific challenges that set it
apart from standard IE. We present a distant supervision method using
conditional random fields. A preliminary evaluation results in precision
between 3% and 55%, depending on the difficulty of relations.
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for example, how many awards someone has won. We introduce this novel problem
of extracting cardinalities and discusses the specific challenges that set it
apart from standard IE. We present a distant supervision method using
conditional random fields. A preliminary evaluation results in precision
between 3% and 55%, depending on the difficulty of relations.
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moreAbstract
Online health communities are a valuable source of information for patients
and physicians. However, such user-generated resources are often plagued by
inaccuracies and misinformation. In this work we propose a method for
automatically establishing the credibility of user-generated medical statements
and the trustworthiness of their authors by exploiting linguistic cues and
distant supervision from expert sources. To this end we introduce a
probabilistic graphical model that jointly learns user trustworthiness,
statement credibility, and language objectivity. We apply this methodology to
the task of extracting rare or unknown side-effects of medical drugs --- this
being one of the problems where large scale non-expert data has the potential
to complement expert medical knowledge. We show that our method can reliably
extract side-effects and filter out false statements, while identifying
trustworthy users that are likely to contribute valuable medical information.
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automatically establishing the credibility of user-generated medical statements
and the trustworthiness of their authors by exploiting linguistic cues and
distant supervision from expert sources. To this end we introduce a
probabilistic graphical model that jointly learns user trustworthiness,
statement credibility, and language objectivity. We apply this methodology to
the task of extracting rare or unknown side-effects of medical drugs --- this
being one of the problems where large scale non-expert data has the potential
to complement expert medical knowledge. We show that our method can reliably
extract side-effects and filter out false statements, while identifying
trustworthy users that are likely to contribute valuable medical information.
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moreAbstract
One of the major hurdles preventing the full exploitation of information from online communities is the widespread concern regarding the quality and credibility of user-contributed content. Prior works in this domain operate on a static snapshot of the community, making strong assumptions about the structure of the data (e.g., relational tables), or consider only shallow features for text classification. To address the above limitations, we propose probabilistic graphical models that can leverage the joint interplay between multiple factors in online communities --- like user interactions, community dynamics, and textual content --- to automatically assess the credibility of user-contributed online content, and the expertise of users and their evolution with user-interpretable explanation. To this end, we devise new models based on Conditional Random Fields for different settings like incorporating partial expert knowledge for semi-supervised learning, and handling discrete labels as well as numeric ratings for fine-grained analysis. This enables applications such as extracting reliable side-effects of drugs from user-contributed posts in healthforums, and identifying credible content in news communities. Online communities are dynamic, as users join and leave, adapt to evolving trends, and mature over time. To capture this dynamics, we propose generative models based on Hidden Markov Model, Latent Dirichlet Allocation, and Brownian Motion to trace the continuous evolution of user expertise and their language model over time. This allows us to identify expert users and credible content jointly over time, improving state-of-the-art recommender systems by explicitly considering the maturity of users. This also enables applications such as identifying helpful product reviews, and detecting fake and anomalous reviews with limited information.
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moreAbstract
Online review communities are dynamic as users join and leave, adopt new
vocabulary, and adapt to evolving trends. Recent work has shown that
recommender systems benefit from explicit consideration of user experience.
However, prior work assumes a fixed number of discrete experience levels,
whereas in reality users gain experience and mature continuously over time.
This paper presents a new model that captures the continuous evolution of user
experience, and the resulting language model in reviews and other posts. Our
model is unsupervised and combines principles of Geometric Brownian Motion,
Brownian Motion, and Latent Dirichlet Allocation to trace a smooth temporal
progression of user experience and language model respectively. We develop
practical algorithms for estimating the model parameters from data and for
inference with our model (e.g., to recommend items). Extensive experiments with
five real-world datasets show that our model not only fits data better than
discrete-model baselines, but also outperforms state-of-the-art methods for
predicting item ratings.
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ABSTRACT = {Online review communities are dynamic as users join and leave, adopt new vocabulary, and adapt to evolving trends. Recent work has shown that recommender systems benefit from explicit consideration of user experience. However, prior work assumes a fixed number of discrete experience levels, whereas in reality users gain experience and mature continuously over time. This paper presents a new model that captures the continuous evolution of user experience, and the resulting language model in reviews and other posts. Our model is unsupervised and combines principles of Geometric Brownian Motion, Brownian Motion, and Latent Dirichlet Allocation to trace a smooth temporal progression of user experience and language model respectively. We develop practical algorithms for estimating the model parameters from data and for inference with our model (e.g., to recommend items). Extensive experiments with five real-world datasets show that our model not only fits data better than discrete-model baselines, but also outperforms state-of-the-art methods for predicting item ratings.},
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whereas in reality users gain experience and mature continuously over time.
This paper presents a new model that captures the continuous evolution of user
experience, and the resulting language model in reviews and other posts. Our
model is unsupervised and combines principles of Geometric Brownian Motion,
Brownian Motion, and Latent Dirichlet Allocation to trace a smooth temporal
progression of user experience and language model respectively. We develop
practical algorithms for estimating the model parameters from data and for
inference with our model (e.g., to recommend items). Extensive experiments with
five real-world datasets show that our model not only fits data better than
discrete-model baselines, but also outperforms state-of-the-art methods for
predicting item ratings.
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moreAbstract
Online reviews provide viewpoints on the strengths and shortcomings of
products/services, influencing potential customers' purchasing decisions.
However, the proliferation of non-credible reviews -- either fake (promoting/
demoting an item), incompetent (involving irrelevant aspects), or biased --
entails the problem of identifying credible reviews. Prior works involve
classifiers harnessing rich information about items/users -- which might not be
readily available in several domains -- that provide only limited
interpretability as to why a review is deemed non-credible. This paper presents
a novel approach to address the above issues. We utilize latent topic models
leveraging review texts, item ratings, and timestamps to derive consistency
features without relying on item/user histories, unavailable for "long-tail"
items/users. We develop models, for computing review credibility scores to
provide interpretable evidence for non-credible reviews, that are also
transferable to other domains -- addressing the scarcity of labeled data.
Experiments on real-world datasets demonstrate improvements over
state-of-the-art baselines.
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products/services, influencing potential customers' purchasing decisions.
However, the proliferation of non-credible reviews -- either fake (promoting/
demoting an item), incompetent (involving irrelevant aspects), or biased --
entails the problem of identifying credible reviews. Prior works involve
classifiers harnessing rich information about items/users -- which might not be
readily available in several domains -- that provide only limited
interpretability as to why a review is deemed non-credible. This paper presents
a novel approach to address the above issues. We utilize latent topic models
leveraging review texts, item ratings, and timestamps to derive consistency
features without relying on item/user histories, unavailable for "long-tail"
items/users. We develop models, for computing review credibility scores to
provide interpretable evidence for non-credible reviews, that are also
transferable to other domains -- addressing the scarcity of labeled data.
Experiments on real-world datasets demonstrate improvements over
state-of-the-art baselines.
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moreAbstract
Media seems to have become more partisan, often providing a biased coverage
of news catering to the interest of specific groups. It is therefore essential
to identify credible information content that provides an objective narrative
of an event. News communities such as digg, reddit, or newstrust offer
recommendations, reviews, quality ratings, and further insights on journalistic
works. However, there is a complex interaction between different factors in
such online communities: fairness and style of reporting, language clarity and
objectivity, topical perspectives (like political viewpoint), expertise and
bias of community members, and more. This paper presents a model to
systematically analyze the different interactions in a news community between
users, news, and sources. We develop a probabilistic graphical model that
leverages this joint interaction to identify 1) highly credible news articles,
2) trustworthy news sources, and 3) expert users who perform the role of
"citizen journalists" in the community. Our method extends CRF models to
incorporate real-valued ratings, as some communities have very fine-grained
scales that cannot be easily discretized without losing information. To the
best of our knowledge, this paper is the first full-fledged analysis of
credibility, trust, and expertise in news communities.
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ABSTRACT = {Media seems to have become more partisan, often providing a biased coverage of news catering to the interest of specific groups. It is therefore essential to identify credible information content that provides an objective narrative of an event. News communities such as digg, reddit, or newstrust offer recommendations, reviews, quality ratings, and further insights on journalistic works. However, there is a complex interaction between different factors in such online communities: fairness and style of reporting, language clarity and objectivity, topical perspectives (like political viewpoint), expertise and bias of community members, and more. This paper presents a model to systematically analyze the different interactions in a news community between users, news, and sources. We develop a probabilistic graphical model that leverages this joint interaction to identify 1) highly credible news articles, 2) trustworthy news sources, and 3) expert users who perform the role of "citizen journalists" in the community. Our method extends CRF models to incorporate real-valued ratings, as some communities have very fine-grained scales that cannot be easily discretized without losing information. To the best of our knowledge, this paper is the first full-fledged analysis of credibility, trust, and expertise in news communities.},
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%X   Media seems to have become more partisan, often providing a biased coverage
of news catering to the interest of specific groups. It is therefore essential
to identify credible information content that provides an objective narrative
of an event. News communities such as digg, reddit, or newstrust offer
recommendations, reviews, quality ratings, and further insights on journalistic
works. However, there is a complex interaction between different factors in
such online communities: fairness and style of reporting, language clarity and
objectivity, topical perspectives (like political viewpoint), expertise and
bias of community members, and more. This paper presents a model to
systematically analyze the different interactions in a news community between
users, news, and sources. We develop a probabilistic graphical model that
leverages this joint interaction to identify 1) highly credible news articles,
2) trustworthy news sources, and 3) expert users who perform the role of
"citizen journalists" in the community. Our method extends CRF models to
incorporate real-valued ratings, as some communities have very fine-grained
scales that cannot be easily discretized without losing information. To the
best of our knowledge, this paper is the first full-fledged analysis of
credibility, trust, and expertise in news communities.
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moreAbstract
Current recommender systems exploit user and item similarities by
collaborative filtering. Some advanced methods also consider the temporal
evolution of item ratings as a global background process. However, all prior
methods disregard the individual evolution of a user's experience level and how
this is expressed in the user's writing in a review community. In this paper,
we model the joint evolution of user experience, interest in specific item
facets, writing style, and rating behavior. This way we can generate individual
recommendations that take into account the user's maturity level (e.g.,
recommending art movies rather than blockbusters for a cinematography expert).
As only item ratings and review texts are observables, we capture the user's
experience and interests in a latent model learned from her reviews, vocabulary
and writing style. We develop a generative HMM-LDA model to trace user
evolution, where the Hidden Markov Model (HMM) traces her latent experience
progressing over time -- with solely user reviews and ratings as observables
over time. The facets of a user's interest are drawn from a Latent Dirichlet
Allocation (LDA) model derived from her reviews, as a function of her (again
latent) experience level. In experiments with five real-world datasets, we show
that our model improves the rating prediction over state-of-the-art baselines,
by a substantial margin. We also show, in a use-case study, that our model
performs well in the assessment of user experience levels.
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ABSTRACT = {Current recommender systems exploit user and item similarities by collaborative filtering. Some advanced methods also consider the temporal evolution of item ratings as a global background process. However, all prior methods disregard the individual evolution of a user's experience level and how this is expressed in the user's writing in a review community. In this paper, we model the joint evolution of user experience, interest in specific item facets, writing style, and rating behavior. This way we can generate individual recommendations that take into account the user's maturity level (e.g., recommending art movies rather than blockbusters for a cinematography expert). As only item ratings and review texts are observables, we capture the user's experience and interests in a latent model learned from her reviews, vocabulary and writing style. We develop a generative HMM-LDA model to trace user evolution, where the Hidden Markov Model (HMM) traces her latent experience progressing over time -- with solely user reviews and ratings as observables over time. The facets of a user's interest are drawn from a Latent Dirichlet Allocation (LDA) model derived from her reviews, as a function of her (again latent) experience level. In experiments with five real-world datasets, we show that our model improves the rating prediction over state-of-the-art baselines, by a substantial margin. We also show, in a use-case study, that our model performs well in the assessment of user experience levels.},
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%X   Current recommender systems exploit user and item similarities by
collaborative filtering. Some advanced methods also consider the temporal
evolution of item ratings as a global background process. However, all prior
methods disregard the individual evolution of a user's experience level and how
this is expressed in the user's writing in a review community. In this paper,
we model the joint evolution of user experience, interest in specific item
facets, writing style, and rating behavior. This way we can generate individual
recommendations that take into account the user's maturity level (e.g.,
recommending art movies rather than blockbusters for a cinematography expert).
As only item ratings and review texts are observables, we capture the user's
experience and interests in a latent model learned from her reviews, vocabulary
and writing style. We develop a generative HMM-LDA model to trace user
evolution, where the Hidden Markov Model (HMM) traces her latent experience
progressing over time -- with solely user reviews and ratings as observables
over time. The facets of a user's interest are drawn from a Latent Dirichlet
Allocation (LDA) model derived from her reviews, as a function of her (again
latent) experience level. In experiments with five real-world datasets, we show
that our model improves the rating prediction over state-of-the-art baselines,
by a substantial margin. We also show, in a use-case study, that our model
performs well in the assessment of user experience levels.
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        “Exploring Latent Semantic Factors to Find Useful Product Reviews,” 2017. [Online]. Available: http://arxiv.org/abs/1705.02518.
    
moreAbstract
Online reviews provided by consumers are a valuable asset for e-Commerce
platforms, influencing potential consumers in making purchasing decisions.
However, these reviews are of varying quality, with the useful ones buried deep
within a heap of non-informative reviews. In this work, we attempt to
automatically identify review quality in terms of its helpfulness to the end
consumers. In contrast to previous works in this domain exploiting a variety of
syntactic and community-level features, we delve deep into the semantics of
reviews as to what makes them useful, providing interpretable explanation for
the same. We identify a set of consistency and semantic factors, all from the
text, ratings, and timestamps of user-generated reviews, making our approach
generalizable across all communities and domains. We explore review semantics
in terms of several latent factors like the expertise of its author, his
judgment about the fine-grained facets of the underlying product, and his
writing style. These are cast into a Hidden Markov Model -- Latent Dirichlet
Allocation (HMM-LDA) based model to jointly infer: (i) reviewer expertise, (ii)
item facets, and (iii) review helpfulness. Large-scale experiments on five
real-world datasets from Amazon show significant improvement over
state-of-the-art baselines in predicting and ranking useful reviews.
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moreAbstract
Studying the computational complexity of problems is one of the - if not the
- fundamental questions in computer science. Yet, surprisingly little is known
about the computational complexity of many central problems in data mining. In
this paper we study frequency-based problems and propose a new type of
reduction that allows us to compare the complexities of the maximal frequent
pattern mining problems in different domains (e.g. graphs or sequences). Our
results extend those of Kimelfeld and Kolaitis [ACM TODS, 2014] to a broader
range of data mining problems. Our results show that, by allowing constraints
in the pattern space, the complexities of many maximal frequent pattern mining
problems collapse. These problems include maximal frequent subgraphs in
labelled graphs, maximal frequent itemsets, and maximal frequent subsequences
with no repetitions. In addition to theoretical interest, our results might
yield more efficient algorithms for the studied problems.
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Information and knowledge extraction from natural language text is a key asset for question answering, semantic search, automatic summarization, and other machine reading applications. There are many sub-tasks involved such as named entity recognition, named entity disambiguation, co-reference resolution, relation extraction, event detection, discourse parsing, and others. Solving these tasks is challenging as natural language text is unstructured, noisy, and ambiguous. Key challenges, which focus on identifying and linking named entities, as well as discovering relations between them, include: • High NERD Quality. Named entity recognition and disambiguation, NERD for short, are preformed first in the extraction pipeline. Their results may affect other downstream tasks. • Coverage vs. Quality of Relation Extraction. Model-based information extraction methods achieve high extraction quality at low coverage, whereas open information extraction methods capture relational phrases between entities. However, the latter degrades in quality by non-canonicalized and noisy output. These limitations need to be overcome. • On-the-fly Knowledge Acquisition. Real-world applications such as question answering, monitoring content streams, etc. demand on-the-fly knowledge acquisition. Building such an end-to-end system is challenging because it requires high throughput, high extraction quality, and high coverage. This dissertation addresses the above challenges, developing new methods to advance the state of the art. The first contribution is a robust model for joint inference between entity recognition and disambiguation. The second contribution is a novel model for relation extraction and entity disambiguation on Wikipediastyle text. The third contribution is an end-to-end system for constructing querydriven, on-the-fly knowledge bases.
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Bias in online information has recently become a pressing issue, with search
engines, social networks and recommendation services being accused of
exhibiting some form of bias. In this vision paper, we make the case for a
systematic approach towards measuring bias. To this end, we discuss formal
measures for quantifying the various types of bias, we outline the system
components necessary for realizing them, and we highlight the related research
challenges and open problems.
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moreAbstract
Audio Description (AD) provides linguistic descriptions of movies and allows
visually impaired people to follow a movie along with their peers. Such
descriptions are by design mainly visual and thus naturally form an interesting
data source for computer vision and computational linguistics. In this work we
propose a novel dataset which contains transcribed ADs, which are temporally
aligned to full length movies. In addition we also collected and aligned movie
scripts used in prior work and compare the two sources of descriptions. In
total the Large Scale Movie Description Challenge (LSMDC) contains a parallel
corpus of 118,114 sentences and video clips from 202 movies. First we
characterize the dataset by benchmarking different approaches for generating
video descriptions. Comparing ADs to scripts, we find that ADs are indeed more
visual and describe precisely what is shown rather than what should happen
according to the scripts created prior to movie production. Furthermore, we
present and compare the results of several teams who participated in a
challenge organized in the context of the workshop "Describing and
Understanding Video & The Large Scale Movie Description Challenge (LSMDC)", at
ICCV 2015.
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moreAbstract
KnowNER is a multilingual Named Entity Recognition (NER) system that
leverages different degrees of external knowledge. A novel modular framework
divides the knowledge into four categories according to the depth of knowledge
they convey. Each category consists of a set of features automatically
generated from different information sources (such as a knowledge-base, a list
of names or document-specific semantic annotations) and is used to train a
conditional random field (CRF). Since those information sources are usually
multilingual, KnowNER can be easily trained for a wide range of languages. In
this paper, we show that the incorporation of deeper knowledge systematically
boosts accuracy and compare KnowNER with state-of-the-art NER approaches across
three languages (i.e., English, German and Spanish) performing amongst
state-of-the art systems in all of them.


BibTeX
@online{Seyler_arXiv2017,
TITLE = {{KnowNER}: Incremental Multilingual {Knowledge} in {Named Entity Recognition}},
AUTHOR = {Seyler, Dominic and Dembelova, Tatiana and Del Corro, Luciano and Hoffart, Johannes and Weikum, Gerhard},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1709.03544},
EPRINT = {1709.03544},
EPRINTTYPE = {arXiv},
YEAR = {2017},
ABSTRACT = {KnowNER is a multilingual Named Entity Recognition (NER) system that leverages different degrees of external knowledge. A novel modular framework divides the knowledge into four categories according to the depth of knowledge they convey. Each category consists of a set of features automatically generated from different information sources (such as a knowledge-base, a list of names or document-specific semantic annotations) and is used to train a conditional random field (CRF). Since those information sources are usually multilingual, KnowNER can be easily trained for a wide range of languages. In this paper, we show that the incorporation of deeper knowledge systematically boosts accuracy and compare KnowNER with state-of-the-art NER approaches across three languages (i.e., English, German and Spanish) performing amongst state-of-the art systems in all of them.},
}

Endnote
%0 Report
%A Seyler, Dominic
%A Dembelova, Tatiana
%A Del Corro, Luciano
%A Hoffart, Johannes
%A Weikum, Gerhard
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T KnowNER: Incremental Multilingual Knowledge in Named Entity Recognition : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-0693-D
%U http://arxiv.org/abs/1709.03544
%D 2017
%X   KnowNER is a multilingual Named Entity Recognition (NER) system that
leverages different degrees of external knowledge. A novel modular framework
divides the knowledge into four categories according to the depth of knowledge
they convey. Each category consists of a set of features automatically
generated from different information sources (such as a knowledge-base, a list
of names or document-specific semantic annotations) and is used to train a
conditional random field (CRF). Since those information sources are usually
multilingual, KnowNER can be easily trained for a wide range of languages. In
this paper, we show that the incorporation of deeper knowledge systematically
boosts accuracy and compare KnowNER with state-of-the-art NER approaches across
three languages (i.e., English, German and Spanish) performing amongst
state-of-the art systems in all of them.

%K Computer Science, Computation and Language, cs.CL




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        513
    
                Conference paper
            
D5


        D. Seyler, M. Yahya, and K. Berberich
    

        “Knowledge Questions from Knowledge Graphs,” in ICTIR’17, 7th International Conference on the Theory of Information Retrieval, Amsterdam, The Netherlands, 2017.
    
moreBibTeX
@inproceedings{SeylerICTIR2017,
TITLE = {Knowledge Questions from Knowledge Graphs},
AUTHOR = {Seyler, Dominic and Yahya, Mohamed and Berberich, Klaus},
LANGUAGE = {eng},
ISBN = {978-1-4503-4490-6},
DOI = {10.1145/3121050.3121073},
PUBLISHER = {ACM},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {ICTIR'17, 7th International Conference on the Theory of Information Retrieval},
PAGES = {11--18},
ADDRESS = {Amsterdam, The Netherlands},
}

Endnote
%0 Conference Proceedings
%A Seyler, Dominic
%A Yahya, Mohamed
%A Berberich, Klaus
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Knowledge Questions from Knowledge Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-0647-A
%R 10.1145/3121050.3121073
%D 2017
%B 7th  International  Conference  on  the  Theory  of  Information 
Retrieval  
%Z date of event: 2017-10-01 - 2017-10-04
%C Amsterdam, The Netherlands
%B ICTIR'17
%P 11 - 18
%I ACM
%@ 978-1-4503-4490-6




	DOI
	PuRe
	BibTeX

	


        514
    
                Article
            
D5


        L. Soldaini, A. Yates, and N. Goharian
    

        “Learning to Reformulate Long Queries for Clinical Decision Support,” Journal of the Association for Information Science and Technology, vol. 68, no. 11, 2017.
    
moreBibTeX
@article{Soldaini2017,
TITLE = {Learning to Reformulate Long Queries for Clinical Decision Support},
AUTHOR = {Soldaini, Luca and Yates, Andrew and Goharian, Nazli},
LANGUAGE = {eng},
ISSN = {2330-1635},
DOI = {10.1002/asi.23924},
PUBLISHER = {Wiley},
ADDRESS = {Chichester, UK},
YEAR = {2017},
JOURNAL = {Journal of the Association for Information Science and Technology},
VOLUME = {68},
NUMBER = {11},
PAGES = {2602--2619},
}

Endnote
%0 Journal Article
%A Soldaini, Luca
%A Yates, Andrew
%A Goharian, Nazli
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Learning to Reformulate Long Queries for Clinical Decision Support : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-2723-C
%R 10.1002/asi.23924
%7 2017-09-14
%D 2017
%8 14.09.2017
%J Journal of the Association for Information Science and Technology
%O asis&t
%V 68
%N 11
%& 2602
%P 2602 - 2619
%I Wiley
%C Chichester, UK
%@ false




	DOI
	PuRe
	BibTeX

	


        515
    
                Conference paper
            
D5


        L. Soldaini, A. Yates, and N. Goharian
    

        “Denoising Clinical Notes for Medical Literature Retrieval with Convolutional Neural Model,” in CIKM’17, 26th ACM International Conference on Information and Knowledge Management, Singapore, Singapore, 2017.
    
moreBibTeX
@inproceedings{Soldaini_CIKM2017,
TITLE = {Denoising Clinical Notes for Medical Literature Retrieval with Convolutional Neural Model},
AUTHOR = {Soldaini, Luca and Yates, Andrew and Goharian, Nazli},
LANGUAGE = {eng},
ISBN = {978-1-4503-4918-5},
DOI = {10.1145/3132847.3133149},
PUBLISHER = {ACM},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {CIKM'17, 26th ACM International Conference on Information and Knowledge Management},
PAGES = {2307--2310},
ADDRESS = {Singapore, Singapore},
}

Endnote
%0 Conference Proceedings
%A Soldaini, Luca
%A Yates, Andrew
%A Goharian, Nazli
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Denoising Clinical Notes for Medical Literature Retrieval with Convolutional Neural Model : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0002-02F8-4
%R 10.1145/3132847.3133149
%D 2017
%B 26th ACM International Conference on Information and Knowledge Management 
%Z date of event: 2017-11-06 - 2017-11-10
%C Singapore, Singapore
%B CIKM'17
%P 2307 - 2310
%I ACM
%@ 978-1-4503-4918-5




	DOI
	PuRe
	BibTeX

	


        516
    
                Conference paper
            
D5


        J. Stoyanovich, B. Howe, S. Abiteboul, G. Miklau, A. Sahuguet, and G. Weikum
    

        “Fides: Towards a Platform for Responsible Data Science,” in 29th International Conference on Scientific and Statistical Database Management (SSDBM 2017), Chicago, IL, USA, 2017.
    
moreBibTeX
@inproceedings{StoyanovichSSDBM2017,
TITLE = {Fides: {T}owards a Platform for Responsible Data Science},
AUTHOR = {Stoyanovich, Julia and Howe, Bill and Abiteboul, Serge and Miklau, Gerome and Sahuguet, Arnaud and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-4503-5282-6},
DOI = {10.1145/3085504.3085530},
PUBLISHER = {ACM},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {29th International Conference on Scientific and Statistical Database Management (SSDBM 2017)},
EID = {26},
ADDRESS = {Chicago, IL, USA},
}

Endnote
%0 Conference Proceedings
%A Stoyanovich, Julia
%A Howe, Bill
%A Abiteboul, Serge
%A Miklau, Gerome
%A Sahuguet, Arnaud
%A Weikum, Gerhard
%+ External Organizations
External Organizations
External Organizations
External Organizations
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Fides: Towards a Platform for Responsible Data Science : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002D-80BA-B
%R 10.1145/3085504.3085530
%D 2017
%B 29th International Conference on Scientific and Statistical Database Management
%Z date of event: 2017-06-27 - 2017-06-29
%C Chicago, IL, USA
%B 29th International Conference on Scientific and Statistical Database Management
%Z sequence number: 26
%I ACM
%@ 978-1-4503-5282-6




	DOI
	PuRe
	BibTeX

	


        517
    
                Conference paper
            
D5


        N. Tandon, G. de Melo, and G. Weikum
    

        “WebChild 2.0: Fine-Grained Commonsense Knowledge Distillation,” in The 55th Annual Meeting of the Association for Computational Linguistics (ACL 2017), Vancouver, Canada, 2017.
    
moreBibTeX
@inproceedings{TandonACL2017,
TITLE = {{WebChild} 2.0: {F}ine-Grained Commonsense Knowledge Distillation},
AUTHOR = {Tandon, Niket and de Melo, Gerard and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-945626-76-0},
DOI = {10.18653/v1/P17-4020},
PUBLISHER = {ACL},
YEAR = {2017},
BOOKTITLE = {The 55th Annual Meeting of the Association for Computational Linguistics (ACL 2017)},
PAGES = {115--120},
ADDRESS = {Vancouver, Canada},
}

Endnote
%0 Conference Proceedings
%A Tandon, Niket
%A de Melo, Gerard
%A Weikum, Gerhard
%+ External Organizations
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T WebChild 2.0: Fine-Grained Commonsense Knowledge Distillation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002D-FAC3-A
%R 10.18653/v1/P17-4020
%D 2017
%B The 55th Annual Meeting of the Association for Computational Linguistics
%Z date of event: 2017-07-30 - 2017-08-04
%C Vancouver, Canada
%B The 55th Annual Meeting of the Association for Computational Linguistics
%P 115 - 120
%I ACL
%@ 978-1-945626-76-0




	DOI
	PuRe
	BibTeX

	


        518
    
                Article
            
D5


        C. Teflioudi and R. Gemulla
    

        “Exact and Approximate Maximum Inner Product Search with LEMP,” ACM Transactions on Database Systems, vol. 42, no. 1, 2017.
    
moreBibTeX
@article{Teflioudi:2016:EAM:3015779.2996452,
TITLE = {Exact and Approximate Maximum Inner Product Search with {LEMP}},
AUTHOR = {Teflioudi, Christina and Gemulla, Rainer},
LANGUAGE = {eng},
ISSN = {0362-5915},
DOI = {10.1145/2996452},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2017},
DATE = {2017},
JOURNAL = {ACM Transactions on Database Systems},
VOLUME = {42},
NUMBER = {1},
EID = {5},
}

Endnote
%0 Journal Article
%A Teflioudi, Christina
%A Gemulla, Rainer
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Exact and Approximate Maximum Inner Product Search with LEMP : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-349C-B
%R 10.1145/2996452
%7 2016
%D 2017
%J ACM Transactions on Database Systems
%O TODS
%V 42
%N 1
%Z sequence number: 5
%I ACM
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        519
    
                Thesis
            
D5


        E. N. Toosi
    

        “A New Efficient and Scalable Algorithm for Boolean Matrix Factorization,” Universität des Saarlandes, Saarbrücken, 2017.
    
moreBibTeX
@mastersthesis{ToosiMsc2017,
TITLE = {A New Efficient and Scalable Algorithm for {Boolean} Matrix Factorization},
AUTHOR = {Toosi, Ehsan Nadjaran},
LANGUAGE = {eng},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2017},
DATE = {2017},
}

Endnote
%0 Thesis
%A Toosi, Ehsan Nadjaran
%Y Miettinen, Pauli
%A referee: Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T A New Efficient and Scalable Algorithm for Boolean Matrix Factorization : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002E-90D5-E
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2017
%P X, 70 p.
%V master
%9 master




	PuRe
	BibTeX

	


        520
    
                Conference paper
            
D5


        H. D. Tran, D. Stepanova, M. Gad-Elrab, F. A. Lisi, and G. Weikum
    

        “Towards Nonmonotonic Relational Learning from Knowledge Graphs,” in Inductive Logic Programming (ILP 2016), London, UK, 2017.
    
moreBibTeX
@inproceedings{TranILP2016,
TITLE = {Towards Nonmonotonic Relational Learning from Knowledge Graphs},
AUTHOR = {Tran, Hai Dang and Stepanova, Daria and Gad-Elrab, Mohamed and Lisi, Francesca A. and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-3-319-63341-1},
DOI = {10.1007/978-3-319-63342-8_8},
PUBLISHER = {Springer},
YEAR = {2016},
DATE = {2017},
BOOKTITLE = {Inductive Logic Programming (ILP 2016)},
EDITOR = {Cussens, James and Russo, Alessandra},
PAGES = {94--107},
SERIES = {Lecture Notes in Artificial Intelligence},
VOLUME = {10326},
ADDRESS = {London, UK},
}

Endnote
%0 Conference Proceedings
%A Tran, Hai Dang
%A Stepanova, Daria
%A Gad-Elrab, Mohamed
%A Lisi, Francesca A.
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Towards Nonmonotonic Relational Learning from Knowledge Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002C-2DB1-E
%R 10.1007/978-3-319-63342-8_8
%D 2017
%B 26th International Conference on Inductive Logic Programming
%Z date of event: 2016-09-04 - 2016-09-06
%C London, UK
%B Inductive Logic Programming
%E Cussens, James; Russo, Alessandra
%P 94 - 107
%I Springer
%@ 978-3-319-63341-1
%B Lecture Notes in Artificial Intelligence
%N 10326




	DOI
	PuRe
	BibTeX

	


        521
    
                Thesis
            
D5


        H. D. Tran
    

        “An Approach to Nonmonotonic Relational Learning from Knowledge Graphs,” Universität des Saarlandes, Saarbrücken, 2017.
    
moreBibTeX
@mastersthesis{TranMSc2017,
TITLE = {An Approach to Nonmonotonic Relational Learning from Knowledge Graphs},
AUTHOR = {Tran, Hai Dang},
LANGUAGE = {eng},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2017},
DATE = {2017},
}

Endnote
%0 Thesis
%A Tran, Hai Dang
%Y Stepanova, Daria
%A referee: Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T An Approach to Nonmonotonic Relational Learning from Knowledge Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002D-845A-3
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2017
%P XV, 48 p.
%V master
%9 master




	PuRe
	BibTeX

	


        522
    
                Conference paper
            
D5


        G. Weikum
    

        “What Computers Should Know, Shouldn’t Know, and Shouldn’t Believe,” in WWW’17 Companion, Perth, Australia, 2017.
    
moreBibTeX
@inproceedings{WeikumWWW2017,
TITLE = {What Computers Should Know, Shouldn{\textquoteright}t Know, and Shouldn{\textquoteright}t Believe},
AUTHOR = {Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-4503-4914-7},
DOI = {10.1145/3041021.3051120},
PUBLISHER = {ACM},
YEAR = {2017},
DATE = {2017},
BOOKTITLE = {WWW'17 Companion},
PAGES = {1559--1560},
ADDRESS = {Perth, Australia},
}

Endnote
%0 Conference Proceedings
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
%T What Computers Should Know, Shouldn&#8217;t Know, and Shouldn&#8217;t Believe : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002D-7DA0-5
%R 10.1145/3041021.3051120
%D 2017
%B 26th International Conference on World Wide Web 
%Z date of event: 2017-04-03 - 2017-04-07
%C Perth, Australia
%B WWW'17 Companion
%P 1559 - 1560
%I ACM
%@ 978-1-4503-4914-7




	DOI
	PuRe
	BibTeX

	


        523
    
                Paper
            
D5


        A. Yates, A. Cohan, and N. Goharian
    

        “Depression and Self-Harm Risk Assessment in Online Forums,” 2017. [Online]. Available: http://arxiv.org/abs/1709.01848.
    
moreAbstract
Users suffering from mental health conditions often turn to online resources
for support, including specialized online support communities or general
communities such as Twitter and Reddit. In this work, we present a neural
framework for supporting and studying users in both types of communities. We
propose methods for identifying posts in support communities that may indicate
a risk of self-harm, and demonstrate that our approach outperforms strong
previously proposed methods for identifying such posts. Self-harm is closely
related to depression, which makes identifying depressed users on general
forums a crucial related task. We introduce a large-scale general forum dataset
("RSDD") consisting of users with self-reported depression diagnoses matched
with control users. We show how our method can be applied to effectively
identify depressed users from their use of language alone. We demonstrate that
our method outperforms strong baselines on this general forum dataset.
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moreAbstract
Recent neural IR models have demonstrated deep learning's utility in ad-hoc
information retrieval. However, deep models have a reputation for being black
boxes, and the roles of a neural IR model's components may not be obvious at
first glance. In this work, we attempt to shed light on the inner workings of a
recently proposed neural IR model, namely the PACRR model, by visualizing the
output of intermediate layers and by investigating the relationship between
intermediate weights and the ultimate relevance score produced. We highlight
several insights, hoping that such insights will be generally applicable.
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moreAbstract
Social graphs derived from online social interactions contain a wealth of
information that is nowadays extensively used by both industry and academia.
However, due to the sensitivity of information contained in such social graphs,
they need to be properly anonymized before release. Most of the graph
anonymization techniques that have been proposed to sanitize social graph data
rely on the perturbation of the original graph's structure, more specifically
of its edge set. In this paper, we identify a fundamental weakness of these
edge-based anonymization mechanisms and exploit it to recover most of the
original graph structure.
  First, we propose a method to quantify an edge's plausibility in a given
graph by relying on graph embedding. Our experiments on three real-life social
network datasets under two widely known graph anonymization mechanisms
demonstrate that this method can very effectively detect fake edges with AUC
values above 0.95 in most cases. Second, by relying on Gaussian mixture models
and maximum a posteriori probability estimation, we derive an optimal decision
rule to detect whether an edge is fake based on the observed graph data. We
further demonstrate that this approach concretely jeopardizes the privacy
guarantees provided by the considered graph anonymization mechanisms. To
mitigate this vulnerability, we propose a method to generate fake edges as
plausible as possible given the graph structure and incorporate it into the
existing anonymization mechanisms. Our evaluation demonstrates that the
enhanced mechanisms not only decrease the chances of graph recovery (with AUC
dropping by up to 35%), but also provide even better graph utility than
existing anonymization methods.
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  First, we propose a method to quantify an edge's plausibility in a given
graph by relying on graph embedding. Our experiments on three real-life social
network datasets under two widely known graph anonymization mechanisms
demonstrate that this method can very effectively detect fake edges with AUC
values above 0.95 in most cases. Second, by relying on Gaussian mixture models
and maximum a posteriori probability estimation, we derive an optimal decision
rule to detect whether an edge is fake based on the observed graph data. We
further demonstrate that this approach concretely jeopardizes the privacy
guarantees provided by the considered graph anonymization mechanisms. To
mitigate this vulnerability, we propose a method to generate fake edges as
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Getting an overview of a historic entity or event can be difficult in search results, especially if important dates concerning the entity or event are not known beforehand. For such information needs, users would benefit if returned results covered diverse dates, thus giving an overview of what has happened throughout history. Diversifying search results based on important dates can be a building block for applications, for instance, in digital humanities. Historians would thus be able to quickly explore
  longitudinal document collections by querying for entities or events without knowing associated important dates apriori.
 In this work, we describe an approach to diversify search  results using temporal expressions (e.g., in the 1990s) from their 
  contents. Our approach first identifies time intervals of interest to the given keyword query based on pseudo-relevant documents. It  then re-ranks query results so as to maximize the coverage of 
identified time intervals. We present a novel and objective evaluation for our proposed 
  approach. We test the effectiveness of our methods on the New York Times Annotated corpus and the Living Knowledge corpus, collectively consisting of around 6 million documents. Using history-oriented queries and encyclopedic resources we show that our method indeed is able to present 
  search results diversified along time.


BibTeX
@techreport{GuptaReport2016-5-001,
TITLE = {Diversifying Search Results Using Time},
AUTHOR = {Gupta, Dhruv and Berberich, Klaus},
LANGUAGE = {eng},
ISSN = {0946-011X},
NUMBER = {MPI-I-2016-5-001},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2016},
ABSTRACT = {Getting an overview of a historic entity or event can be difficult in search results, especially if important dates concerning the entity or event are not known beforehand. For such information needs, users would benefit if returned results covered diverse dates, thus giving an overview of what has happened throughout history. Diversifying search results based on important dates can be a building block for applications, for instance, in digital humanities. Historians would thus be able to quickly explore longitudinal document collections by querying for entities or events without knowing associated important dates apriori. In this work, we describe an approach to diversify search results using temporal expressions (e.g., in the 1990s) from their contents. Our approach first identifies time intervals of interest to the given keyword query based on pseudo-relevant documents. It then re-ranks query results so as to maximize the coverage of identified time intervals. We present a novel and objective evaluation for our proposed approach. We test the effectiveness of our methods on the New York Times Annotated corpus and the Living Knowledge corpus, collectively consisting of around 6 million documents. Using history-oriented queries and encyclopedic resources we show that our method indeed is able to present search results diversified along time.},
TYPE = {Research Report},
}

Endnote
%0 Report
%A Gupta, Dhruv
%A Berberich, Klaus
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Diversifying Search Results Using Time : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002A-0AA4-C
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2016
%P 51 p.
%X Getting an overview of a historic entity or event can be difficult in search results, especially if important dates concerning the entity or event are not known beforehand. For such information needs, users would benefit if returned results covered diverse dates, thus giving an overview of what has happened throughout history. Diversifying search results based on important dates can be a building block for applications, for instance, in digital humanities. Historians would thus be able to quickly explore
  longitudinal document collections by querying for entities or events without knowing associated important dates apriori.
 In this work, we describe an approach to diversify search  results using temporal expressions (e.g., in the 1990s) from their 
  contents. Our approach first identifies time intervals of interest to the given keyword query based on pseudo-relevant documents. It  then re-ranks query results so as to maximize the coverage of 
identified time intervals. We present a novel and objective evaluation for our proposed 
  approach. We test the effectiveness of our methods on the New York Times Annotated corpus and the Living Knowledge corpus, collectively consisting of around 6 million documents. Using history-oriented queries and encyclopedic resources we show that our method indeed is able to present 
  search results diversified along time.
%B Research Report
%@ false




	PuRe
	BibTeX
	fulltext version

	


        556
    
                Conference paper
            
D5


        D. Gupta, J. Strötgen, and K. Berberich
    

        “DIGITALHISTORIAN: Search & Analytics Using Annotations,” in HistoInformatics 2016, The 3rd HistoInformatics Workshop on Computational History, Krakow, Poland, 2016.
    
moreBibTeX
@inproceedings{Gupta,
TITLE = {{DIGITALHISTORIAN}: {S}earch \& Analytics Using Annotations},
AUTHOR = {Gupta, Dhruv and Str{\"o}tgen, Jannik and Berberich, Klaus},
LANGUAGE = {eng},
ISSN = {1613-0073},
URL = {urn:nbn:de:0074-1632-7},
PUBLISHER = {CEUR-WS.org},
YEAR = {2016},
BOOKTITLE = {HistoInformatics 2016, The 3rd HistoInformatics Workshop on Computational History},
EDITOR = {D{\"u}ring, Marten and Jatowt, Adam and Preiser-Kappeller, Johannes and van Den Bosch, Antal},
PAGES = {5--10},
SERIES = {CEUR Workshop Proceedings},
VOLUME = {1632},
ADDRESS = {Krakow, Poland},
}

Endnote
%0 Conference Proceedings
%A Gupta, Dhruv
%A Str&#246;tgen, Jannik
%A Berberich, Klaus
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T DIGITALHISTORIAN: Search & Analytics Using Annotations : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002B-0885-2
%D 2016
%B The 3rd HistoInformatics Workshop on Computational History
%Z date of event: 2016-07-11 - 2016-07-11
%C Krakow, Poland
%B HistoInformatics 2016
%E D&#252;ring, Marten; Jatowt, Adam; Preiser-Kappeller, Johannes; van Den Bosch, Antal
%P 5 - 10
%I CEUR-WS.org
%B CEUR Workshop Proceedings
%N 1632
%@ false
%U http://ceur-ws.org/Vol-1632/paper_1.pdf




	PuRe
	BibTeX
	publisher version

	


        557
    
                Paper
            
D5


        D. Gupta
    

        “Event Search and Analytics: Detecting Events in Semantically Annotated Corpora for Search and Analytics,” 2016. [Online]. Available: http://arxiv.org/abs/1603.00260.
    
moreAbstract
In this article, I present the questions that I seek to answer in my PhD
research. I posit to analyze natural language text with the help of semantic
annotations and mine important events for navigating large text corpora.
Semantic annotations such as named entities, geographic locations, and temporal
expressions can help us mine events from the given corpora. These events thus
provide us with useful means to discover the locked knowledge in them. I pose
three problems that can help unlock this knowledge vault in semantically
annotated text corpora: i. identifying important events; ii. semantic search;
and iii. event analytics.
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moreAbstract
We propose an efficient and scalable architecture for processing generalized
graph-pattern queries as they are specified by the current W3C recommendation
of the SPARQL 1.1 "Query Language" component. Specifically, the class of
queries we consider consists of sets of SPARQL triple patterns with labeled
property paths. From a relational perspective, this class resolves to
conjunctive queries of relational joins with additional graph-reachability
predicates. For the scalable, i.e., distributed, processing of this kind of
queries over very large RDF collections, we develop a suitable partitioning and
indexing scheme, which allows us to shard the RDF triples over an entire
cluster of compute nodes and to process an incoming SPARQL query over all of
the relevant graph partitions (and thus compute nodes) in parallel. Unlike most
prior works in this field, we specifically aim at the unified optimization and
distributed processing of queries consisting of both relational joins and
graph-reachability predicates. All communication among the compute nodes is
established via a proprietary, asynchronous communication protocol based on the
Message Passing Interface.
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moreAbstract
Finding patterns from binary data is a classical problem in data mining, dating back to at least frequent itemset mining. More recently, approaches such as tiling and Boolean matrix factorization (BMF), have been proposed to find sets of patterns that aim to explain the full data well. These methods, however, are not robust against non-trivial destructive noise, i.e. when relatively many 1s are removed from the data: tiling can only model additive noise while BMF assumes approximately equal amounts of additive and destructive noise. Most real-world binary datasets, however, exhibit mostly destructive noise. In presence/absence data, for instance, it is much more common to fail to observe something than it is to observe a spurious presence. To address this problem, we take the recent approach of employing the Minimum Description Length (MDL) principle for BMF and introduce a new algorithm, Nassau, that directly optimizes the description length of the factorization instead of the reconstruction error. In addition, unlike the previous algorithms, it can adjust the factors it has discovered during its search. Empirical evaluation on synthetic data shows that Nassau excels at datasets with high destructive noise levels and its  performance on real-world datasets confirms our hypothesis of the high numbers of missing observations in the real-world data.
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moreAbstract
Cliques (or quasi-cliques) are frequently used to model communities: a set of
nodes where each pair is (equally) likely to be connected. However, when
observing real-world communities, we see that most communities have more
structure than that. In particular, the nodes can be ordered in such a way that
(almost) all edges in the community lie below a hyperbola. In this paper we
present three new models for communities that capture this phenomenon. Our
models explain the structure of the communities differently, but we also prove
that they are identical in their expressive power. Our models fit to real-world
data much better than traditional block models, and allow for more in-depth
understanding of the structure of the data.
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The incomprehensible amount of information available online has made it difficult to retrospect on past events. We propose a novel linking problem to connect excerpts from Wikipedia summarizing events to online news articles elaborating on them. 
To address the linking problem, we cast it into an information retrieval task by treating a given excerpt as a user query with the goal to retrieve a ranked list of relevant news articles. We find that Wikipedia excerpts often come with additional semantics, in their textual descriptions, representing the time, geolocations, and named entities involved in the event. Our retrieval model leverages text and semantic annotations as different dimensions of an event by estimating independent query models to rank documents. In our experiments on two datasets, we compare methods that consider different combinations of dimensions and find that the approach that leverages all dimensions suits our problem best.
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ample applications, for instance, to educate users about or to evaluate their
knowledge in a specific domain. To solve the problem, we propose an end-to-end
approach. The approach first selects a named entity from the knowledge graph as
an answer. It then generates a structured triple-pattern query, which yields
the answer as its sole result. If a multiple-choice question is desired, the
approach selects alternative answer options. Finally, our approach uses a
template-based method to verbalize the structured query and yield a natural
language question. A key challenge is estimating how difficult the generated
question is to human users. To do this, we make use of historical data from the
Jeopardy! quiz show and a semantically annotated Web-scale document collection,
engineer suitable features, and train a logistic regression classifier to
predict question difficulty. Experiments demonstrate the viability of our
overall approach.
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moreAbstract
Many Web applications require efficient querying of large Knowledge Graphs
(KGs). We propose KOGNAC, a dictionary-encoding algorithm designed to improve
SPARQL querying with a judicious combination of statistical and semantic
techniques. In KOGNAC, frequent terms are detected with a frequency
approximation algorithm and encoded to maximise compression. Infrequent terms
are semantically grouped into ontological classes and encoded to increase data
locality. We evaluated KOGNAC in combination with state-of-the-art RDF engines,
and observed that it significantly improves SPARQL querying on KGs with up to
1B edges.
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moreAbstract
Graph mining to extract interesting components has been studied in various
guises, e.g., communities, dense subgraphs, cliques. However, most existing
works are based on notions of frequency and connectivity and do not capture
subjective interestingness from a user's viewpoint. Furthermore, existing
approaches to mine graphs are not interactive and cannot incorporate user
feedbacks in any natural manner. In this paper, we address these gaps by
proposing a graph maximum entropy model to discover surprising connected
subgraph patterns from entity graphs. This model is embedded in an interactive
visualization framework to enable human-in-the-loop, model-guided data
exploration. Using case studies on real datasets, we demonstrate how
interactions between users and the maximum entropy model lead to faster and
explainable conclusions.
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moreAbstract
Modern studies of societal phenomena rely on the availability of large
datasets capturing attributes and activities of synthetic, city-level,
populations. For instance, in epidemiology, synthetic population datasets are
necessary to study disease propagation and intervention measures before
implementation. In social science, synthetic population datasets are needed to
understand how policy decisions might affect preferences and behaviors of
individuals. In public health, synthetic population datasets are necessary to
capture diagnostic and procedural characteristics of patient records without
violating confidentialities of individuals. To generate such datasets over a
large set of categorical variables, we propose the use of the maximum entropy
principle to formalize a generative model such that in a statistically
well-founded way we can optimally utilize given prior information about the
data, and are unbiased otherwise. An efficient inference algorithm is designed
to estimate the maximum entropy model, and we demonstrate how our approach is
adept at estimating underlying data distributions. We evaluate this approach
against both simulated data and on US census datasets, and demonstrate its
feasibility using an epidemic simulation application.
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moreAbstract
Finding patterns from binary data is a classical problem in data mining, dating back to at least frequent itemset mining. More recently, approaches such as tiling and Boolean matrix factorization (BMF), have been proposed to find sets of patterns that aim to explain the full data well. These methods, however, are not robust against non-trivial destructive noise, i.e. when relatively many 1s are removed from the data: tiling can only model additive noise while BMF assumes approximately equal amounts of additive and destructive noise. Most real-world binary datasets, however, exhibit mostly destructive noise. In presence/absence data, for instance, it is much more common to fail to observe something than it is to observe a spurious presence. To address this problem, we take the recent approach of employing the Minimum Description Length (MDL) principle for BMF and introduce a new algorithm, Nassau, that directly optimizes the description length of the factorization instead of the reconstruction error. In addition, unlike the previous algorithms, it can adjust the factors it has discovered during its search. Empirical evaluation on synthetic data shows that Nassau excels at datasets with high destructive noise levels and its  performance on real-world datasets confirms our hypothesis of the high numbers of missing observations in the real-world data.
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moreAbstract
Tensor factorizations are computationally hard problems, and in particular,
are often significantly harder than their matrix counterparts. In case of
Boolean tensor factorizations -- where the input tensor and all the factors are
required to be binary and we use Boolean algebra -- much of that hardness comes
from the possibility of overlapping components. Yet, in many applications we
are perfectly happy to partition at least one of the modes. In this paper we
investigate what consequences does this partitioning have on the computational
complexity of the Boolean tensor factorizations and present a new algorithm for
the resulting clustering problem. This algorithm can alternatively be seen as a
particularly regularized clustering algorithm that can handle extremely
high-dimensional observations. We analyse our algorithms with the goal of
maximizing the similarity and argue that this is more meaningful than
minimizing the dissimilarity. As a by-product we obtain a PTAS and an efficient
0.828-approximation algorithm for rank-1 binary factorizations. Our algorithm
for Boolean tensor clustering achieves high scalability, high similarity, and
good generalization to unseen data with both synthetic and real-world data
sets.
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moreAbstract
The Resource Description Framework (RDF) represents information as
subject-predicate-object triples. These triples are commonly interpreted as a
directed labelled graph. We propose an alternative approach, interpreting the
data as a 3-way Boolean tensor. We show how SPARQL queries - the standard
queries for RDF - can be expressed as elementary operations in Boolean algebra,
giving us a complete re-interpretation of RDF and SPARQL. We show how the
Boolean tensor interpretation allows for new optimizations and analyses of the
complexity of SPARQL queries. For example, estimating the size of the results
for different join queries becomes much simpler.
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Probabilistic Databases (PDBs) lie at the expressive intersection of databases, first-order logic, and probability theory. PDBs employ logical deduction rules to process Select-Project-Join (SPJ) queries, which form the basis for a variety of declarative query languages such as Datalog, Relational Algebra, and SQL. They employ logical consistency constraints to resolve data inconsistencies, and they represent query answers via logical lineage formulas (aka. "data provenance") to trace the dependencies between these answers and the input tuples that led to their derivation. While the literature on PDBs dates back to more than 25 years of research, only fairly recently the key role of lineage for establishing a closed and complete representation model of relational operations over this kind of probabilistic data was discovered. Although PDBs benefit from their efficient and scalable database infrastructures for data storage and indexing, they couple the data computation with probabilistic inference, the latter of which remains a #P-hard problem also in the context of PDBs. In this chapter, we provide a review on the key concepts of PDBs with a particular focus on our own recent research results related to this field. We highlight a number of ongoing research challenges related to PDBs, and we keep referring to an information extraction (IE) scenario as a running application to manage uncertain and temporal facts obtained from IE techniques directly inside a PDB setting.


BibTeX
@inproceedings{DyllaRW2014,
TITLE = {Querying and Learning in Probabilistic Databases},
AUTHOR = {Dylla, Maximilian and Theobald, Martin and Miliaraki, Iris},
LANGUAGE = {eng},
ISBN = {978-3-319-10587-1; 978-3-319-10586-4},
DOI = {10.1007/978-3-319-10587-1_8},
PUBLISHER = {Springer},
YEAR = {2014},
DATE = {2014},
ABSTRACT = {Probabilistic Databases (PDBs) lie at the expressive intersection of databases, first-order logic, and probability theory. PDBs employ logical deduction rules to process Select-Project-Join (SPJ) queries, which form the basis for a variety of declarative query languages such as Datalog, Relational Algebra, and SQL. They employ logical consistency constraints to resolve data inconsistencies, and they represent query answers via logical lineage formulas (aka. "data provenance") to trace the dependencies between these answers and the input tuples that led to their derivation. While the literature on PDBs dates back to more than 25 years of research, only fairly recently the key role of lineage for establishing a closed and complete representation model of relational operations over this kind of probabilistic data was discovered. Although PDBs benefit from their efficient and scalable database infrastructures for data storage and indexing, they couple the data computation with probabilistic inference, the latter of which remains a #P-hard problem also in the context of PDBs. In this chapter, we provide a review on the key concepts of PDBs with a particular focus on our own recent research results related to this field. We highlight a number of ongoing research challenges related to PDBs, and we keep referring to an information extraction (IE) scenario as a running application to manage uncertain and temporal facts obtained from IE techniques directly inside a PDB setting.},
BOOKTITLE = {Reasoning Web (RW 2014)},
EDITOR = {Koubarakis, Manolis and Stamou, Giorgos and Stoilos, Giorgos and Horrocks, Ian and Kolaitis, Phokion and Lausen, Georg and Weikum, Gerhard},
PAGES = {313--368},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8714},
ADDRESS = {Athens, Greece},
}

Endnote
%0 Conference Proceedings
%A Dylla, Maximilian
%A Theobald, Martin
%A Miliaraki, Iris
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Querying and Learning in Probabilistic Databases : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-E51D-9
%F OTHER: WOS:000348929200008
%R 10.1007/978-3-319-10587-1_8
%D 2014
%B 10th Reasoning Web Summer School 
%Z date of event: 2014-09-08 - 2014-09-13
%C Athens, Greece
%X Probabilistic Databases (PDBs) lie at the expressive intersection of databases, first-order logic, and probability theory. PDBs employ logical deduction rules to process Select-Project-Join (SPJ) queries, which form the basis for a variety of declarative query languages such as Datalog, Relational Algebra, and SQL. They employ logical consistency constraints to resolve data inconsistencies, and they represent query answers via logical lineage formulas (aka. "data provenance") to trace the dependencies between these answers and the input tuples that led to their derivation. While the literature on PDBs dates back to more than 25 years of research, only fairly recently the key role of lineage for establishing a closed and complete representation model of relational operations over this kind of probabilistic data was discovered. Although PDBs benefit from their efficient and scalable database infrastructures for data storage and indexing, they couple the data computation with probabilistic inference, the latter of which remains a #P-hard problem also in the context of PDBs. In this chapter, we provide a review on the key concepts of PDBs with a particular focus on our own recent research results related to this field. We highlight a number of ongoing research challenges related to PDBs, and we keep referring to an information extraction (IE) scenario as a running application to manage uncertain and temporal facts obtained from IE techniques directly inside a PDB setting.
%K Probabilistic and Temporal Databases
Deduction Rules
Consistency
Constraints
Information Extraction
LINEAGE
SYSTEMS
WEB
Computer Science, Information Systems
Computer Science, Theory &
Methods
%B Reasoning Web
%E Koubarakis, Manolis; Stamou, Giorgos; Stoilos, Giorgos; Horrocks, Ian; Kolaitis, Phokion; Lausen, Georg; Weikum, Gerhard
%P 313 - 368
%I Springer
%@ 978-3-319-10587-1 978-3-319-10586-4
%B Lecture Notes in Computer Science
%N 8714




	DOI
	PuRe
	BibTeX

	


        715
    
                Report
            
D5


        M. Dylla and M. Theobald
    

        “Learning Tuple Probabilities in Probabilistic Databases,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2014-5-001, 2014.
    
moreAbstract
Learning the parameters of complex probabilistic-relational models from labeled 
training data is a standard technique in machine learning, which has been 
intensively studied in the subfield of Statistical Relational Learning (SRL), 
but---so far---this is still an under-investigated topic in the context of 
Probabilistic Databases (PDBs). In this paper, we focus on learning the 
probability values of base tuples in a PDB from query answers, the latter of 
which are represented as labeled lineage formulas. Specifically, we consider 
labels in the form of pairs, each consisting of a Boolean lineage formula and a 
marginal probability that comes attached to the corresponding query answer. The 
resulting learning problem can be viewed as the inverse problem to confidence 
computations in PDBs: given a set of labeled query answers, learn the 
probability values of the base tuples, such that the marginal probabilities of 
the query answers again yield in the assigned probability labels. We analyze 
the learning problem from a theoretical perspective, devise two 
optimization-based objectives, and provide an efficient algorithm (based on 
Stochastic Gradient Descent) for solving these objectives. Finally, we conclude 
this work by an experimental evaluation on three real-world and one synthetic 
dataset, while competing with various techniques from SRL, reasoning in 
information extraction, and optimization.
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moreAbstract
Probabilistic databases store, query, and manage large amounts of uncertain information. This thesis advances the state-of-the-art in probabilistic databases in three different ways:
1. We present a closed and complete data model for temporal probabilistic databases and analyze its complexity. Queries are posed via temporal deduction rules which induce lineage formulas capturing both time and uncertainty.
2. We devise a methodology for computing the top-k most probable query answers. It is based on first-order lineage formulas representing sets of answer candidates. Theoretically derived probability bounds on these formulas enable pruning low-probability answers.
3. We introduce the problem of learning tuple probabilities which allows updating and cleaning of probabilistic databases. We study its complexity, characterize its solutions, cast it into an optimization problem, and devise an approximation algorithm based on stochastic gradient descent.
All of the above contributions support consistency constraints and are evaluated experimentally.
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moreAbstract
Exploratory data analysis consists of multiple iterated steps: a data mining method is run on the data, the results are interpreted, new insights are formed, and the resulting knowl- edge is utilized when executing the method in a next round, and so on until satisfactory results are obtained.
We focus on redescription mining, a powerful data analysis method that aims at finding alternative descriptions of the same entities, for example, ways to characterize geographical regions in terms of both the fauna that inhabits them and their bioclimatic conditions, so-called bioclimatic niches.
We present Siren, a tool for interactive redescription min- ing. It is designed to facilitate the exploratory analysis of data by providing a seamless environment for mining, visu- alizing and editing redescriptions in an interactive fashion, supporting the analysis process in all its stages. We demon- strate its use for exploratory data mining.
Simultaneously, Siren exemplifies the power of the various visualizations and means of interaction integrated into it; Techniques that reach beyond the task of redescription mining considered here, to other analysis methods.
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moreAbstract
Collections of relational paraphrases have been automatically constructed from \u000Alarge text corpora, as a WordNet counterpart for the realm of binary predicates \u000Aand their surface forms.\u000AHowever, these resources fall short in their coverage of hypernymy links \u000A(subsumptions) among the synsets of phrases. \u000AThis paper closes this gap by computing a high‐quality alignment between the \u000Arelational phrases of the Patty taxonomy, one of the largest collections of \u000Athis kind, and the verb senses of WordNet. To this end, we devise judicious \u000Afeatures and develop a graph‐based alignment algorithm by adapting and \u000Aextending the SimRank random‐walk method.\u000AThe resulting taxonomy of relational phrases and verb senses, coined HARPY, \u000Acontains 20,812 synsets organized into a \em Directed Acyclic Graph (DAG)} \u000Awith 616,792 hypernymy links. \u000AOur empirical assessment, indicates that the alignment links between Patty and \u000AWordNet have high accuracy, with {\em Mean Reciprocal Rank (MRR)} score 0.7 and \u000A{\em Normalized Discounted Cumulative Gain (NDCG) score 0.73. \u000AAs an additional extrinsic value, HARPY provides fine‐grained lexical types for \u000Athe arguments of verb senses in WordNet.
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moreAbstract
Automatic information extraction (IE) enables the construction of very large 
knowledge bases (KBs), with relational facts on millions of entities from text 
corpora and Web sources. However, such KBs contain errors and they are far from 
being complete. This motivates the need for exploiting human intelligence and 
knowledge using crowd-based human computing (HC) for assessing the validity of 
facts and for gathering additional knowledge. This paper presents a novel 
system architecture, called Higgins, which shows how to effectively integrate 
an IE engine and a HC engine. Higgins generates game questions
where players choose or fill in missing relations for subject-relation-object 
triples. For generating multiple-choice answer candidates, we have constructed 
a large dictionary of entity names and relational phrases, and have developed 
specifically designed statistical language models for phrase relatedness. To 
this end, we combine semantic resources like WordNet, ConceptNet, and others 
with statistics derived from a large Web corpus. We demonstrate the 
effectiveness of Higgins for knowledge acquisition by crowdsourced gathering of 
relationships between characters in narrative descriptions of movies and books.
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moreAbstract
Ambiguity, complexity, and diversity in natural language textual expressions 
are major hindrances to automated knowledge extraction. As a result 
state-of-the-art methods for extracting entities and relationships from 
unstructured data make incorrect extractions or produce noise. With the advent 
of human computing, computationally hard tasks have been addressed through 
human inputs. While text-based knowledge acquisition can benefit from this 
approach, humans alone cannot bear the burden of extracting knowledge from the 
vast textual resources that exist today. Even making payments for crowdsourced 
acquisition can quickly become prohibitively expensive.
In this thesis we present principled methods that effectively garner human 
computing inputs for improving the extraction of knowledge-base facts from 
natural language texts. Our methods complement automatic extraction techniques 
with human computing to reap the benefits of both while overcoming each other�s 
limitations. We present the architecture and implementation of HIGGINS, a 
system that combines an information extraction (IE) engine with a human 
computing (HC) engine to produce high quality facts. The IE engine combines 
statistics derived from large Web corpora with semantic resources like WordNet 
and ConceptNet to construct a large dictionary of entity and relational 
phrases. It employs specifically designed statistical language models for 
phrase relatedness to come up with questions and relevant candidate answers 
that are presented to human workers. Through extensive experiments we establish 
the superiority of this approach in extracting relation-centric facts from 
text. In our experiments we extract facts about fictitious characters in 
narrative text, where the issues of diversity and complexity in expressing 
relations are far more pronounced. Finally, we also demonstrate how interesting 
human computing games can be designed for knowledge acquisition tasks.
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moreAbstract
How can we succinctly describe a million-node graph with a few simple
sentences? How can we measure the "importance" of a set of discovered subgraphs
in a large graph? These are exactly the problems we focus on. Our main ideas
are to construct a "vocabulary" of subgraph-types that often occur in real
graphs (e.g., stars, cliques, chains), and from a set of subgraphs, find the
most succinct description of a graph in terms of this vocabulary. We measure
success in a well-founded way by means of the Minimum Description Length (MDL)
principle: a subgraph is included in the summary if it decreases the total
description length of the graph.
  Our contributions are three-fold: (a) formulation: we provide a principled
encoding scheme to choose vocabulary subgraphs; (b) algorithm: we develop
\method, an efficient method to minimize the description cost, and (c)
applicability: we report experimental results on multi-million-edge real
graphs, including Flickr and the Notre Dame web graph.
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Estimating a constrained relation is a fundamental problem in machine
learning. Special cases are classification (the problem of estimating a map
from a set of to-be-classified elements to a set of labels), clustering (the
problem of estimating an equivalence relation on a set) and ranking (the
problem of estimating a linear order on a set). We contribute a family of
probability measures on the set of all relations between two finite, non-empty
sets, which offers a joint abstraction of multi-label classification,
correlation clustering and ranking by linear ordering. Estimating (learning) a
maximally probable measure, given (a training set of) related and unrelated
pairs, is a convex optimization problem. Estimating (inferring) a maximally
probable relation, given a measure, is a 01-linear program. It is solved in
linear time for maps. It is NP-hard for equivalence relations and linear
orders. Practical solutions for all three cases are shown in experiments with
real data. Finally, estimating a maximally probable measure and relation
jointly is posed as a mixed-integer nonlinear program. This formulation
suggests a mathematical programming approach to semi-supervised learning.
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moreAbstract
Search engines are increasingly relying on large knowledge bases of facts to provide direct answers to users' queries. However, the construction of these knowledge bases is largely manual and does not scale to the long and heavy tail of facts. Open information extraction tries to address this challenge, but typically assumes that facts are expressed with verb phrases, and therefore has had difficulty extracting facts for noun‐based relations. 
 
We describe ReNoun, an open information extraction system that complements previous efforts by focusing on nominal attributes and on the long tail. ReNoun's approach is based on leveraging a large ontology of noun attributes mined from a text corpus and from user queries. ReNoun creates a seed set of training data by using specialized patterns and requiring that the facts mention an attribute in the ontology. ReNoun then generalizes from this seed set to produce a much larger set of extractions that are then scored. We describe experiments that show that we extract facts with high precision and for attributes that cannot be extracted with verb‐based techniques.
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moreAbstract
In this work we consider the continuous computation of set correlations over a 
stream of set-valued attributes, such as Tweets and their hashtags, social 
annotations of blog posts obtained through RSS, or updates to set-valued 
attributes of databases. In order to compute tag correlations in a distributed 
fashion, all necessary information has to be present at the computing node(s). 
Our approach makes use of a partitioning scheme based on set covers for 
efficient and replication-lean information flow. We report on the results of a 
preliminary performance evaluation using Tweets obtained through Twitter's 
streaming API.
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moreAbstract
Everything is relative. Cars are compared by gas per mile, websites by page 
rank, students based on GPA, scientists by number of publications, and 
celebrities by beauty or wealth. In this paper, we study the characteristics of 
such entity rankings based on a set of rankings obtained from a popular Web 
portal. The obtained insights are integrated in our approach, coined Pantheon. 
Pantheon maintains sets of top-k rankings and reports identified changes in a 
way that appeals to users, using a novel combination of different 
characteristics like competitiveness, information entropy, and scale of change. 
Entity rankings are assembled by combining entity type attributes with 
data-driven categorical constraints and sorting criteria on numeric attributes. 
We report on the results of an experimental evaluation using real-world data 
obtained from a basketball statistics website.
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moreAbstract
There have been numerous efforts recently to digitize previously published 
content and preserving born-digital content leading to the widespread growth of 
large text repositories.
Web archives are such continuously growing text collections which contain 
versions
of documents spanning over long time periods. Web archives present many 
opportunities for historical, cultural and political analyses. Consequently 
there is a growing need for tools which can efficiently access and search them.
In this work, we are interested in indexing methods for supporting text-search 
workloads over web archives like time-travel queries and phrase queries. To 
this end we make the following contributions:
Time-travel queries are keyword queries with a temporal predicate, e.g., mpii
saarland @ [06/2009], which return versions of documents in the past. We 
introduce
a novel index organization strategy, called index sharding, for efficiently
supporting time-travel queries without incurring additional index-size blowup.
We also propose index-maintenance approaches which scale to such continuously
growing collections. We develop query-optimization techniques for time-travel 
queries called partition selection which maximizes recall at any given 
query-execution stage. We propose indexing methods to support phrase queries, 
e.g., to be or not to be that is the question. We index multi-word sequences 
and devise novel queryoptimization methods over the indexed sequences to 
efficiently answer phrase queries. We demonstrate the superior performance of 
our approaches over existing methods by extensive experimentation on real-world 
web archives.
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moreAbstract
With the emergence of big data, inducting regression trees on very large data 
sets became a common data mining task. Even though centralized algorithms for
 computing ensembles of Classification/Regression trees are a well studied 
machine learning/data mining problem, their distributed versions still raise 
scalability, efficiency and accuracy issues.
Most state of the art tree learning algorithms require data to reside in memory 
on a single machine.
Adopting this approach for trees on big data is not feasible as the limited 
resources provided by only one machine lead to scalability problems. While more 
scalable implementations of tree learning algorithms have been proposed, they 
typically require specialized parallel computing architectures rendering those
algorithms complex and error-prone.
In this thesis we will introduce two approaches to computing ensembles of 
regression trees on very large training data sets using the MapReduce framework 
as an underlying tool. The first approach employs the entire MapReduce cluster 
to parallely and fully distributedly learn tree ensembles. The second approach 
exploits locality and independence in the tree learning process.
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to parallely and fully distributedly learn tree ensembles. The second approach 
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moreAbstract
INEX investigates focused retrieval from structured docu-
ments by providing large test collections of structured documents, uni-
form evaluation measures, and a forum for organizations to compare their
results. This paper reports on the INEX 2013 evaluation campaign, which
consisted of a four activities addressing three themes: searching profes-
sional and user generated data (Social Book Search track); searching
structured or semantic data (Linked Data track); and focused retrieval
(Snippet Retrieval and Tweet Contextualization tracks). INEX 2013 was
an exciting year for INEX in which we consolidated the collaboration
with (other activities in) CLEF and for the second time ran our work-
shop as part of the CLEF labs in order to facilitate knowledge transfer
between the evaluation forums. This paper gives an overview of all the
INEX 2013 tracks, their aims and task, the built test-collections, and
gives an initial analysis of the results.
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moreAbstract
Traditional relation extraction methods work on manually defined
relations and typically expect manually labelled extraction patterns
for each relation. This strongly limits the scalability of these
systems. In Open Relation Extraction (ORE), the relations are
identified automatically based on co-occurrences of ``surface
relations'' (contexts) and entity pairs. The recently-proposed methods
for ORE use partition clustering to find the relations. In this work
we propose the use of matrix factorization methods instead of
clustering. Specifically, we study Non-Negative Matrix Factorization
(NMF) and Boolean Matrix Factorization (BMF). These methods overcome
many problems inherent in clustering and perform better than the
k-means clustering in our evaluation.
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moreAbstract
Tensors are becoming increasingly common in data mining, and consequently, 
tensor factorizations are becoming more important tools for data miners. When 
the data is binary, it is natural to ask if we can factorize it into binary 
factors while simultaneously making sure that the reconstructed tensor is still 
binary. Such factorizations, called Boolean tensor factorizations, can provide 
improved interpretability and find Boolean structure that is hard to express 
using normal factorizations. Unfortunately the algorithms for computing Boolean 
tensor factorizations do not usually scale well. In this paper we present a 
novel algorithm for finding Boolean CP and Tucker decompositions of large and 
sparse binary tensors. In our experimental evaluation we show that our 
algorithm can handle large tensors and accurately reconstructs the latent 
Boolean structure.
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moreAbstract
Open Information Extraction (Open IE) has gained increasing research
interest in recent years. The first step in Open IE is to extract raw 
subject--predicate--object triples from the data. These raw triples are rarely 
usable per se, and need additional post-processing. To that end, we proposed 
the use of Boolean Tucker tensor decomposition to simultaneously find the 
entity and relation synonyms and the facts connecting them from the raw 
triples. Our method represents the synonym sets and facts using (sparse) binary 
matrices and tensor that can be efficiently stored and manipulated.
 
We consider the presentation of the problem as a Boolean tensor decomposition 
as one of this paper's main contributions. To study the validity of this 
approach, we use a recent algorithm for scalable Boolean Tucker decomposition. 
We validate the results with empirical evaluation on a new semi-synthetic data 
set, generated to faithfully reproduce real-world data features, as well as 
with real-world data from existing Open IE extractor. We show that our method 
obtains high precision while the low recall can easily be remedied by 
considering the original data together with the decomposition.
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moreAbstract
Tensors are becoming increasingly common in data mining, and consequently,
tensor factorizations are becoming more and more important tools for data
miners. When the data is binary, it is natural to ask if we can factorize it
into binary factors while simultaneously making sure that the reconstructed
tensor is still binary. Such factorizations, called Boolean tensor
factorizations, can provide improved interpretability and find Boolean
structure that is hard to express using normal factorizations. Unfortunately
the algorithms for computing Boolean tensor factorizations do not usually scale
well. In this paper we present a novel algorithm for finding Boolean CP and
Tucker decompositions of large and sparse binary tensors. In our experimental
evaluation we show that our algorithm can handle large tensors and accurately
reconstructs the latent Boolean structure.
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moreAbstract
A variety of schemes have been proposed in the literature to speed up query processing and analytics by incrementally maintaining a bounded-size uniform sample from a dataset in the presence of a sequence of insertion, deletion, and update transactions. These algorithms vary according to whether the dataset is an ordinary set or a multiset and whether the transaction sequence consists only of insertions or can include deletions and updates. We report on subtle non-uniformity issues that we found in a number of these prior bounded-size sampling schemes, including some of our own. We provide workarounds that can avoid the non-uniformity problem; these workarounds are easy to implement and incur negligible additional cost. We also consider the impact of non-uniformity in practice and describe simple statistical tests that can help detect non-uniformity in new algorithms.
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moreAbstract
Given a universe $U$ of $n$ elements and a weighted collection $\mathscr{S}$ of $m$ subsets of $U$, the universal set cover problem is to a priori map each element $u \in U$ to a set $S(u) \in \mathscr{S}$ containing $u$ such that any set $X{\subseteq U}$ is covered by $S(X)=\cup_{u\in XS(u)$. The aim is to find a mapping such that the cost of $S(X)$ is as close as possible to the optimal set cover cost for $X$. (Such problems are also called oblivious or a priori optimization problems.) Unfortunately, for every universal mapping, the cost of $S(X)$ can be $\Omega(\sqrt{n})$ times larger than optimal if the set $X$ is adversarially chosen. In this paper we study the performance on average, when $X$ is a set of randomly chosen elements from the universe: we show how to efficiently find a universal map whose expected cost is $O(\log mn)$ times the expected optimal cost. In fact, we give a slightly improved analysis and show that this is the best possible. We generalize these ideas to weighted set cover and show similar guarantees to (nonmetric) facility location, where we have to balance the facility opening cost with the cost of connecting clients to the facilities. We show applications of our results to universal multicut and disc-covering problems and show how all these universal mappings give us algorithms for the stochastic online variants of the problems with the same competitive factors.
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moreAbstract
This work proposes a method for automatically discovering incompatible medical 
concepts in text corpora. The approach is distantly supervised based on a seed 
set of incompatible concept pairs like symptoms or conditions that rule each 
other out. Two concepts are considered incompatible if their definitions match 
a template, and contain an antonym pair derived from WordNet, VerbOcean, or a 
hand-crafted lexicon. Our method creates templates from dependency parse trees 
of definitional texts, using seed pairs. The templates are applied to a text 
corpus, and the resulting candidate pairs are categorized and ranked by 
statistical measures. Since experiments show that the results face semantic 
ambiguity problems, we further cluster the results into different categories. 
We applied this approach to the concepts in Unified Medical Language System, 
Human Phenotype Ontology, and Mammalian Phenotype Ontology. Out of 77,496 
definitions, 1,958 concept pairs were detected as incompatible with an average 
precision of 0.80.
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moreAbstract
This paper provides an overview of the INEX Linked Data
Track, which went into its second iteration in 2013.
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moreAbstract
We present YAGO2, an extension of the YAGO knowledge base, in which entities, 
facts, and events are anchored in both time and space. YAGO2 is built 
automatically from Wikipedia, GeoNames, and WordNet. It contains 447 million 
facts about 9.8 million entities. Human evaluation confirmed an accuracy of 95 
of the facts in YAGO2. In this paper, we present the extraction methodology and 
the integration of the spatio-temporal dimension.
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moreAbstract
Disambiguating named entities in natural language texts maps ambiguous names to 
canonical entities registered in a knowledge base such as DBpedia, Freebase, or 
YAGO. Knowing the specific entity is an important asset for several other 
tasks, e.g. entity-based information retrieval or higher-level information 
extraction. Our approach to named entity disambiguation makes use of several 
ingredients: the prior probability of an entity being mentioned, the similarity 
between the context of the mention in the text and an entity, as well as the 
coherence among the entities. Extending this method, we present a novel and 
highly efficient measure to compute the semantic coherence between entities. 
This measure is especially powerful for long-tail entities or such entities 
that are not yet present in the knowledge base. Reliably identifying names in 
the input text that are not part of the knowledge base is the current focus of 
our work.
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moreAbstract
We consider the task of automatically phrasing and computing top-k rankings 
over the information contained in common knowledge bases (KBs), such as YAGO or 
DBPedia. We assemble the thematic focus and ranking criteria of rankings by 
inspecting the present Subject, Predicate, Object (SPO) triples. Making use of 
numerical attributes contained in the KB we are also able to compute the actual 
ranking content, i.e., entities and their performances. We further discuss the 
integration of existing rankings into the ranking generation process for 
increased coverage and ranking quality. We report on first results obtained 
using the YAGO knowledge base.
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moreAbstract
Automatic information extraction techniques for knowledge acquisition are known 
to produce noise, incomplete or incorrect facts from textual sources. Human 
computing offers a natural alternative to expand and complement the output of 
automated information extraction methods, thereby enabling us to build 
high-quality knowledge bases. However, relying solely on human inputs for 
extraction can be prohibitively expensive in practice. We demonstrate human 
computing games for knowledge acquisition that employ human computing to 
overcome the limitations in automated fact acquisition methods. We provide a 
combined approach that tightly integrates automated extraction techniques with 
human computing for effective gathering of facts. The methods we provide gather 
facts in the form of relationships between entities. The games we demonstrate 
are specifically designed to capture hard-to-extract relations between entities 
in narrative text -- a task that automated systems find challenging.
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moreAbstract
We present HIGGINS, a system for \em Knowledge Acquisition (KA)}, placing 
emphasis on its architecture. The distinguishing characteristic and novelty of 
HIGGINS lies in its blending of two engines: an automated {\em Information 
Extraction (IE)} engine, aided by {\em semantic resources} and {\em 
statistics}, and a game-based {\em Human Computing (HC) engine. We focus on KA 
from web pages and text sources and, in particular, on deriving relationships 
between entities. As a running application we utilize movie narratives, from 
which we wish to derive relationships among movie characters.
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        “A Distributed Algorithm for Large-scale Generalized Matching,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2013-5-002, 2013.
    
moreAbstract
Generalized matching problems arise in a number of applications, including
 computational advertising, recommender systems, and trade markets. Consider,
 for example, the problem of recommending multimedia items (e.g., DVDs) to
 users such that (1) users are recommended items that they are likely to be
 interested in, (2) every user gets neither too few nor too many
 recommendations, and (3) only items available in stock are recommended to
 users. State-of-the-art matching algorithms fail at coping with large
 real-world instances, which may involve millions of users and items. We
 propose the first distributed algorithm for computing near-optimal solutions
 to large-scale generalized matching problems like the one above. Our algorithm
 is designed to run on a small cluster of commodity nodes (or in a MapReduce
 environment), has strong approximation guarantees, and requires only a
 poly-logarithmic number of passes over the input. In particular, we propose a
 novel distributed algorithm to approximately solve mixed packing-covering
 linear programs, which include but are not limited to generalized matching
 problems. Experiments on real-world and synthetic data suggest that our
 algorithm scales to very large problem sizes and can be orders of magnitude
 faster than alternative approaches.
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        “QBEES: Query by Entity Examples,” in CIKM’13, 22nd ACM International Conference on Information & Knowledge Management, San Francisco, CA, USA, 2013.
    
moreAbstract
Structured knowledge bases are an increasingly important
way for storing and retrieving information. Within such
knowledge bases, an important search task is finding similar
entities based on one or more example entities. We
present QBEES, a novel framework for defining entity similarity
based only on structural features, so-called aspects,
of the entities, that includes query-dependent and query-independent entity 
ranking components. We present evaluation
results with a number of existing entity list completion
benchmarks, comparing to several state-of-the-art baselines.
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moreAbstract
An important way of summarizing a bipartite graph is to give a set of (quasi-) 
bicliques that contain (almost) all of its edges. These quasi-bicliques are 
somewhat similar to clustering of the nodes, giving sets of similar nodes. 
Unlike clustering, however, the quasi-bicliques are not required to partition 
the nodes, allowing greater flexibility when creating them. When we identify 
the bipartite graph with its bi-adjacency matrix, the problem of finding these 
quasi-bicliques turns into the problem of finding the Boolean matrix 
factorization of the bi-adjacency matrix -- a problem that has received 
increasing research interest in data mining in recent years. But many 
real-world graphs are dynamic and evolve over time. How can we update our 
bicliques without having to re-compute them from the scratch?
 
An algorithm was recently proposed for this task (Miettinen, ICMD 2012). The 
algorithm, however, is only able to handle the case where the new 1s are 
added to the matrix~--~it cannot handle the removal of existing 1s. 
Furthermore, the algorithm cannot adjust the rank of the factorization.
 
This paper extends said algorithm with the capability of working in fully 
dynamic setting (with both additions and deletions) and with capability of 
adjusting its rank dynamically, as well. The behaviour and performance of the 
algorithm is studied in experiments conducted with both real-world and 
synthetic data.
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bicliques that contain (almost) all of its edges. These quasi-bicliques are 
somewhat similar to clustering of the nodes, giving sets of similar nodes. 
Unlike clustering, however, the quasi-bicliques are not required to partition 
the nodes, allowing greater flexibility when creating them. When we identify 
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increasing research interest in data mining in recent years. But many 
real-world graphs are dynamic and evolve over time. How can we update our 
bicliques without having to re-compute them from the scratch?

An algorithm was recently proposed for this task (Miettinen, ICMD 2012). The 
algorithm, however, is only able to handle the case where the new 1s are 
added to the matrix~--~it cannot handle the removal of existing 1s. 
Furthermore, the algorithm cannot adjust the rank of the factorization.

This paper extends said algorithm with the capability of working in fully 
dynamic setting (with both additions and deletions) and with capability of 
adjusting its rank dynamically, as well. The behaviour and performance of the 
algorithm is studied in experiments conducted with both real-world and 
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moreAbstract
Frequent sequence mining is one of the fundamental building blocks in data 
mining. While the problem has been extensively studied, few of the available 
techniques are suffciently scalable to handle datasets with billions of 
sequences; such large-scale datasets arise, for instance, in text mining and 
session analysis. In this paper, we propose PFSM, a scalable algorithm for 
frequent sequence mining on MapReduce. PFSM can handle so-called ``gap 
constraints'', which can be used to limit the output to a controlled set of 
frequent sequences. At its heart, PFSM partitions the input database in a way 
that allows us to mine each partition independently using any existing frequent 
sequence mining algorithm. We introduce the notion of w-equivalency, which is 
a generalization of the notion of a ``projected database'' used by many 
frequent pattern mining algorithms. We also present a number of optimization 
techniques that minimize partition size, and therefore computational and 
communication costs, while still maintaining correctness. Our extensive 
experimental study in the context of text mining suggests that PFSM is 
significantly more efficient and scalable than alternative approaches.
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moreAbstract
We describe our SPAR-Key query engine that implements indexing,
ranking, and query processing techniques to run a new kind of SPARQL-fulltext 
queries that were provided in the context of the INEX 2013 Jeopardy task.
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moreAbstract
Methods for information extraction (IE) and knowledge base (KB) construction 
have been intensively studied. However, a largely under-explored case is 
tapping into highly dynamic sources like news streams and social media, where 
new entities are continuously emerging. In this paper, we present a method for 
discovering and semantically typing newly emerging out-of-
KB entities, thus improving the freshness and recall of ontology-based IE and 
improving the precision and semantic rigor of open IE. Our method is based on a 
probabilistic model that feeds weights into integer linear programs that 
leverage type signatures of relational phrases and type correlation or 
disjointness constraints. Our experimental evaluation, based on crowdsourced 
user studies, show our method performing significantly better than prior work.
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moreAbstract
PATTY is a system for automatically distilling relational patterns from the 
Web, for example, the pattern "X covered Y" between a singer and someone else's 
song. We have extracted a large collection of such patterns and organized them 
in a taxonomic manner, similar in style to the WordNet thesaurus but capturing 
relations (binary predicates) instead of concepts and classes (unary 
predicates). The patterns are organized by semantic types and synonyms, and 
they form a hierarchy based on subsumptions. For example, "X covered Y" is 
subsumed by "X sang Y", which in turn is subsumed by "X performed Y" (where X 
can be any musician, not just a singer). In this paper we give an overview of 
the PATTY system and the resulting collections of relational patterns. We 
discuss the four main components of PATTY's architecture and a variety of use 
cases, including the paraphrasing of relations, and semantic search over 
subjectpredicate- object triples. This kind of search can handle entities, 
relations, semantic types, noun phrases, and relational phrases.
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moreAbstract
The API of a Web service restricts the ypes of queries that the service can answer. For example, a Web service might provide a method that returns the songs of a given singer, but it might not provide a method that returns the singers of a given song. If the user asks for the singer of some speci�c song, then the Web service cannot be called � even though the underlying database might have the desired piece of information.
This asymmetry is particularly problematic if the service is used in a Web service orchestration system. In this paper, we propose to use on-the-�y information
extraction to collect values that can be used as parameter bindings for the Web service. We show how this idea can be
integrated into a Web service orchestration system. Our approach is fully implemented in a prototype called SUSIE. We present
experiments with real-life data and services to demonstrate the practical viability and good performance of our approach.
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moreAbstract
Sentiments are positive and negative emotions, evaluations and stances. This 
dissertation focuses on learning based systems for automatic analysis of 
sentiments and comparisons in natural language text. The proposed approach 
consists of three contributions:

1. Bag-of-opinions model: For predicting document-level polarity and intensity, 
we proposed the bag-of-opinions model by modeling each document as a bag of 
sentiments, which can explore the syntactic structures of sentiment-bearing 
phrases for improved rating prediction of online reviews.
2. Multi-experts model: Due to the sparsity of manually-labeled training data, 
we designed the multi-experts model for sentence-level analysis of sentiment 
polarity and intensity by fully exploiting any available sentiment indicators, 
such as phrase-level predictors and sentence similarity measures. 
3. LSSVMrae model: To understand the sentiments regarding entities, we proposed 
LSSVMrae model for extracting sentiments and comparisons of entities at both 
sentence and subsentential level.

Different granularity of analysis leads to different model complexity, the 
finer the more complex. All proposed models aim to minimize the use of 
hand-labeled data by maximizing the use of the freely available resources. 
These models explore also different feature representations to capture the 
compositional semantics inherent in sentiment-bearing expressions. Our 
experimental results on real-world data showed that all models significantly 
outperform the state-of-the-art methods on the respective tasks.
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moreAbstract
In this paper, we propose a scalable and highly efficient index structure for 
the reachability
problem over graphs. We build on the well-known node interval labeling scheme 
where the set of
vertices reachable from a particular node is compactly encoded as a 
collection of node identifier
ranges. We impose an explicit bound on the size of the index and flexibly 
assign approximate
reachability ranges to nodes of the graph such that the number of index 
probes to answer a query
is minimized. The resulting tunable index structure generates a better range 
labeling if the space
budget is increased, thus providing a direct control over the trade off 
between index size and the
query processing performance. By using a fast recursive querying method in 
conjunction with our
index structure, we show that in practice, reachability queries can be 
answered in the order of
microseconds on an off-the-shelf computer -- even for the case of 
massive-scale real world graphs.
Our claims are supported by an extensive set of experimental results using a 
multitude of
benchmark and real-world web-scale graph datasets.
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moreAbstract
The drastic increase in production of multimedia content has emphasized the 
research concerning its organization and retrieval. In this thesis, we address 
the problem of music retrieval when a set of images is given as input query, 
i.e., the problem of soundtrack recommendation for images. The task at hand is 
to recommend appropriate music to be played during the presentation of a given 
set of query images. To tackle this problem, we formulate a hypothesis that the 
knowledge appropriate for the task is contained in publicly available 
contemporary movies. Our approach, Picasso, employs similarity search 
techniques inside the image and music domains, harvesting movies to form a link 
between the domains. To achieve a fair and unbiased comparison between 
different soundtrack recommendation approaches, we proposed an evaluation 
benchmark. The evaluation results are reported for Picasso and the baseline 
approach, using the proposed benchmark. We further address two efficiency 
aspects that arise from the Picasso approach. First, we investigate the problem 
of processing top-K queries with set-defined selections and propose an index 
structure that aims at minimizing the query answering latency. Second, we 
address the problem of similarity search in high-dimensional spaces and propose 
two enhancements to the Locality Sensitive Hashing (LSH) scheme. We also 
investigate the prospects of a distributed similarity search algorithm based on 
LSH using the MapReduce framework. Finally, we give an overview of the 
PicasSound|a smartphone application based on the Picasso approach.
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moreAbstract
Abstract: In this paper, we present YAGO2s, the new edition of the YAGO 
ontology. The software architecture has been refactored from scratch,
yielding a design that modularizes both code and data. This modularization 
enables
us to add in new data sources more easily, while still maintaining the high 
accuracy
and coherence of the ontology. Thus, we believe that YAGO2s occupies a sweetspot
between a centralized design and a completely distributed design.
In this demo, we present an application of this design to the task of planning a
�ight. Our proposed system �nds �ights between all airports close to the 
departure
city to all airports close to the destination city.
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moreAbstract
Given an entity represented by a single node q in semantic knowledge graph D, 
the Graphical Entity Summarisation problem (GES) consists in selecting out of D 
a very small surrounding graph S that constitutes a generic summary of the 
information concerning the entity q with given limit on size of S. This article 
concerns the role of diversity in this quite novel problem. It gives an 
overview of the diversity concept in information retrieval, and proposes how to 
adapt it to GES. A measure of diversity for GES, called ALC, is defined and two 
algorithms presented, baseline, diversity-oblivious PRECIS and diversity-aware 
DIVERSUM. A reported experiment shows that DIVERSUM actually achieves higher 
values of the ALC diversity measure than PRECIS. Next, an objective evaluation 
experiment demonstrates that diversity-aware algorithm is superior to the 
diversity-oblivious one in terms of fact selection. More precisely, DIVERSUM 
clearly achieves higher recall than PRECIS on ground truth reference entity 
summaries extracted from Wikipedia. We also report another intrinsic 
experiment, in which the output of diversity-aware algorithm is significantly 
preferred by human expert evaluators. Importantly, the user feedback clearly 
indicates that the notion of diversity is the key reason for the preference. In 
addition, the experiment is repeated twice on an anonymous sample of broad 
population of Internet users by means of a crowd-sourcing platform, that 
further confirms the results mentioned above.
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moreAbstract
Knowledge bases are of great importance for Web search, recommendations, and 
many Information Retrieval tasks. However, maintaining them for not so popular 
entities is often a bottleneck. Typically, such entities have limited textual 
coverage and only a few ontological facts. Moreover, these entities are not 
well populated with multimodal data, such as images, videos, or audio 
recordings. 
The goals in this thesis are (1) to populate a given knowledge base with 
multimodal data about entities, such as images or audio recordings, and (2) to 
ease the task of maintaining and expanding the textual knowledge about a given 
entity, by recommending valuable text excerpts to the contributors of knowledge 
bases. 
The thesis makes three main contributions. The first two contributions 
concentrate on finding images of named entities with high precision, high 
recall, and high visual diversity. Our main focus are less popular entities, 
for which the image search engines fail to retrieve good results. Our methods 
utilize background knowledge about the entity, such as ontological facts or a 
short description, and a visual-based image similarity to rank and diversify a 
set of candidate images. 
Our third contribution is an approach for extracting text contents related to a 
given entity. It leverages a language-model-based similarity between a short 
description of the entity and the text sources, and solves a budget-constraint 
optimization program without any assumptions on the text structure. Moreover, 
our approach is also able to reliably extract entity related audio excerpts 
from news podcasts. We derive the time boundaries from the usually very noisy 
audio transcriptions.


BibTeX
@phdthesis{TanevaPhDThesis,
TITLE = {Automatic Population of Knowledge Bases with Multimodal Data about Named Entities},
AUTHOR = {Taneva, Bilyana},
LANGUAGE = {eng},
URL = {urn:nbn:de:bsz:291-scidok-54839},
DOI = {10.22028/D291-26530},
LOCALID = {Local-ID: 28FC9CE2EBDB4763C1257BD40056934A-TanevaPhDThesis},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2013},
DATE = {2013},
ABSTRACT = {Knowledge bases are of great importance for Web search, recommendations, and <br>many Information Retrieval tasks. However, maintaining them for not so popular <br>entities is often a bottleneck. Typically, such entities have limited textual <br>coverage and only a few ontological facts. Moreover, these entities are not <br>well populated with multimodal data, such as images, videos, or audio <br>recordings. <br>The goals in this thesis are (1) to populate a given knowledge base with <br>multimodal data about entities, such as images or audio recordings, and (2) to <br>ease the task of maintaining and expanding the textual knowledge about a given <br>entity, by recommending valuable text excerpts to the contributors of knowledge <br>bases. <br>The thesis makes three main contributions. The first two contributions <br>concentrate on finding images of named entities with high precision, high <br>recall, and high visual diversity. Our main focus are less popular entities, <br>for which the image search engines fail to retrieve good results. Our methods <br>utilize background knowledge about the entity, such as ontological facts or a <br>short description, and a visual-based image similarity to rank and diversify a <br>set of candidate images. <br>Our third contribution is an approach for extracting text contents related to a <br>given entity. It leverages a language-model-based similarity between a short <br>description of the entity and the text sources, and solves a budget-constraint <br>optimization program without any assumptions on the text structure. Moreover, <br>our approach is also able to reliably extract entity related audio excerpts <br>from news podcasts. We derive the time boundaries from the usually very noisy <br>audio transcriptions.},
}

Endnote
%0 Thesis
%A Taneva, Bilyana
%Y Weikum, Gerhard
%A referee: Suchanek, Fabian
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Automatic Population of Knowledge Bases with Multimodal Data about Named Entities : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-389C-E
%U urn:nbn:de:bsz:291-scidok-54839
%F OTHER: Local-ID: 28FC9CE2EBDB4763C1257BD40056934A-TanevaPhDThesis
%R 10.22028/D291-26530
%F OTHER: hdl:20.500.11880/26586
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2013
%V phd
%9 phd
%X Knowledge bases are of great importance for Web search, recommendations, and <br>many Information Retrieval tasks. However, maintaining them for not so popular <br>entities is often a bottleneck. Typically, such entities have limited textual <br>coverage and only a few ontological facts. Moreover, these entities are not <br>well populated with multimodal data, such as images, videos, or audio <br>recordings. <br>The goals in this thesis are (1) to populate a given knowledge base with <br>multimodal data about entities, such as images or audio recordings, and (2) to <br>ease the task of maintaining and expanding the textual knowledge about a given <br>entity, by recommending valuable text excerpts to the contributors of knowledge <br>bases. <br>The thesis makes three main contributions. The first two contributions <br>concentrate on finding images of named entities with high precision, high <br>recall, and high visual diversity. Our main focus are less popular entities, <br>for which the image search engines fail to retrieve good results. Our methods <br>utilize background knowledge about the entity, such as ontological facts or a <br>short description, and a visual-based image similarity to rank and diversify a <br>set of candidate images. <br>Our third contribution is an approach for extracting text contents related to a <br>given entity. It leverages a language-model-based similarity between a short <br>description of the entity and the text sources, and solves a budget-constraint <br>optimization program without any assumptions on the text structure. Moreover, <br>our approach is also able to reliably extract entity related audio excerpts <br>from news podcasts. We derive the time boundaries from the usually very noisy <br>audio transcriptions.
%U http://scidok.sulb.uni-saarland.de/volltexte/2013/5483/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        854
    
                Conference paper
            
D5


        M. Theobald, L. De Raedt, M. Dylla, A. Kimming, and I. Miliaraki
    

        “10 Years of Probabilistic Querying - What Next?,” in Advances in Databases and Information Systems (ADBIS 2013), Genoa, Italy, 2013.
    
moreBibTeX
@inproceedings{ADBIS-10YEARS-2013,
TITLE = {10 Years of Probabilistic Querying -- What Next?},
AUTHOR = {Theobald, Martin and De Raedt, Luc and Dylla, Maximilian and Kimming, Angelika and Miliaraki, Iris},
LANGUAGE = {eng},
ISSN = {0302-9743},
ISBN = {978-3-642-40682-9},
DOI = {10.1007/978-3-642-40683-6_1; 10.1007/978-3-642-40683-6},
LOCALID = {Local-ID: E3E0114D619DE0C6C1257BBB003F3F70-ADBIS-10YEARS-2013},
PUBLISHER = {Springer},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {Advances in Databases and Information Systems (ADBIS 2013)},
EDITOR = {Catania, Barbara and Guerrini, Giovanna and Pokorn{\'y}, Jaroslav},
PAGES = {1--13},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {8133},
ADDRESS = {Genoa, Italy},
}

Endnote
%0 Conference Proceedings
%A Theobald, Martin
%A De Raedt, Luc
%A Dylla, Maximilian
%A Kimming, Angelika
%A Miliaraki, Iris
%+ External Organizations
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T 10 Years of Probabilistic Querying - What Next? : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-6387-C
%R 10.1007/978-3-642-40683-6_1
%F OTHER: Local-ID: E3E0114D619DE0C6C1257BBB003F3F70-ADBIS-10YEARS-2013
%D 2013
%B 17th East European Conference on Advances in Databases and Information Systems
%Z date of event: 2013-09-01 - 2013-09-04
%C Genoa, Italy
%B Advances in Databases and Information Systems
%E Catania, Barbara; Guerrini, Giovanna; Pokorn&#253;, Jaroslav
%P 1 - 13
%I Springer
%@ 978-3-642-40682-9
%B Lecture Notes in Computer Science
%N 8133
%@ false




	DOI
	PuRe
	BibTeX

	


        855
    
                Conference paper
            
D5


        Y. Wang, L. Jiang, J. Hoffart, and G. Weikum
    

        “YaLi: a Crowdsourcing Plug-in for NERD,” in SIGIR’13, 36th International ACM SIGIR Conference on Research & Development in Information Retrieval, Dublin, Ireland, 2013.
    
moreBibTeX
@inproceedings{Jiang2013z,
TITLE = {{YaLi}: a Crowdsourcing Plug-in for {NERD}},
AUTHOR = {Wang, Yafang and Jiang, Lili and Hoffart, Johannes and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-4503-2034-4},
DOI = {10.1145/2484028.2484206},
LOCALID = {Local-ID: 2B21B82FC9973F1CC1257C6800596F07-Jiang2013z},
PUBLISHER = {ACM},
YEAR = {2013},
DATE = {2013},
BOOKTITLE = {SIGIR{\textquoteright}13, 36th International ACM SIGIR Conference on Research \& Development in Information Retrieval},
PAGES = {1111--1112},
ADDRESS = {Dublin, Ireland},
}

Endnote
%0 Conference Proceedings
%A Wang, Yafang
%A Jiang, Lili
%A Hoffart, Johannes
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T YaLi: a Crowdsourcing Plug-in for NERD : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-38B3-9
%R 10.1145/2484028.2484206
%F OTHER: Local-ID: 2B21B82FC9973F1CC1257C6800596F07-Jiang2013z
%D 2013
%B 36th International ACM SIGIR Conference on Research & Development in Information Retrieval
%Z date of event: 2013-07-28 - 2013-08-01
%C Dublin, Ireland
%B SIGIR&#8217;13
%P 1111 - 1112
%I ACM
%@ 978-1-4503-2034-4




	DOI
	PuRe
	BibTeX

	


        856
    
                Thesis
            
D5IMPR-CS


        Y. Wang
    

        “Methods and Tools for Temporal Knowledge Harvesting,” Universität des Saarlandes, Saarbrücken, 2013.
    
moreAbstract
\chapterAbstract}

To extend the traditional knowledge base with temporal dimension, this thesis 
offers methods and tools for harvesting temporal facts from both 
semi-structured and textual sources.
Our contributions are briefly summarized as follows.

\begin{enumerate}
	\item{\bf Timely YAGO:} A temporal knowledge base called Timely YAGO 
(T-YAGO) which extends YAGO with temporal attributes is built. We define a 
simple RDF-style data model to support temporal knowledge.

	\item{\bf PRAVDA:} To be able to harvest as many temporal facts from 
free-text as possible, we develop a system PRAVDA.
It utilizes a graph-based semi-supervised learning algorithm to extract fact 
observations, which are further cleaned up by an Integer Linear Program based 
constraint solver.
We also attempt to harvest spatio-temporal facts to track a person's 
trajectory.

	\item{\bf PRAVDA-live:} A user-centric interactive knowledge harvesting 
system, called PRAVDA-live, is developed for extracting facts from natural 
language free-text. It is built on the framework of PRAVDA.
It supports fact extraction of user-defined relations from ad-hoc selected text 
documents
and ready-to-use RDF exports.

	\item{\bf T-URDF:} We present a simple and efficient representation 
model for time-dependent uncertainty in combination with first-order
inference rules and recursive queries over RDF-like knowledge bases.
We adopt the common possible-worlds semantics known from probabilistic 
databases and extend it towards histogram-like confidence distributions that 
capture the validity of facts across time.


\end{enumerate

All of these components are fully implemented systems, which together form an 
integrative architecture.
PRAVDA and PRAVDA-live aim at gathering new facts (particularly temporal facts),
and then T-URDF reconciles them.
Finally these facts are stored in a (temporal) knowledge base, called T-YAGO.
A SPARQL-like time-aware querying language, together with a visualization tool, 
are designed for T-YAGO.
Temporal knowledge can also be applied for document summarization.
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moreAbstract
Knowledge bases and the Web of Linked Data have become important assets for 
search, recommendation, and analytics. Natural-language questions are a 
user-friendly mode of tapping this wealth of knowledge and data. However, 
question answering technology does not work robustly in this setting as 
questions have to be translated into structured queries and users have to be 
careful in phrasing their questions. This paper advocates a new approach that 
allows questions to be partially translated into relaxed queries, covering the 
essential but not necessarily all aspects of the user's input. To compensate 
for the omissions, we exploit textual sources associated with entities and 
relational facts. Our system translates user questions into an extended form of 
structured SPARQL queries, with text predicates attached to triple patterns. 
Our solution is based on a novel optimization model, cast into an integer 
linear program, for joint decomposition and disambiguation of the user 
question. We demonstrate the quality of our methods through experiments with 
the QALD benchmark.
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moreAbstract
Natural-language question answering is a convenient way for humans to discover 
relevant information in structured Web data such as knowledge bases or Linked 
Open Data sources. This paper focuses on data with a temporal dimension, and 
discusses the problem of mapping natural-language questions into extended 
SPARQL queries over RDF-structured data. We specifically address the issue of 
disambiguating temporal phrases in the question into temporal entities like 
dates and named events and temporal predicates. For the situation where the 
data has only partial coverage of the time dimension but is augmented with 
textual descriptions of entities and facts, we also discuss how to generate 
queries that combine structured search with keyword conditions.
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moreAbstract
Halls of Fame are fascinating constructs. They represent the elite of an often
very large amount of entities|persons, companies, products, countries etc.
Beyond their practical use as static rankings, changes to them are particularly
interesting|for decision making processes, as input to common media or
novel narrative science applications, or simply consumed by users. In this
work, we aim at detecting events that can be characterized by changes to a
Hall of Fame ranking in an automated way. We describe how the schema and
data of a database can be used to generate Halls of Fame. In this database
scenario, by Hall of Fame we refer to distinguished tuples; entities, whose
characteristics set them apart from the majority. We dene every Hall of
Fame as one specic instance of an SQL query, such that a change in its
result is considered a noteworthy event. Identied changes (i.e., events) are
ranked using lexicographic tradeos over event and query properties and
presented to users or fed in higher-level applications. We have implemented
a full-edged prototype system that uses either database triggers or a Java
based middleware for event identication. We report on an experimental
evaluation using a real-world dataset of basketball statistics.
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moreAbstract
Time-travel text search enriches standard text search by temporal predicates, 
so that users of web archives can easily retrieve document versions that are 
considered relevant to a given keyword query and existed during a given time 
interval. Different index structures have been proposed to effciently support 
time-travel text search. None of them, however, can easily be updated as the 
Web evolves and new document versions are added to the web archive.
 
In this work, we describe a novel index structure that effciently supports 
time-travel text search and can be maintained
incrementally as new document versions are added to the web archive. Our 
solution uses a sharded index organization, bounds the number of spuriously 
read index entries per shard, and can be maintained using small in-memory 
buffers and append-only operations. We present experiments on two large-scale 
real-world datasets demonstrating that maintaining our novel index structure is 
an order of magnitude more efficient than periodically rebuilding one of the 
existing index structures, while query-processing performance is not adversely 
affected.
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moreAbstract
We address the problem of multi-label classification in heterogeneous graphs, 
where nodes belong to different types and different types have different sets 
of classification labels. We present a novel approach that aims to classify 
nodes based on their neighborhoods. We model the mutual influence of nodes as a 
random walk in which the random surfer aims at distributing class labels to 
nodes while walking through the graph. When viewing class labels as “colors”, 
the random surfer is essentially spraying different node types with different 
color palettes; hence the name Graffiti of our method. In contrast to previous 
work on topic-based random surfer models, our approach captures and exploits 
the mutual influence of nodes of the same type based on their connections to 
nodes of other types. We show important properties of our algorithm such as 
convergence and scalability. We also confirm the practical viability of 
Graffiti by an experimental study on subsets of the popular social networks 
Flickr and LibraryThing. We demonstrate the superiority of our approach by 
comparing it to three other state-of-the-art techniques for graph-based 
classification.
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moreAbstract
The wikileaks documents about the death of Osama Bin Laden and the debates 
about the economic crisis in Greece and other European countries are some of 
the controversial topics being played on the news everyday. Each of these 
topics has many different aspects, and there is no absolute, simple truth in 
answering questions such as: should the EU guarantee the financial stability of 
each member country, or should the countries themselves be solely responsible? 
To understand the landscape of opinions, it would be helpful to know which 
politician or other stakeholder takes which position - support or opposition - 
on these aspects of controversial topics.
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moreAbstract
The US presidential race, the re-election of President Hugo Chavez, and the 
economic crisis in Greece and other European countries are some of the 
controversial topics being played on the news everyday. To understand the 
landscape of opinions on political controversies, it would be helpful to know 
which politician or other stakeholder takes which position - support or 
opposition - on specific aspects of these topics. The work described in this 
thesis aims to automatically derive a map of the opinions-people network from 
news and other Web documents. The focus is on acquiring opinions held by 
various stakeholders on politically controversial topics. This opinions-people 
network serves as a knowledge-base of opinions in the form of hopinion holderi 
hopinioni htopici triples.
Our system to build this knowledge-base makes use of online news sources in
order to extract opinions from text snippets. These sources come with a set of
unique challenges. For example, processing text snippets involves not just 
identifying the topic and the opinion, but also attributing that opinion to a 
specific
opinion holder. This requires making use of deep parsing and analyzing the
parse tree. Moreover, in order to ensure uniformity, both the topic as well the
opinion holder should be mapped to canonical strings, and the topics should
also be organized into a hierarchy. Our system relies on two main components:
i) acquiring opinions which uses a combination of techniques to extract opinions
from online news sources, and ii) organizing topics which crawls and extracts 
debates from online sources, and organizes these debates in a hierarchy of 
political controversial topics. We present systematic evaluations of the 
different components of our system, and show their high accuracies. We also 
present some of the different kinds of applications that require political 
analysis. We present some
application requires political analysis such as identifying flip-floppers, 
political
bias, and dissenters. Such applications can make use of the knowledge-base of
opinions.
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moreAbstract
The First Joint International Workshop on Entity-oriented and Semantic Search 
(JIWES) workshop was held on Aug 16, 2012 in Portland, Oregon, USA, in 
conjunction with the 35th Annual International ACM SIGIR Conference (SIGIR 
2012). The objective for the workshop was to bring together academic 
researchers and industry practitioners working on entity-oriented search to 
discuss tasks and challenges, and to uncover the next frontiers for academic 
research on the topic. The workshop program accommodated two invited talks, 
eight refereed papers divided into two technical paper sessions, and a group 
discussion.
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        “LINDA: Distributed Web-of-Data-Scale Entity Matching,” in CIKM’12, 21st ACM International Conference on Information and Knowledge Management, Maui, Hawaii, USA, 2012.
    
moreAbstract
Linked Data has emerged as a powerful way of interconnecting structured data on 
the Web. However, the cross-linkage between Linked Data sources is not as 
extensive as one would hope for. In this paper, we formalize the task of 
automatically creating "sameAs" links across data sources in a globally 
consistent manner. Our algorithm, presented in a multi-core as well as a 
distributed version, achieves this link generation by accounting for joint 
evidence of a match. Experiments confirm that our system scales beyond 100 
million entities and delivers highly accurate results despite the vast 
heterogeneity and daunting scale.
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moreAbstract
n the presence of growing data, the need for efficient query processing under 
result quality and index size control becomes more and more a challenge to 
search engines. We show how to use proximity scores to make query processing 
effective and efficient with focus on either of the optimization goals.
More precisely, we make the following contributions:
• We present a comprehensive comparative analysis of proximity score models and 
a rigorous analysis of the potential of phrases and adapt a leading proximity 
score model for XML data.
• We discuss the feasibility of all presented proximity score models for top-k 
query processing and present a novel index combining a content and proximity 
score that helps to accelerate top-k query processing and improves result 
quality.
• We present a novel, distributed index tuning framework for term and term pair 
index lists that optimizes pruning parameters by means of well-defined 
optimization criteria under disk space constraints. Indexes can be tuned with 
emphasis on efficiency or effectiveness: the resulting indexes yield fast 
processing at high result quality.
• We show that pruned index lists processed with a merge join outperform top-k 
query processing with unpruned lists at a high result quality.
• Moreover, we present a hybrid index structure for improved cold cache run 
times.
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moreAbstract
An important building block of many graph applications such as searching in 
social networks, keyword search in graphs, and retrieval of linked documents is 
retrieving the transitive neighbors of a node in ascending order of their 
distances. Since large graphs cannot be kept in memory and graph traversals at 
query time would be prohibitively expensive, the list of neighbors for each 
node is usually precomputed and stored in a compact form. While the problem of 
precomputing all-pairs shortest distances has been well studied for decades, 
efficiently maintaining this information when the graph changes is not as well 
understood. This paper presents an algorithm for maintaining nearest neighbor 
lists in weighted graphs under node insertions and decreasing edge weights. It 
considers the important case where queries are a lot more frequent than 
updates, and presents two approaches for transparently performing necessary 
index updates while executing queries. Extensive experiments with large graphs, 
including a subset of Twitter’s user graph, demonstrate that the overhead for 
this maintenance is small.


BibTeX
@inproceedings{CreceliusS2012,
TITLE = {Pay-as-you-go Maintenance of Precomputed Nearest Neighbors in Large Graphs},
AUTHOR = {Crecelius, Tom and Schenkel, Ralf},
LANGUAGE = {eng},
ISBN = {978-1-4503-1156-4},
URL = {http://doi.acm.org/10.1145/2396761.2396881},
DOI = {10.1145/2396761.2396881},
LOCALID = {Local-ID: C1256DBF005F876D-8D1B2527866B2B3CC1257A3E001B974A-CreceliusS2012},
PUBLISHER = {ACM},
YEAR = {2012},
DATE = {2012},
ABSTRACT = {An important building block of many graph applications such as searching in social networks, keyword search in graphs, and retrieval of linked documents is retrieving the transitive neighbors of a node in ascending order of their distances. Since large graphs cannot be kept in memory and graph traversals at query time would be prohibitively expensive, the list of neighbors for each node is usually precomputed and stored in a compact form. While the problem of precomputing all-pairs shortest distances has been well studied for decades, efficiently maintaining this information when the graph changes is not as well understood. This paper presents an algorithm for maintaining nearest neighbor lists in weighted graphs under node insertions and decreasing edge weights. It considers the important case where queries are a lot more frequent than updates, and presents two approaches for transparently performing necessary index updates while executing queries. Extensive experiments with large graphs, including a subset of Twitter{\textquoteright}s user graph, demonstrate that the overhead for this maintenance is small.},
BOOKTITLE = {CIKM'12, 21st ACM International Conference on Information and Knowledge Management},
EDITOR = {Chen, Xue-Wen and Lebanon, Guy and Wang, Haixun and Zaki, Mohammed J.},
PAGES = {952--961},
ADDRESS = {Maui, USA},
}

Endnote
%0 Conference Proceedings
%A Crecelius, Tom
%A Schenkel, Ralf
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Pay-as-you-go Maintenance of Precomputed Nearest Neighbors in Large Graphs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-58C0-B
%F EDOC: 647468
%R 10.1145/2396761.2396881
%U http://doi.acm.org/10.1145/2396761.2396881
%F OTHER: Local-ID: C1256DBF005F876D-8D1B2527866B2B3CC1257A3E001B974A-CreceliusS2012
%D 2012
%B 21st ACM International Conference on Information and Knowledge Management
%Z date of event: 2012-10-29 - 2012-11-02
%C Maui, USA
%X An important building block of many graph applications such as searching in 
social networks, keyword search in graphs, and retrieval of linked documents is 
retrieving the transitive neighbors of a node in ascending order of their 
distances. Since large graphs cannot be kept in memory and graph traversals at 
query time would be prohibitively expensive, the list of neighbors for each 
node is usually precomputed and stored in a compact form. While the problem of 
precomputing all-pairs shortest distances has been well studied for decades, 
efficiently maintaining this information when the graph changes is not as well 
understood. This paper presents an algorithm for maintaining nearest neighbor 
lists in weighted graphs under node insertions and decreasing edge weights. It 
considers the important case where queries are a lot more frequent than 
updates, and presents two approaches for transparently performing necessary 
index updates while executing queries. Extensive experiments with large graphs, 
including a subset of Twitter&#8217;s user graph, demonstrate that the overhead for 
this maintenance is small.
%B CIKM'12
%E Chen, Xue-Wen; Lebanon, Guy; Wang, Haixun; Zaki, Mohammed J.
%P 952 - 961
%I ACM
%@ 978-1-4503-1156-4




	DOI
	PuRe
	BibTeX

	


        881
    
                Thesis
            
D5IMPR-CS


        T. Crecelius
    

        “Socially Enhanced Search and Exploration in Social Tagging Networks,” Universität des Saarlandes, Saarbrücken, 2012.
    
moreAbstract
Social tagging networks have become highly popular for publishing and searching 
contents. Users in such networks can review, rate and comment on contents, or 
annotate them with keywords (social tags) to give short but exact text 
representations of even non-textual contents. In addition, there is an inherent 
support for interactions and relationships among users. Thus, users naturally 
form groups of friends or of common interests.

We address three research areas in our work utilising these intrinsic features 
of social tagging networks.

(1) We investigate new approaches for exploiting the social knowledge of and 
the relationships between users for searching and recommending relevant 
contents, and integrate them in a comprehensive framework, coined SENSE, for 
search in social tagging networks.

(2) To dynamically update precomputed lists of transitive friends in descending 
order of their distance in user graphs of social tagging networks, we provide 
an algorithm for incrementally solving the all pairs shortest distance problem 
in large, disk-resident graphs and formally prove its correctness.

(3) Since users are content providers in social tagging networks, users may 
keep their own data at independent, local peers that collaborate in a 
distributed P2P network. We provide an algorithm for such systems to counter 
cheating of peers in authority computations over social networks.

The viability of each solution is demonstrated by extensive experiments 
regarding effectiveness and efficiency.
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moreAbstract
Lexical databases following the wordnet paradigm capture information about 
words, word senses, and their relationships. A large number of existing tools 
and datasets are based on the original WordNet, so extending the landscape of 
resources aligned with WordNet leads to great potential for interoperability 
and to substantial synergies. Wordnets are being compiled for a considerable 
number of languages, however most have yet to reach a comparable level of 
coverage. We propose a method for automatically producing such resources for 
new languages based on WordNet, and analyse the implications of this approach 
both from a linguistic perspective as well as by considering natural language 
processing tasks. Our approach takes advantage of the original WordNet in 
conjunction with translation dictionaries. A small set of training associations 
is used to learn a statistical model for predicting associations between terms 
and senses. The associations are represented using a variety of scores that 
take into account structural properties as well as semantic relatedness and 
corpus frequency information. Although the resulting wordnets are imperfect in 
terms of their quality and coverage of language-specific phenomena, we show 
that they constitute a cheap and suitable alternative for many applications, 
both for monolingual tasks as well as for cross-lingual interoperability. Apart 
from analysing the resources directly, we conducted tests on semantic 
relatedness assessment and cross-lingual text classification with very 
promising results.
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moreAbstract
Web archives offer a rich and plentiful 
source of information to researchers, analysts, and legal experts. 
For this purpose, they gather Web sites as the sites change over time.
In order to keep up to high standards of data quality, Web archives have to 
collect all versions of the Web sites. 
Due to limited resuources and technical constraints this is not possible.
Therefore, Web archives consist of versions archived at various time points 
without guarantee for mutual consistency.

This thesis presents a model for assessing the data quality in
Web archives as well as a family of crawling strategies yielding
high-quality captures. We distinguish between single-visit crawling strategies
for exploratory and visit-revisit crawling strategies for evidentiary purposes.
Single-visit strategies download every page
exactly once aiming for an ``undistorted'' capture of the ever-changing Web.
We express the quality of such the resulting capture with the ``blur'' quality 
measure.  
In contrast, visit-revisit strategies download every page twice. The initial 
downloads of all pages form the visit phase of the crawling strategy.
The second downloads are grouped together in the revisit phase.
These two phases enable us to check which pages changed during the crawling 
process. 
Thus, we can identify the pages that are consistent with each other.
The quality of the visit-revisit captures is expressed by the ``coherence'' 
measure.

Quality-conscious strategies are based on predictions of the change behaviour of
individual pages. We model the Web site dynamics by Poisson processes
with page-specific change rates. Furthermore, we show that these rates can be
statistically predicted. Finally, we propose visualization techniques for 
exploring 
the quality of the resulting Web archives.

A fully functional prototype demonstrates the practical viability of our 
approach.
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moreAbstract
We demonstrate RDF Xpress, a search engine that enables users to effectively 
retrieve information from large RDF knowledge bases or Linked Data Sources. RDF 
Xpress provides a search interface where users can combine triple patterns with 
keywords to form queries. Moreover, RDF Xpress supports automatic query 
relaxation and returns a ranked list of diverse query results.
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moreAbstract
The increasing interest in Semantic Web technologies has led not only to a 
rapid growth of semantic data on the Web but also to an increasing number of 
backend applications with already more than a trillion triples in some cases. 
Confronted with such huge amounts of data and the future growth, existing 
state-of-the-art systems for storing RDF and processing SPARQL queries are no 
longer sufficient. In this paper, we introduce Partout, a distributed engine 
for efficient RDF processing in a cluster of machines. We propose an effective 
approach for fragmenting RDF data sets based on a query log, allocating the 
fragments to nodes in a cluster, and finding the optimal configuration. Partout 
can efficiently handle updates and its query optimizer produces efficient query 
execution plans for ad-hoc SPARQL queries. Our experiments show the superiority 
of our approach to state-of-the-art approaches for partitioning and distributed 
SPARQL query processing.
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moreAbstract
We present a method for visual and interactive geospatial redescription mining. 
The goal of geospatial redescription mining is to characterize geospatial areas 
using two different descriptions, such as their bioclimatic features and fauna. 
Indeed, one application of geospa- tial redescription mining is finding 
bioclimatic niches, i.e. explaining the distribution of species using their 
bioclimatic envelope.
 
Allowing users to find the geospatial redescriptions in an interactive way, and 
to see the results in clear visualizations, is fundamental for the ap- 
plicability of the method. We present several goals we think a good in- 
teractive and visual redescription mining method should fulfil, and we explain 
how our proposed method achieves (most of) them. Finally, we also discuss some 
open problems in interactive redescription mining.
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moreAbstract
We present SIREN, an interactive tool for mining and visualizing geospatial 
redescriptions. Redescription mining is a powerful data analysis tool that aims 
at finding alternative descriptions of the same entities. For example, in 
biology, an important task is to identify the bioclimatic constraints that 
allow some species to survive, that is, to describe geographical regions in 
terms of both the fauna that inhabits them and their bioclimatic conditions.
 
Using SIREN, users can explore geospatial data of their interest by visualizing 
the redescriptions on a map, interactively edit, extend and filter them.
 
To demonstrate the use of the tool, we focus on climatic niche-finding over 
Europe, as an example task. Yet, SIREN is by no means limited to a particular 
dataset or application.
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moreAbstract
Redescription mining is a powerful data analysis tool that is used to find 
multiple descriptions of the same entities. Consider geographical regions as an 
example. They can be characterized by the fauna that inhabits them on one hand 
and by their meteorological conditions on the other hand. Finding such 
redescriptors, a task known as niche-finding, is of much importance in biology.
 
Current redescription mining methods cannot handle other than Boolean data. 
This restricts the range of possible applications or makes discretization a 
prerequisite, entailing a possibly harmful loss of information. In 
niche-finding, while the fauna can be naturally represented using a Boolean 
presence/absence data, the weather cannot.
 
In this paper, we extend redescription mining to categorical and real-valued 
data with possibly missing values using a surprisingly simple and efficient 
approach. We provide extensive experimental evaluation to study the behaviour 
of the proposed algorithm. Furthermore, we show the statistical significance of 
our results using recent innovations on randomization methods.
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moreAbstract
Linked Data refers to data published in accordance with a number of principles 
rooted in web standards. In the past few years we have witnessed a tremendous 
growth in Linked Data publishing on the web, leading to tens of billions of 
data items published online. Querying the data is a key functionality required 
to make use of the wealth of rich interlinked data. The goal of the tutorial is 
to introduce, motivate, and detail techniques for querying heterogeneous 
structured data from across the web. Our tutorial aims to introduce database 
researchers and practitioners to the new publishing paradigm on the web, and 
show how the abundance of data published as Linked Data can serve as fertile 
ground for database research and experimentation. As such, the tutorial focuses 
on applying database techniques to processing Linked Data, such as optimized 
indexing and query processing methods in the centralized setting as well as 
distributed approaches for querying. At the same time, we make the connection 
from Linked Data best practices to established technologies in distributed 
databases and the concept of Dataspaces and show differences as well as 
commonalities between the fields.
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moreAbstract
Measuring the semantic relatedness between two entities is the basis for numerous tasks in IR, NLP, and Web-based
knowledge extraction. This paper focuses on disambiguating
names in a Web or text document by jointly mapping all names
onto semantically related entities registered in a knowledge base.
To this end, we have developed a novel notion of semantic
relatedness between two entities represented as sets
of weighted (multi-word) keyphrases, with consideration of 
partially overlapping phrases. This measure improves
the quality of prior link-based models, and also eliminates the
need for (usually Wikipedia-centric) explicit interlinkage between entities.
Thus, our method is more versatile and can cope with long-tail and
newly emerging entities that have few or no links associated with them.
For efficiency, we have developed approximation techniques
based on min-hash sketches and locality-sensitive hashing.
Our experiments on semantic relatedness and on named entity
disambiguation demonstrate the superiority of our method
compared to state-of-the-art baselines.
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moreAbstract
The Linked Data cloud consists of a great variety of data provided by an 
increasing number of sources. Selecting relevant sources is therefore a core 
ingredient of efficient query processing. So far, this is either done with 
additional indexes or by iteratively performing lookups for relevant URIs. None 
of the existing methods takes additional aspects into account such as the 
degree of overlap between the sources, resulting in unnecessary requests. In 
this paper, we propose a sketch-based query routing strategy that takes source 
overlap into account. The proposed strategy uses sketches and can be tuned 
towards either retrieving as many results as possible for a given budget or 
minimizing the number of requests necessary to retrieve all or a certain 
fraction of the results. Our experiments show significant improvements over 
state-of-the-art but overlap-ignorant methods for source selection.
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moreAbstract
The current infrastructure proviced and maintained by the German Grid Initiative (D-Grid) primarily covers resource management and exchange at the 
data level supporting mainly technical resources such as computational 
capacity, data transport networks, storage resources, and management software. 
The WisNetGrid project (www.wisnetgrid.org) aims to broaden the focus of 
resource sharing towards the actual content, such as research and production 
data, to enable interdisciplinary usage. To achieve this goal, resource sharing 
is supported on different abstraction layers. First, we create an information 
layer by providing a universal interface to access data on the grid independent 
of the underlying grid storage system. Second, at the knowledge layer, we offer 
interactive knowledge extraction and management tools that can also take 
advantage of a community’s grid resources. These tools enable the user to 
formulate the domain specific knowledge in different ways to ease the 
interaction with the knowledge extraction process and to provide input for 
automatic extraction workflow. Within this project, we work together with use 
groups from the humanities and from landscaping as disparate use cases to 
evaluate which advantages can be gained by using semi-automatic extraction 
tools to gather and manage knowledge content.
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        “Extraction of Temporal Facts and Events from Wikipedia,” in TempWeb 2012, 2nd Temporal Web Analytics Workshop, Lyon, France, 2012.
    
moreAbstract
Recently, large-scale knowledge bases have been constructed
by automatically extracting relational facts from text. Unfortunately,
most of the current knowledge bases focus on
static facts and ignore the temporal dimension. However,
the vast majority of facts are evolving with time or are valid
only during a particular time period. Thus, time is a signifi-
cant dimension that should be included in knowledge bases.
In this paper, we introduce a complete information extraction
framework that harvests temporal facts and events from
semi-structured data and free text of Wikipedia articles to
create a temporal ontology. First, we extend a temporal data
representation model by making it aware of events. Second,
we develop an information extraction method which harvests
temporal facts and events from Wikipedia infoboxes,
categories, lists, and article titles in order to build a temporal
knowledge base. Third, we show how the system can use
its extracted knowledge for further growing the knowledge
base.
We demonstrate the effectiveness of our proposed methods
through several experiments. We extracted more than one
million temporal facts with precision over 90\% for extraction
from semi-structured data and almost 70\% for extraction
from text.
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        “Colledge - A Vision of Collaborative Knowledge Networks,” in 2nd International Workshop on Semantic Search over the Web (SSW 2012), Istanbul, Turkey, 2012.
    
moreAbstract
More and more semantic information has become available as RDF data recently, 
with the linked open data cloud as a prominent example. However, participating 
in the Semantic Web is cumbersome. Typically several steps are involved in 
using semantic knowledge. Information is first acquired, e.g. by information 
extraction, crowd sourcing or human experts. Then ontologies are published and 
distributed. Users may apply reasoning and otherwise modify their local 
ontology instances.
However, currently these steps are treated separately and although each 
involves human effort, nearly no synergy effect is used and it is also mostly a 
one way process, e.g. user feedback hardly flows back into the main ontology 
version. Similarly, user cooperation is low.
 
While there are approaches alleviating some of these limitations,
e.g. extracting information at query time, personalizing queries, and 
integration of user feedback, this work combines all the pieces envisioning a 
social knowledge network that enables collaborative knowledge generation and 
exchange. Each aforementioned step is seen as a particular implementation 
of a network node responding to knowledge queries in its own way, e.g. by 
extracting it, applying reasoning or asking users, 
and learning from knowledge exchanged with neighbours.
Original knowledge as well as user feedback is distributed over the network 
based on similar trust and provenance mechanisms.
The extended query language we call for also allows for
personalization.
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e.g. extracting information at query time, personalizing queries, and 
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social knowledge network that enables collaborative knowledge generation and 
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        “LUKe and MIKe: Learning from User Knowledge and Managing Interactive Knowledge Extraction,” in CIKM’12, 21st ACM International Conference on Information and Knowledge Management, Maui, USA, 2012.
    
moreAbstract
Semantic recognition and annotation of unqiue enities and their relations is a 
key in understanding the essence contained in large text corpora. It typically 
requires a combination of efficient automatic methods and manual verification. 
Usually, both parts are seen as consecutive steps. In this demo we present 
MIKE, a user interface enabling the integration of user feedback into an 
iterative extraction process. We show how an extraction system can directly 
learn from such integrated user supervision. In general, this setup allows for 
stepwise training of the extraction system to a particular domain, while using 
user feedback early in the iterative extraction process improves extraction 
quality and reduces the overall human effort needed.


BibTeX
@inproceedings{MetzgerSHS_CIKM2012,
TITLE = {{LUKe} and {MIKe}: Learning from User Knowledge and Managing Interactive Knowledge Extraction},
AUTHOR = {Metzger, Steffen and Stoll, Michael and Hose, Katja and Schenkel, Ralf},
LANGUAGE = {eng},
ISBN = {978-1-4503-1156-4},
URL = {http://doi.acm.org/10.1145/2396761.2398721},
DOI = {10.1145/2396761.2398721},
LOCALID = {Local-ID: C1256DBF005F876D-B1BE320040B32699C1257A5200325F1E-MetzgerSHS_CIKM2012},
PUBLISHER = {ACM},
YEAR = {2012},
DATE = {2012},
ABSTRACT = {Semantic recognition and annotation of unqiue enities and their relations is a key in understanding the essence contained in large text corpora. It typically requires a combination of efficient automatic methods and manual verification. Usually, both parts are seen as consecutive steps. In this demo we present MIKE, a user interface enabling the integration of user feedback into an iterative extraction process. We show how an extraction system can directly learn from such integrated user supervision. In general, this setup allows for stepwise training of the extraction system to a particular domain, while using user feedback early in the iterative extraction process improves extraction quality and reduces the overall human effort needed.},
BOOKTITLE = {CIKM'12, 21st ACM International Conference on Information and Knowledge Management},
EDITOR = {Chen, Xue-Wen and Lebanon, Guy and Wang, Haixun and Zaki, Mohammed J.},
PAGES = {2671--2673},
ADDRESS = {Maui, USA},
}

Endnote
%0 Conference Proceedings
%A Metzger, Steffen
%A Stoll, Michael
%A Hose, Katja
%A Schenkel, Ralf
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T LUKe and MIKe: Learning from User Knowledge and Managing Interactive Knowledge Extraction : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-5960-A
%F EDOC: 647511
%R 10.1145/2396761.2398721
%U http://doi.acm.org/10.1145/2396761.2398721
%F OTHER: Local-ID: C1256DBF005F876D-B1BE320040B32699C1257A5200325F1E-MetzgerSHS_CIKM2012
%D 2012
%B 21st ACM International Conference on Information and Knowledge Management
%Z date of event: 2012-10-29 - 2012-11-02
%C Maui, USA
%X Semantic recognition and annotation of unqiue enities and their relations is a 
key in understanding the essence contained in large text corpora. It typically 
requires a combination of efficient automatic methods and manual verification. 
Usually, both parts are seen as consecutive steps. In this demo we present 
MIKE, a user interface enabling the integration of user feedback into an 
iterative extraction process. We show how an extraction system can directly 
learn from such integrated user supervision. In general, this setup allows for 
stepwise training of the extraction system to a particular domain, while using 
user feedback early in the iterative extraction process improves extraction 
quality and reduces the overall human effort needed.
%B CIKM'12
%E Chen, Xue-Wen; Lebanon, Guy; Wang, Haixun; Zaki, Mohammed J.
%P 2671 - 2673
%I ACM
%@ 978-1-4503-1156-4




	DOI
	PuRe
	BibTeX

	


        915
    
                Report
            
D5


        P. Miettinen and J. Vreeken
    

        “MDL4BMF: Minimum Description Length for Boolean Matrix Factorization,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2012-5-001, 2012.
    
moreAbstract
Matrix factorizations—where a given data matrix is approximated by a prod- uct of two or more factor matrices—are powerful data mining tools. Among other tasks, matrix factorizations are often used to separate global structure from noise. This, however, requires solving the ‘model order selection problem’ of determining where fine-grained structure stops, and noise starts, i.e., what is the proper size of the factor matrices.
 
Boolean matrix factorization (BMF)—where data, factors, and matrix product are Boolean—has received increased attention from the data mining community in recent years. The technique has desirable properties, such as high interpretability and natural sparsity. However, so far no method for selecting the correct model order for BMF has been available. In this paper we propose to use the Minimum Description Length (MDL) principle for this task. Besides solving the problem, this well-founded approach has numerous benefits, e.g., it is automatic, does not require a likelihood function, is fast, and, as experiments show, is highly accurate.
 
We formulate the description length function for BMF in general—making it applicable for any BMF algorithm. We discuss how to construct an appropriate encoding, starting from a simple and intuitive approach, we arrive at a highly efficient data-to-model based encoding for BMF. We extend an existing algorithm for BMF to use MDL to identify the best Boolean matrix factorization, analyze the complexity of the problem, and perform an extensive experimental evaluation to study its behavior.
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        “Dynamic Boolean Matrix Factorizations,” in Proceedings of the 12th IEEE International Conference on Data Mining (ICDM 2012), Brussels, Belgium, 2012.
    
moreAbstract
Boolean matrix factorization is a method to de- compose a binary matrix into 
two binary factor matrices. Akin to other matrix factorizations, the factor 
matrices can be used for various data analysis tasks. Many (if not most) 
real-world data sets are dynamic, though, meaning that new information is 
recorded over time. Incorporating this new information into the factorization 
can require a re-computation of the factorization
– something we cannot do if we want to keep our factorization up-to-date after 
each update.
 
This paper proposes a method to dynamically update the Boolean matrix 
factorization when new data is added to the data base. This method is extended 
with a mechanism to improve the factorization with a trade-off in speed of 
computation. The method is tested with a number of real-world and synthetic 
data sets including studying its efficiency against off-line methods. The 
results show that with good initialization the proposed online and dynamic 
methods can beat the state- of-the-art offline Boolean matrix factorization 
algorithms.
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moreAbstract
Finding latent factors of the data using matrix factorizations is a 
tried-and-tested approach in data mining. But finding shared factors over 
multiple matrices is more novel problem. Specifically, given two matrices, we 
want to find a set of factors shared by these two matrices and sets of factors 
specific for the matrices. Not only does such decomposition reveal what is 
common between the two matrices, it also eliminates the need of explaining that 
common part twice, thus concentrating the non-shared factors to uniquely 
specific parts of the data. This paper studies a problem called Joint Subspace 
Boolean Matrix Factorization asking exactly that: a set of shared factors and 
sets of specific factors. Furthermore, the matrix factorization is based on the 
Boolean arithmetic. This restricts the presented approach suitable to only 
binary matrices. The benefits, however, include much sparser factor matrices 
and greater interpretability of the results. The paper presents three 
algorithms for finding the Joint Subspace Boolean Matrix Factorization, an MDL- 
based method for selecting the subspaces’ dimensionality, and throughout 
experimental evaluation of the proposed algorithms.
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moreAbstract
quipping machines with knowledge, through the construction of machine-readable
knowledge bases, presents a key asset for semantic search, machine
translation, question answering, and other formidable challenges in
artificial intelligence. However, human knowledge predominantly resides
in books and other natural language text forms. This means that knowledge
bases must be extracted and synthesized from natural language text.
When the source of text is the Web, extraction methods must cope with
ambiguity, noise, scale, and updates.

The goal of this dissertation is to develop knowledge base population
methods that address the afore mentioned characteristics of Web text. The
dissertation makes three contributions. The first contribution is a method
for mining high-quality facts at scale, through distributed constraint reasoning
and a pattern representation model that is robust against noisy
patterns. The second contribution is a method for mining a large comprehensive
collection of relation types beyond those commonly found in
existing knowledge bases. The third contribution is a method for extracting
facts from dynamic Web sources such as news articles and social media
where one of the key challenges is the constant emergence of new entities.
All methods have been evaluated through experiments involving Web-scale
text collections.
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moreAbstract
Direct feedback of users of search engines by click information is naturally 
noisy. Ranking models that integrate such feedback in their training process 
must cope with this noise. In worst case such noise can lead to large variance 
among the results for different queries in the resulting rankings. We propose 
to integrate model averaging like bagging and random forest methods to reduce 
the variance in the ranking models. We perform an experimental study on 
different noise levels using a state of the art ranking model.


BibTeX
@inproceedings{PoelitzSchenkel_SIR2012,
TITLE = {Robust Ranking Models Using Noisy Feedback},
AUTHOR = {P{\"o}litz, Christian and Schenkel, Ralf},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256DBF005F876D-63A3D0866B5A0B5DC12579E6004DCDAA-PoelitzSchenkel_SIR2012},
YEAR = {2012},
DATE = {2012},
ABSTRACT = {Direct feedback of users of search engines by click information is naturally noisy. Ranking models that integrate such feedback in their training process must cope with this noise. In worst case such noise can lead to large variance among the results for different queries in the resulting rankings. We propose to integrate model averaging like bagging and random forest methods to reduce the variance in the ranking models. We perform an experimental study on different noise levels using a state of the art ranking model.},
BOOKTITLE = {Workshop "Information Retrieval Over Query Sessions" (SIR 2012) at ECIR 2012},
PAGES = {1--6},
ADDRESS = {Barcelona, Spain},
}

Endnote
%0 Conference Proceedings
%A P&#246;litz, Christian
%A Schenkel, Ralf
%+ Cluster of Excellence "Multimodal Computing and Interaction" 
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Robust Ranking Models Using Noisy Feedback : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-5783-C
%F EDOC: 647504
%F OTHER: Local-ID: C1256DBF005F876D-63A3D0866B5A0B5DC12579E6004DCDAA-PoelitzSchenkel_SIR2012
%D 2012
%B 34th European Conference on IR Research
%Z date of event: 2012-04-01 - 2012-04-01
%C Barcelona, Spain
%X Direct feedback of users of search engines by click information is naturally 
noisy. Ranking models that integrate such feedback in their training process 
must cope with this noise. In worst case such noise can lead to large variance 
among the results for different queries in the resulting rankings. We propose 
to integrate model averaging like bagging and random forest methods to reduce 
the variance in the ranking models. We perform an experimental study on 
different noise levels using a state of the art ranking model.
%B Workshop "Information Retrieval Over Query Sessions" (SIR 2012) at ECIR 2012
%P 1 - 6




	PuRe
	BibTeX

	


        929
    
                Conference paper
            
D5


        C. Pölitz and R. Schenkel
    

        “Ranking under Tight Budgets,” in Proceedings Twenty-Third International Workshop on Database and Expert Systems Applications (DEXA 2012), Vienna, Austria, 2012.
    
moreBibTeX
@inproceedings{PoelitzSchenkel_TIR2012,
TITLE = {Ranking under Tight Budgets},
AUTHOR = {P{\"o}litz, Christian and Schenkel, Ralf},
LANGUAGE = {eng},
ISBN = {978-0-7695-4801-2},
DOI = {10.1109/DEXA.2012.21},
LOCALID = {Local-ID: C1256DBF005F876D-DAE6A93802084DE0C12579F20041B6D7-PoelitzSchenkel_TIR2012},
PUBLISHER = {IEEE},
YEAR = {2012},
DATE = {2012},
BOOKTITLE = {Proceedings Twenty-Third International Workshop on Database and Expert Systems Applications (DEXA 2012)},
EDITOR = {Hameurlain, Abdelkader and Tjoa, A Min and Wagner, Roland R.},
PAGES = {161--165},
ADDRESS = {Vienna, Austria},
}

Endnote
%0 Conference Proceedings
%A P&#246;litz, Christian
%A Schenkel, Ralf
%+ Cluster of Excellence "Multimodal Computing and Interaction"
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Ranking under Tight Budgets : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-57B2-2
%F EDOC: 647501
%R 10.1109/DEXA.2012.21
%F OTHER: Local-ID: C1256DBF005F876D-DAE6A93802084DE0C12579F20041B6D7-PoelitzSchenkel_TIR2012
%D 2012
%B Twenty-Third International Workshop on Database and Expert Systems Applications
%Z date of event: 2012-09-03 - 2012-09-07
%C Vienna, Austria
%B Proceedings Twenty-Third International Workshop on Database and Expert Systems Applications
%E Hameurlain, Abdelkader; Tjoa, A Min; Wagner, Roland R.
%P 161 - 165
%I IEEE
%@ 978-0-7695-4801-2




	DOI
	PuRe
	BibTeX

	


        930
    
                Conference paper
            
IMPR-CSD5


        N. Prytkova, M. Spaniol, and G. Weikum
    

        “Predicting the Evolution of Taxonomy Restructuring in Collective Web Catalogues,” in 15th International Workshop on the Web and Databases (WebDB 2012), Scottsdale, AZ, USA, 2012.
    
moreBibTeX
@inproceedings{PSWe12,
TITLE = {Predicting the Evolution of Taxonomy Restructuring in Collective Web Catalogues},
AUTHOR = {Prytkova, Natalia and Spaniol, Marc and Weikum, Gerhard},
LANGUAGE = {eng},
URL = {http://db.disi.unitn.eu/pages/WebDB2012/papers/p8.pdf},
LOCALID = {Local-ID: C1256DBF005F876D-7703DFF5F7852510C1257AD8004F5200-PSWe12},
PUBLISHER = {WebDB},
YEAR = {2012},
BOOKTITLE = {15th International Workshop on the Web and Databases (WebDB 2012)},
EDITOR = {Ives, Zachary G. and Velegrakis, Yannis},
PAGES = {1--6},
ADDRESS = {Scottsdale, AZ, USA},
}

Endnote
%0 Conference Proceedings
%A Prytkova, Natalia
%A Spaniol, Marc
%A Weikum, Gerhard
%+ International Max Planck Research School, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Predicting the Evolution of Taxonomy Restructuring in Collective Web Catalogues : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-57F0-7
%F EDOC: 647519
%U http://db.disi.unitn.eu/pages/WebDB2012/papers/p8.pdf
%F OTHER: Local-ID: C1256DBF005F876D-7703DFF5F7852510C1257AD8004F5200-PSWe12
%D 2012
%B 15th International Workshop on the Web and Databases
%Z date of event: 2012-05-20 - 2012-05-20
%C Scottsdale, AZ, USA
%B 15th International Workshop on the Web and Databases
%E Ives, Zachary G.; Velegrakis, Yannis
%P 1 - 6
%I WebDB




	PuRe
	BibTeX

	


        931
    
                Conference paper
            
D5IMPR-CS


        L. Qu, R. Gemulla, and G. Weikum
    

        “A Weakly Supervised Model for Sentence-level Semantic Orientation Analysis with Multiple Experts,” in 2012 Joint Conference on Empirical Methods in Natural Language Processing and Computational Natural Language Learning (EMNLP-CoNLL 2012), Jeju Island, Korea, 2012.
    
moreAbstract
We propose the weakly supervised \emph{Multi-Experts Model} (MEM) for 
analyzing the semantic orientation of opinions expressed in natural language 
reviews. In contrast to most prior work, MEM predicts both opinion polarity and 
opinion strength at the level of individual sentences; such fine-grained 
analysis helps to understand better why users like or dislike the entity under 
review. A key challenge in this setting is that it is hard to obtain 
sentence-level training data for both polarity and strength. For this reason, 
MEM is weakly supervised: It starts with potentially noisy indicators obtained 
from coarse-grained training data (i.e., document-level ratings), a small set 
of diverse base predictors, and, if available, small amounts of fine-grained 
training data. We integrate these noisy indicators into a unified probabilistic 
framework using ideas from ensemble learning and graph-based semi-supervised 
learning. Our experiments indicate that MEM outperforms state-of-the-art 
methods by a significant margin.
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moreAbstract
In this paper, we propose a scalable and highly efficient index structure for 
the reachability problem over graphs. We build on the well-known node interval 
labeling scheme where the set of vertices reachable from a particular node is 
compactly encoded as a collection of node identifier ranges. We impose an 
explicit bound on the size of the index and flexibly assign approximate 
reachability ranges to nodes of the graph such that the number of index probes 
to answer a query is minimized. The resulting tunable index structure generates 
a better range labeling if the space budget is increased, thus providing a 
direct control over the trade off between index size and the query processing 
performance. By using a fast recursive querying method in conjunction with our 
index structure, we show that web-scale graphs comprising hundreds of millions 
of nodes and billions of edges can be efficiently processed such that the 
resulting size-constrained index allows answering reachability queries in the 
order of a few microseconds, using an off-the-shelf computer. Our claims are 
supported by an extensive set of experimental results using a multitude of 
benchmark and real-world web-scale graph datasets.
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moreAbstract
Is it possible to meaningfully analyze the structure of a Boolean matrix for 
which 99% data is missing?
 
Real-life data sets usually contain a high percentage of missing values which 
hamper structure estimation from the data and the difficulty only increases 
when the missing values dominate the known elements in the data set. There are 
good real-valued factorization methods for such scenarios, but there exist 
another class of data "Boolean data", which demand a different handling 
strategy than their real-valued counterpart.
There are many application which find logical representation only via Boolean 
matrices, where real-valued factorization methods do not provide correct and 
intuitive solutions.
Currently, there exists no method which can factorize a Boolean matrix 
containing a percentage of missing values usually associated with non-trivial 
real-world data set. In this thesis, we introduce a method to fill this gap. 
Our method is based on the correlation among the data records and is not 
restricted by the percentage of unknowns in the matrix. It performs greedy 
selection of the basis vectors, which represent the underlying
structure in the data. 
This thesis also presents several experiments on a variety of synthetic and 
real-world data, and discusses the performance of the algorithm for a range of 
data properties.
However, it was not easy to obtain comparison statistics with existing methods, 
for the reason that none exist. Hence we present indirect comparisons with 
existing matrix completion methods which work with real-valued data sets.
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good real-valued factorization methods for such scenarios, but there exist 
another class of data "Boolean data", which demand a different handling 
strategy than their real-valued counterpart.
There are many application which find logical representation only via Boolean 
matrices, where real-valued factorization methods do not provide correct and 
intuitive solutions.
Currently, there exists no method which can factorize a Boolean matrix 
containing a percentage of missing values usually associated with non-trivial 
real-world data set. In this thesis, we introduce a method to fill this gap. 
Our method is based on the correlation among the data records and is not 
restricted by the percentage of unknowns in the matrix. It performs greedy 
selection of the basis vectors, which represent the underlying
structure in the data. 
This thesis also presents several experiments on a variety of synthetic and 
real-world data, and discusses the performance of the algorithm for a range of 
data properties.
However, it was not easy to obtain comparison statistics with existing methods, 
for the reason that none exist. Hence we present indirect comparisons with 
existing matrix completion methods which work with real-valued data sets.
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moreAbstract
The Linked Data initiative comprises structured databases in the Semantic-Web 
data model RDF. Exploring this heterogeneous data by structured query languages 
is tedious and error-prone even for skilled users. To ease the task, this paper 
presents a methodology for translating natural language questions into 
structured SPARQL queries over linked-data sources.
 
Our method is based on an integer linear program to solve several 
disambiguation tasks jointly: the segmentation of questions into phrases; the 
mapping of phrases to semantic entities, classes, and relations; and the 
construction of SPARQL triple patterns. Our solution harnesses the rich type 
system provided by knowledge bases to constrain our semantic-coherence 
objective function. We present experiments on both the question translation and 
the resulting query answering.
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moreAbstract
We present DEANNA, a framework for natural language question answering over 
structured knowledge bases. Given a natural language question, DEANNA 
translates questions into a structured SPARQL query that can be evaluated over 
knowledge bases such as Yago, Dbpedia, Freebase, or other Linked Data sources. 
DEANNA analyzes questions and maps verbal phrases to relations and noun phrases 
to either individual entities or semantic classes. Importantly, it judiciously 
generates variables for target entities or classes to express joins between 
multiple triple patterns. 
We leverage the semantic type system for entities and use constraints in 
jointly mapping the constituents of the question to relations, classes, and 
entities. We demonstrate the capabilities and interface of DEANNA, which allows 
advanced users to influence the translation process and to see how the 
different components interact to produce the final result.
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moreAbstract
INEX investigates focused retrieval from structured documents by providing 
large test
collections of structured documents, uniform evaluation measures, and a forum 
for organizations
to compare their results. This paper reports on the INEX 2010 evaluation 
campaign,
which consisted of a wide range of tracks: Ad Hoc, Book, Data Centric, 
Interactive, QA,
Link the Wiki, Relevance Feedback, Web Service Discovery and XML Mining.
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moreAbstract
Time-travel queries that couple temporal constraints with keyword
queries are useful in searching large-scale archives of time-evolving
content such as the Web, document collections, wikis, and so
on. Typical approaches for efficient evaluation of these queries
involve \emph{slicing} along the time-axis either the entire
collection~\cite{253349}, or individual index
lists~\cite{kberberi:sigir2007}. Both these methods are not
satisfactory since they sacrifice compactness of index for processing
efficiency making them either too big or, otherwise, too slow.
 
We present a novel index organization scheme that \emph{shards} the
index with \emph{zero increase in index size}, still minimizing the
cost of reading index index entries during query processing. Based on
the optimal sharding thus obtained, we develop practically efficient
sharding that takes into account the different costs of random and
sequential accesses. Our algorithm merges shards from the optimal
solution carefully to allow for few extra sequential accesses while
gaining significantly by reducing the random accesses. Finally, we
empirically establish the effectiveness of our novel sharding scheme
via detailed experiments over the edit history of the English version
of Wikipedia between 2001-2005 ($\approx$ 700 GB) and an archive of
the UK governmental web sites ($\approx$ 400 GB). Our results
demonstrate the feasibility of faster time-travel query processing
with no space overhead.
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moreAbstract
Term proximity scoring models incorporate distance information of
query term occurrences and are an established means in information
retrieval to improve retrieval quality. The integration of such
proximity scoring models into efficient query processing, however,
has not been equally well studied. Existing methods make use of
precomputed lists of documents where tuples of terms, usually pairs,
occur together, usually incurring a huge index size compared to
term-only indexes. This paper uses a joint framework for trading off
index size and result quality. The framework provides optimization
techniques for tuning precomputed indexes towards either maximal
result quality or maximal query processing performance under
controlled result quality, given an upper bound for the index size.


BibTeX
@inproceedings{BroschartSTREC2010,
TITLE = {{MMCI} at the {TREC} 2010 Web Track},
AUTHOR = {Broschart, Andreas and Schenkel, Ralf},
LANGUAGE = {eng},
URL = {http://trec.nist.gov/pubs/trec19/papers/saarland.univ.web.rev.pdf},
LOCALID = {Local-ID: C1256DBF005F876D-319A2A4ED53CC429C1257870004D16EA-BroschartSTREC2010},
PUBLISHER = {National Institute of Standards and Technology},
YEAR = {2010},
DATE = {2011},
ABSTRACT = {Term proximity scoring models incorporate distance information of query term occurrences and are an established means in information retrieval to improve retrieval quality. The integration of such proximity scoring models into efficient query processing, however, has not been equally well studied. Existing methods make use of precomputed lists of documents where tuples of terms, usually pairs, occur together, usually incurring a huge index size compared to term-only indexes. This paper uses a joint framework for trading off index size and result quality. The framework provides optimization techniques for tuning precomputed indexes towards either maximal result quality or maximal query processing performance under controlled result quality, given an upper bound for the index size.},
BOOKTITLE = {The Nineteenth Text Retrieval Conference Proceedings (TREC 2010)},
EDITOR = {Vorhees, Ellen M. and Buckland, Lori P.},
PAGES = {1--3},
SERIES = {NIST Special Publication},
ADDRESS = {Gaithersburg, Maryland},
}

Endnote
%0 Conference Proceedings
%A Broschart, Andreas
%A Schenkel, Ralf
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T MMCI at the TREC 2010 Web Track : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1491-2
%F EDOC: 618958
%U http://trec.nist.gov/pubs/trec19/papers/saarland.univ.web.rev.pdf
%F OTHER: Local-ID: C1256DBF005F876D-319A2A4ED53CC429C1257870004D16EA-BroschartSTREC2010
%D 2011
%B Nineteenth Text Retrieval Conference Proceedings
%Z date of event: 2010-11-16 - 2010-11-19
%C Gaithersburg, Maryland
%X Term proximity scoring models incorporate distance information of
query term occurrences and are an established means in information
retrieval to improve retrieval quality. The integration of such
proximity scoring models into efficient query processing, however,
has not been equally well studied. Existing methods make use of
precomputed lists of documents where tuples of terms, usually pairs,
occur together, usually incurring a huge index size compared to
term-only indexes. This paper uses a joint framework for trading off
index size and result quality. The framework provides optimization
techniques for tuning precomputed indexes towards either maximal
result quality or maximal query processing performance under
controlled result quality, given an upper bound for the index size.
%B The Nineteenth Text Retrieval Conference Proceedings
%E Vorhees, Ellen M.; Buckland, Lori P.
%P 1 - 3
%I National Institute of Standards and Technology
%B NIST Special Publication




	PuRe
	BibTeX

	


        964
    
                Conference paper
            
D5


        A. Broschart and R. Schenkel
    

        “A Novel Hybrid Index Structure for Efficient Text Retrieval,” in SIGIR’11, 4th International ACM SIGIR Conference on Research and Development in Information Retrieval, Beijing, China, 2011.
    
moreAbstract
Query processing with precomputed term pair lists can improve efficiency for 
some queries, but suffers
from the quadratic number of index lists that need to be read. We presents a 
novel hybrid index structure
that aims at decreasing the number of index lists retrieved at query processing 
time, trading off a reduced number of index lists for an increased number of 
bytes to read. Our experiments demonstrate significant cold-cache performance 
gains of almost 25\% on standard benchmark queries.
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moreAbstract
Large parts of today's data is stored in text documents that undergo
  a series of changes during their lifetime.  For instance during the
  development of a software product the source code changes
  frequently. Currently, managing such data relies on version control
  systems (VCSs). Extracting information from large documents and
  their different versions is a manual and tedious process.  We
  present {\sc Qvestor}, a system that allows to declaratively query
  documents. It leverages information about the structure of a
  document that is available as a context-free grammar and allows to
  declaratively query document versions through a grammar annotated
  with relational algebra expressions. We define and illustrate the
  annotation of grammars with relational algebra expressions and show
  how to translate the annotations to easy to use SQL views.
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moreAbstract
Web archives preserve the history of born-digital content and offer great
potential for sociologists, business analysts, and legal experts on
intellectual property and compliance issues.  Data quality is crucial for
these purposes. Ideally, crawlers should gather coherent captures of entire
Web sites, but the politeness etiquette and completeness requirement
mandate very slow, long-duration crawling while Web sites undergo changes.
 
%big-picture contribution
This paper presents the SHARC framework for assessing the data quality in
Web archives and for tuning capturing strategies towards better quality
with given resources. We define data-quality measures, characterize their
properties, and develop a suite of quality-conscious scheduling strategies
for archive crawling.  Our framework includes single-visit and
visit-revisit crawls. Single-visit crawls download every page of a site
exactly once in an order that aims to minimize the ``blur'' in capturing
the site.  Visit-revisit strategies revisit pages after their initial
downloads to check for intermediate changes. The revisiting order aims to
maximize the ``coherence'' of the site capture(number pages that did not
change during the capture).  The quality notions of blur and coherence are
formalized in the paper.  Blur is a stochastic notion that reflects the
expected number of page changes that a time-travel access to a site capture
would accidentally see, instead of the ideal view of a instantaneously
captured, ``sharp'' site.  Coherence is a deterministic quality measure
that counts the number of unchanged and thus coherently captured pages in a
site snapshot.  Strategies that aim to either minimize blur or maximize
coherence are based on prior knowledge of or predictions for the change
rates of individual pages. Our framework includes fairly accurate
classifiers for change predictions.
 
All strategies are fully implemented in a testbed, and shown to be
effective by experiments with both synthetically generated sites and a
periodic crawl series for different Web sites.
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moreAbstract
Unsupervised machine learning aims to make predictions when labeled data is 
absent, and thus, supervised machine learning cannot be applied. These 
algorithms build on assumptions about how data and predictions relate to each 
other. One technique for unsupervised problem settings are generative models, 
which specify the set of assumptions as a probabilistic process that generates 
the data. 
 
The subject of this thesis is how to most effectively exploit input data that 
has an underlying graph structure in unsupervised learning for three important 
use cases. The first use case deals with localizing defective code regions in 
software, given the execution graph of code lines and transitions. Citation 
networks are exploited in the next use case to quantify the influence of 
citations on the content of the citing publication. In the final use case, 
shared tastes of friends in a social network are identified, enabling the 
prediction of items from a user a particular friend of his would be interested 
in.
 
For each use case, prediction performance is evaluated via held-out test data 
that is only scarcely available in the domain. This comparison quantifies under 
which circumstances each generative model best exploits the given graph 
structure.
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has an underlying graph structure in unsupervised learning for three important 
use cases. The first use case deals with localizing defective code regions in 
software, given the execution graph of code lines and transitions. Citation 
networks are exploited in the next use case to quantify the influence of 
citations on the content of the citing publication. In the final use case, 
shared tastes of friends in a social network are identified, enabling the 
prediction of items from a user a particular friend of his would be interested 
in.

For each use case, prediction performance is evaluated via held-out test data 
that is only scarcely available in the domain. This comparison quantifies under 
which circumstances each generative model best exploits the given graph 
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moreAbstract
Programming a car's navigation system manually takes time
and is error-prone. When the address is not handy, a cumbersome search
may start. Changing the destination while driving is even more problematic.
Given a modern car's role as an information hub, we argue that an
intelligent system could in many cases infer the right destination or have
it among the top N suggestions. In this work, we propose a personalized
navigation system that is built from three main ingredients: strong user
models, knowledge source fusion, and reasoning under uncertainty. We
focus on emails as one particular knowledge source, exploring the uncertainties
involved when extracting empirical data of email appointments.
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moreAbstract
Redescription mining is a powerful data analysis tool that is
used to find multiple descriptions of the same entities. Consider
geographical regions as an example. They can be characterized by the
fauna that inhabits them on one hand and by their meteorological
conditions on the other hand. Finding such redescriptors, a
task known as niche-finding, is of much importance in biology.
 
But current redescription mining methods cannot handle other than
Boolean data. This restricts the range of possible applications or makes
discretization a prerequisite, entailing a possibly harmful loss of
information. In niche-finding, while the fauna can be naturally
represented using a Boolean presence/absence data, the weather cannot.
 
In this paper, we extend redescription mining to real-valued data using
a surprisingly simple and efficient approach. We provide extensive experimental 
evaluation to study the behaviour of the proposed algorithm. Furthermore, 
we show the statistical significance of our results using recent innovations 
on randomization methods.
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moreAbstract
As Web 2.0 and enterprise-cloud applications have proliferated, data mining
algorithms increasingly need to be (re)designed to handle web-scale
datasets. For this reason, low-rank matrix factorization has received a lot
of attention in recent years, since it is fundamental to a variety of mining
tasks, such as topic detection and collaborative filtering, that are
increasingly being applied to massive datasets. We provide a novel algorithm
to approximately factor large matrices with millions of rows, millions of
columns, and billions of nonzero elements. Our approach rests on stochastic
gradient descent (SGD), an iterative stochastic optimization algorithm; the
idea is to exploit the special structure of the matrix factorization problem
to develop a new ``stratified'' SGD variant that can be fully distributed
and run on web-scale datasets using, e.g., MapReduce. The resulting
distributed SGD factorization algorithm, called DSGD, provides good speed-up
and handles a wide variety of matrix factorizations. We establish
convergence properties of DSGD using results from stochastic approximation
theory and regenerative process theory, and also describe the practical
techniques used to optimize performance in our DSGD
implementation. Experiments suggest that DSGD converges significantly faster
and has better scalability properties than alternative algorithms.
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moreAbstract
Disambiguating named entities in natural-language text maps mentions
of ambiguous names onto canonical entities like people or places,
registered in a knowledge base such as DBpedia or YAGO.  This paper
presents a robust method for collective disambiguation, by
harnessing context from knowledge bases and using a new form of
coherence graph. It unifies prior approaches into a comprehensive
framework that combines three measures: the prior probability of an
entity being mentioned, the similarity between the contexts of a
mention and a candidate entity, as well as the coherence among
candidate entities for all mentions together.  The method builds a
weighted graph of mentions and candidate entities, and computes a
dense subgraph that approximates the best joint mention-entity
mapping.  Experiments show that the new method significantly
outperforms prior methods in terms of accuracy, with robust behavior
across a variety of inputs.
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moreAbstract
We present YAGO2, an extension of the YAGO knowledge base with focus on 
temporal and spatial knowledge. It is automatically built from Wikipedia, 
GeoNames, and WordNet, and contains nearly 10 million entities and events, as 
well as 80 million facts representing general world knowledge. An enhanced data 
representation introduces time and location as first-class citizens. The wealth 
of spatio-temporal information in YAGO can be explored either graphically or 
through a special time- and space-aware query language.
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moreAbstract
In recent years, grid-based approaches for processing scientific data became 
popular in various fields of research. A multitude of communities has emerged 
that all benefit from the processing and storage power the grid offers to them. 
So far there has not yet been much collaboration between these independent 
communities. But applying semantic technologies to create knowledge bases, 
sharing this knowledge, and providing access to data maintained by a community, 
allows to exploit a synergy effect that all communities can benefit from. 
In this paper, we propose a framework that applies information extraction to 
generate abstract knowledge from source documents to be shared among 
participating communities. The framework also enables users to search for 
documents based on keywords or metadata as well as to search for extracted 
knowledge. This search is not restricted to the community the user is 
registered at but covers all registered communities and the data they are 
willing to share with others.
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moreAbstract
As more and more data is provided in RDF format, storing huge amounts of RDF 
data and efficiently processing queries on such data is becoming increasingly 
important. The first part of the lecture will introduce state-of-the-art 
techniques for scalably storing and querying RDF with relational systems, 
including alternatives for storing RDF, efficient index structures, and query 
optimization techniques. As centralized RDF repositories have limitations in 
scalability and failure tolerance, decentralized architectures have been 
proposed. 
The second part of the lecture will highlight system architectures and 
strategies for distributed RDF processing. We cover search engines as well as 
federated query processing, highlight differences to classic federated database 
systems, and discuss efficient techniques for distributed query processing in 
general and for RDF data in particular. 
Extracting knowledge from the Web is an excellent showcase -- and potentially 
one of the biggest challenges -- for the scalable management of uncertain data 
we have seen so far. The third part of the lecture is intended to provide a 
close-up on current approaches and platforms to make reasoning (e.g., in the 
form of probabilistic inference) with uncertain RDF data scalable to billions 
of triples.
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moreAbstract
We present a unified framework for query answering over uncertain RDF knowledge 
bases. Specifically, our proposed design combines correlated base facts with a 
query driven, top down deductive grounding phase of first-order logic formulas 
(i.e., Horn rules) followed by a probabilistic inference phase. In addition
to static input correlations among base facts, we employ the lineage structure
obtained from processing the rules during grounding phase, in order to trace
the logical dependencies of query answers (i.e., derived facts) back to the base
facts. Thus, correlations (or more precisely: dependencies) among facts in a
knowledge base may arise from two sources: 1) static input dependencies 
obtained from real-world observations; and 2) dynamic dependencies induced at
query time by the rule-based lineage structure of the query answer.
Our implementation employs state-of-the-art inference techniques: We
apply exact inference whenever tractable, the detection of shared factors, 
shrink-
age of Boolean formula when feasible, and Gibbs sampling in the general case.
Our experiments are conducted on real data sets with synthetic expansion of
correlated base facts. The experimental evaluation demonstrates the practical
viability and scalability of our approach, achieving interactive query response
times over a very large knowledge base. The experimental results provide the
success guarantee of our presented framework.
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moreAbstract
There is an increasing amount of structure on the Web as a result of modern Web 
languages,
user tagging and annotation, and emerging robust NLP tools. These meaningful,
semantic, annotations hold the promise to significantly enhance information 
access, by enhancing
the depth of analysis of today’s systems. Currently, we have only started 
exploring
the possibilities and only begin to understand how these valuable semantic cues 
can be put
to fruitful use. The workshop had an interactive format consisting of keynotes, 
boasters and
posters, breakout groups and reports, and a final discussion, which was 
prolonged into the
evening. There was a strong feeling that we made substantial progress. 
Specifically, each of
the breakout groups contributed to our understanding of the way forward. First, 
annotations
and use cases come in many different shapes and forms depending on the domain 
at hand,
but at a higher level there are commonalities in annotation tools, indexing 
methods, user
interfaces, and general methodology. Second, there is a framework emerging to 
view annotation
as (1) a linking procedure, connecting (2) an analysis of information objects 
with (3) a
semantic model of some sort, expressing relations that contribute to (4) a task 
of interest to
end users. Third, we should look at complex tasks that cannot be comprehensible 
articulated
in a few keywords, and embrace interaction both to incrementally refine the 
search request
and to explore the results at various stages, guided by the semantic structure.
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moreAbstract
The constantly evolving Web reflects the evolution of society. Kno\-wledge
about entities (people, companies, political parties, etc.) evolves over
time. Facts add up (e.g., awards, lawsuits, divorces), change (e.g.,
spouses, CEOs, political positions), and even cease to exist (e.g.,
countries split into smaller or join into bigger ones). Analytics of the
evolution of the entities poses many challenges including extraction,
disambiguation, and canonization of entities from large text collections as
well as introduction of specific analysis and interactivity methods for the
evolving entity data.
 
In this demonstration proposal\footnote{A preview of the system is
available at evolution.mpi-inf.mpg.de/timelines/}, we consider
a~novel problem of the evolution of named entities. To this end, we have
extracted, disambiguated, canonicalized, and connected named entities with
the YAGO ontology. To analyze the evolution we have developed a visual
analytics system. Careful preprocessing and ranking of the ontological data
allowed us to propose wide range of effective interactions and data
analysis techniques including advanced filtering, contrasting timeliness of
entities and drill down/roll up evolving data.
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moreAbstract
Matrix factorizations---where a given data matrix is approximated by a product 
of two or more factor matrices---are powerful data mining tools. Among other 
tasks, matrix factorizations are often used to separate global structure from 
noise. This, however, requires solving the `model order selection problem' of 
determining where fine-grained structure stops, and noise starts, i.e., what is 
the proper size of the factor matrices.
 
Boolean matrix factorization (BMF)---where data, factors, and matrix product 
are Boolean---has received increased attention from the data mining community 
in recent years. The technique has 
 desirable properties, such as high interpretability and natural sparsity. But 
so far no method for selecting the correct model order for BMF has been 
available.
In this paper we propose to use the Minimum Description Length (MDL) principle 
for this task. Besides solving the problem, this well-founded approach has 
numerous benefits, e.g.,  it is automatic, does not require a likelihood 
function, is fast, and, as experiments show, is highly accurate.
 
We formulate the description length function for BMF in general---making it 
applicable for any BMF algorithm. We extend an existing algorithm for BMF to 
use MDL to identify the best Boolean matrix factorization, analyze the 
complexity of the problem, and perform an extensive experimental evaluation to 
study its behavior.
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moreAbstract
Tensors are multi-way generalizations of matrices, and similarly to matrices, 
they can also be factorized, that is, represented (approximately) as a product 
of factors. These factors are typically either all matrices or a mixture of 
matrices and tensors. With the widespread adoption of matrix factorization 
techniques in data mining, also tensor factorizations have started to gain 
attention. 
 
In this paper we study the Boolean tensor factorizations. We assume that the 
data is binary multi-way data, and we want to factorize it to binary factors 
using Boolean arithmetic (i.e.\ defining that $1+1=1$). Boolean tensor 
factorizations are, therefore, natural generalization of the Boolean matrix 
factorizations. We will study the theory of Boolean tensor factorizations and 
show that at least some of the benefits Boolean matrix factorizations have over 
normal matrix factorizations carry over to the tensor data. We will also 
present algorithms for Boolean variations of CP and Tucker decompositions, the 
two most-common types of tensor factorizations. With experimentation done with 
synthetic and real-world data, we show that Boolean tensor factorizations are a 
viable alternative when the data is naturally binary.
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moreAbstract
This paper considers the problem of processing queries under budget 
constraints. Unlike existing work, it uses machine learning techniques not just 
to select features to evaluate, but also to select how many documents from an 
inverted list to evaluate for each feature. Experimental evaluation with TREC 
Terabyte queries shows that almost perfect results can be achieved with reading 
only 20% of all list entries.
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moreAbstract
The constantly evolving Web reects the evolution of society in the cyberspace. 
Projects like the Open Directory Project (dmoz.org) can be understood as a 
collective memory of society on the Web. The main assumption is that such 
collective Web memories evolve when a certain cognition level about a concept 
has been exceeded. In the scope of our work we analyse the New York Times 
archive for concept detection. There are several approaches to the concept 
modelling. We introduce an alternative model for concepts, which does not make 
any additional assumptions about types of contained entities or the number of 
entities in the corpus. Moreover, the proposed distributed concept computation
algorithm enables the large scale archive analysis. We also introduce a model
of cognition level and explain how it can be employed to predict changes in the 
category system of DMOZ.
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of cognition level and explain how it can be employed to predict changes in the 
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moreAbstract
This paper summarizes the details of the first international workshop on search 
and mining entity-relationship data. This workshop will bridge between IR, DB, 
and KM researchers to seek novel solutions for search and data mining of rich 
entity-relationship data and their applications in various domains. We first 
provide an overview about the workshop. We then briefly discuss the workshop 
program.
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moreAbstract
Driven by the success of the Linked Open Data initiative
today's Semantic Web is best characterized as a Web of interlinked
datasets. Hand in hand with this structure new challenges to query
processing are arising. Especially queries for which more than one data
source can contribute results require advanced optimization and evaluation
approaches, the major challenge lying in the nature of distribution:
Heterogenous data sources have to be integrated into a federation to
globally appear as a single repository. On the query level, though, techniques
have to be developed to meet the requirements of efficient query
computation in the distributed setting.We present FedX, a project which
extends the Sesame Framework with a federation layer that enables ef-
ficient query processing on distributed Linked Open Data sources. We
discuss key insights to its architecture and summarize our optimization
techniques for the federated setting. The practicability of our system will
be demonstrated in various scenarios using the Information Workbench.
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moreAbstract
We demonstrate PICASSO, a novel approach to soundtrack recommendation. Given 
text, video, or image documents, PICASSO  selects the best fitting music 
pieces, out of a given set of files, for instance, a user's personal mp3 
collection.  This task, commonly referred to as soundtrack suggestion, is 
non-trivial as it requires a lot of human attention and a good deal of 
experience, with master pieces distinguished, e.g., with the Academy Award for 
Best Original Score. We put forward PICASSO to solve this task in a fully 
automated way. We address the problem by extracting the required information, 
in form of music/screenshot samples, from available contemporary movies, making 
the training set easily obtainable. The training set is further extended with  
information acquired from movie scripts and subtitles, giving us a richer 
description of the action and atmosphere expressed in a particular movie scene. 
Although the number of applications for this approach is very large, we focus 
on two selected applications. First, we consider recommendation of the 
soundtrack for the slide show generation based on the given set of images. 
Second, we consider recommending a soundtrack as the background music for given 
audio books.
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moreAbstract
This paper concerns the issue of diversity in entity summarisation on
RDF knowledge graphs. In particular, we study whether and to what extent the
notion of diversity is appreciated by real users of a summarisation tool. To 
this
end, we design a user evaluation study and experimentally evaluate and compare,
on real data concerning the movie domain (IMDB), two graph-entity summarisation
algorithms: PRECIS and DIVERSUM, that were proposed in our recent
work. We present successful experimental results showing that diversityawareness
of a graph entity summarisation tool is a valuable feature and that
DIVERSUM algorithm receives quite positive user feedback.
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moreAbstract
The fact that birds have feathers and ice is cold seems trivially true. Yet, 
most machine-readable sources of knowledge either lack such common sense facts 
entirely or have only limited coverage. Prior work on automated knowledge base 
construction has largely focused on relations between named entities and on 
taxonomic knowledge, while disregarding common sense properties.
Extracting such structured data from text is challenging, especially due to the 
scarcity of explicitly expressed knowledge. Even when relying on large document 
collections, patternbased information extraction approaches typically discover 
insufficient amounts of information.
This thesis investigates harvesting massive amounts of common sense knowledge 
using the textual knowledge of the entire Web, yet staying away from the 
massive engineering efforts in procuring such a large corpus as a Web. Despite 
the advancements in knowledge harvesting, we observed that the state of the art 
methods were limited in terms of accuracy and discovered insufficient amounts 
of information under our desired setting.
This thesis shows how to gather large amounts of common sense facts from Web 
N-gram data, using seeds from the existing knowledge bases like ConceptNet. Our 
novel contributions include scalable methods for tapping onto Web-scale data 
and a new scoring model to determine which patterns and facts are most reliable.
An extensive experimental evaluation is provided for three different binary 
relations, comparing different sources of n-gram data as well as different 
algorithms. The experimental results show that this approach extends ConceptNet 
by many orders of magnitude (more than 200-fold) at comparable levels of 
precision.
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This thesis investigates harvesting massive amounts of common sense knowledge 
using the textual knowledge of the entire Web, yet staying away from the 
massive engineering efforts in procuring such a large corpus as a Web. Despite 
the advancements in knowledge harvesting, we observed that the state of the art 
methods were limited in terms of accuracy and discovered insufficient amounts 
of information under our desired setting.
This thesis shows how to gather large amounts of common sense facts from Web 
N-gram data, using seeds from the existing knowledge bases like ConceptNet. Our 
novel contributions include scalable methods for tapping onto Web-scale data 
and a new scoring model to determine which patterns and facts are most reliable.
An extensive experimental evaluation is provided for three different binary 
relations, comparing different sources of n-gram data as well as different 
algorithms. The experimental results show that this approach extends ConceptNet 
by many orders of magnitude (more than 200-fold) at comparable levels of 
precision.
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moreAbstract
Wikipedia has become one of the most authoritative information-sources on the 
Web. Each article in Wikipedia provides a portrait of a certain entity. 
However, such a portrait is far from complete. An informative portrait of an 
entity should also reveal the context the entity belongs to. 
For example, for a person, major historical, political and cultural events that 
coincide with her life are important and should be included in that person's 
portrait. Similarly, the person's interactions with other people are also 
important. All this information should be summarized and presented in an 
appealing and interactive visual interface that enables users to quickly scan 
the entity's portrait.  
 
 
We demonstrate CATE which is a system that utilizes Wikipedia to create a 
portrait of a given entity of interest. We provide a visualization tool that 
summarizes the important events related to the entity . The novelty of our 
approach lies in seeing the portrait of an entity in a broader context, 
synchronous with its time.
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moreAbstract
The Web and, in particular, knowledge-sharing communities such as Wikipedia 
contain a huge amount of information encompassing disparate and diverse fields. 
Knowledge bases such as DBpedia or Yago represent the data in a concise and 
more structured way bearing the potential of bringing database tools to Web 
Search.  The wealth of data, however, poses the challenge of how to retrieve 
important and valuable information, which is often intertwined with trivial and 
less important details. This calls for an efficient and automatic summarization 
method.
 
In this demonstration proposal, we consider the novel problem of summarizing 
the information related to a given entity, like a person or an organization. To 
this end, we utilize the rich type graph that knowledge bases provide for each 
entity, and define the problem of selecting the best cost-restricted subset of 
types as summary with good coverage of salient properties.
 
We propose a demonstration of our system which allows the user to specify the 
entity to summarize, an upper bound on the cost of the resulting summary, as 
well as to browse the knowledge base in a more simple and intuitive manner.
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In this demonstration proposal, we consider the novel problem of summarizing 
the information related to a given entity, like a person or an organization. To 
this end, we utilize the rich type graph that knowledge bases provide for each 
entity, and define the problem of selecting the best cost-restricted subset of 
types as summary with good coverage of salient properties.

We propose a demonstration of our system which allows the user to specify the 
entity to summarize, an upper bound on the cost of the resulting summary, as 
well as to browse the knowledge base in a more simple and intuitive manner.
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moreAbstract
Knowledge bases about entities and their relationships are a great asset for 
business intelligence. Major advances in information extraction and the 
proliferation of knowledge-sharing communities like Wikipedia have enabled ways 
for the largely automated construction of rich knowledge bases. Such knowledge 
about entity-oriented facts can greatly improve the output quality and possibly 
also efficiency of processing business-relevant documents and event logs. This 
holds for information within the enterprise as well as in Web communities such 
as blogs. 
However, no knowledge base will ever be fully complete and real-world knowledge 
is continuously changing: new facts supersede old facts, knowledge grows in 
various dimensions, and completely new classes, relation types, or knowledge 
structures will arise. This leads to a number of difficult research questions 
regarding temporal knowledge and the life-cycle of knowledge bases. This short 
paper outlines challenging issues and research opportunities, and provides 
references to technical literature.


BibTeX
@inproceedings{WeikumBS2010,
TITLE = {Temporal Knowledge for Timely Intelligence},
AUTHOR = {Weikum, Gerhard and Bedathur, Srikanta and Schenkel, Ralf},
LANGUAGE = {eng},
ISBN = {978-3-642-22969-5},
URL = {http://dx.doi.org/10.1007/978-3-642-22970-1_1},
DOI = {10.1007/978-3-642-22970-1_1},
LOCALID = {Local-ID: C1256DBF005F876D-A4FD7CC3260F018CC12578EF00370B9C-WeikumBS2010},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2011},
ABSTRACT = {Knowledge bases about entities and their relationships are a great asset for business intelligence. Major advances in information extraction and the proliferation of knowledge-sharing communities like Wikipedia have enabled ways for the largely automated construction of rich knowledge bases. Such knowledge about entity-oriented facts can greatly improve the output quality and possibly also efficiency of processing business-relevant documents and event logs. This holds for information within the enterprise as well as in Web communities such as blogs. However, no knowledge base will ever be fully complete and real-world knowledge is continuously changing: new facts supersede old facts, knowledge grows in various dimensions, and completely new classes, relation types, or knowledge structures will arise. This leads to a number of difficult research questions regarding temporal knowledge and the life-cycle of knowledge bases. This short paper outlines challenging issues and research opportunities, and provides references to technical literature.},
BOOKTITLE = {Enabling Real-Time Business Intelligence (BIRTE 2010)},
EDITOR = {Castellanos, Malu and Dayal, Umeshwar and Markl, Volker},
PAGES = {1--6},
SERIES = {Lecture Notes in Business Information Processing},
VOLUME = {84},
ADDRESS = {Singapore},
}

Endnote
%0 Conference Proceedings
%A Weikum, Gerhard
%A Bedathur, Srikanta
%A Schenkel, Ralf
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Temporal Knowledge for Timely Intelligence : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-14CA-2
%F EDOC: 618975
%R 10.1007/978-3-642-22970-1_1
%U http://dx.doi.org/10.1007/978-3-642-22970-1_1
%F OTHER: Local-ID: C1256DBF005F876D-A4FD7CC3260F018CC12578EF00370B9C-WeikumBS2010
%D 2011
%B 4th International Workshop
%Z date of event: 2010-09-13 - 2010-09-13
%C Singapore
%X Knowledge bases about entities and their relationships are a great asset for 
business intelligence. Major advances in information extraction and the 
proliferation of knowledge-sharing communities like Wikipedia have enabled ways 
for the largely automated construction of rich knowledge bases. Such knowledge 
about entity-oriented facts can greatly improve the output quality and possibly 
also efficiency of processing business-relevant documents and event logs. This 
holds for information within the enterprise as well as in Web communities such 
as blogs. 
However, no knowledge base will ever be fully complete and real-world knowledge 
is continuously changing: new facts supersede old facts, knowledge grows in 
various dimensions, and completely new classes, relation types, or knowledge 
structures will arise. This leads to a number of difficult research questions 
regarding temporal knowledge and the life-cycle of knowledge bases. This short 
paper outlines challenging issues and research opportunities, and provides 
references to technical literature.
%B Enabling Real-Time Business Intelligence
%E Castellanos, Malu; Dayal, Umeshwar; Markl, Volker
%P 1 - 6
%I Springer
%@ 978-3-642-22969-5
%B Lecture Notes in Business Information Processing
%N 84




	DOI
	PuRe
	BibTeX

	


        1031
    
                Conference paper
            
D5


        G. Weikum
    

        “Keynote: For a Few Triples More,” in The Semantic Web - ISWC 2011, Bonn, Germany, 2011.
    
moreBibTeX
@inproceedings{Weikum2011e,
TITLE = {Keynote: For a Few Triples More},
AUTHOR = {Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-3-642-25092-7},
URL = {http://dx.doi.org/10.1007/978-3-642-25093-4_35},
DOI = {10.1007/978-3-642-25093-4_35},
LOCALID = {Local-ID: C1256DBF005F876D-CEFF64BF3C81E002C125798400524C4E-Weikum2011e},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {The Semantic Web -- ISWC 2011},
EDITOR = {Aroyo, Lora and Welty, Chris and Alani, Harith and Taylor, Jamie and Bernstein, Abraham and Kagal, Lalana and Noy, Natasha and Blomqvist, Eva},
PAGES = {391--391},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {7032},
ADDRESS = {Bonn, Germany},
}

Endnote
%0 Conference Proceedings
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Keynote: For a Few Triples More : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1479-9
%F EDOC: 619006
%R 10.1007/978-3-642-25093-4_35
%U http://dx.doi.org/10.1007/978-3-642-25093-4_35
%F OTHER: Local-ID: C1256DBF005F876D-CEFF64BF3C81E002C125798400524C4E-Weikum2011e
%D 2011
%B 10th International Semantic Web Conference
%Z date of event: 2011-10-23 - 2012-01-27
%C Bonn, Germany
%B The Semantic Web - ISWC 2011
%E Aroyo, Lora; Welty, Chris; Alani, Harith; Taylor, Jamie; Bernstein, Abraham; Kagal, Lalana; Noy, Natasha; Blomqvist, Eva
%P 391 - 391
%I Springer
%@ 978-3-642-25092-7
%B Lecture Notes in Computer Science
%N 7032




	DOI
	PuRe
	BibTeX

	


        1032
    
                Conference paper
            
D5


        G. Weikum
    

        “Database Researchers: Plumbers or Thinkers?,” in Advances in Database Technology - EDBT 2011, Uppsala, Sweden, 2011.
    
moreBibTeX
@inproceedings{Weikum2011a,
TITLE = {Database Researchers: Plumbers or Thinkers?},
AUTHOR = {Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-4503-0528-0},
URL = {http://doi.acm.org/10.1145/1951365.1951368},
DOI = {10.1145/1951365.1951368},
LOCALID = {Local-ID: C1256DBF005F876D-DFD12504BF87A575C1257982004DD723-Weikum2011a},
PUBLISHER = {ACM},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Advances in Database Technology -- EDBT 2011},
EDITOR = {Ailamaki, Anastasia and Amer-Yahia, Sihem and Pate, Jignesh and Risch, Tore and Senellart, Pierre and Stoyanovich, Julia},
PAGES = {9--10},
ADDRESS = {Uppsala, Sweden},
}

Endnote
%0 Conference Proceedings
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Database Researchers: Plumbers or Thinkers? : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-143C-4
%F EDOC: 619001
%R 10.1145/1951365.1951368
%U http://doi.acm.org/10.1145/1951365.1951368
%F OTHER: Local-ID: C1256DBF005F876D-DFD12504BF87A575C1257982004DD723-Weikum2011a
%D 2011
%B 14th International Conference on Extending Database Technology
%Z date of event: 2011-03-21 - 2011-03-24
%C Uppsala, Sweden
%B Advances in Database Technology - EDBT 2011
%E Ailamaki, Anastasia; Amer-Yahia, Sihem; Pate, Jignesh; Risch, Tore; Senellart, Pierre; Stoyanovich, Julia
%P 9 - 10
%I ACM
%@ 978-1-4503-0528-0




	DOI
	PuRe
	BibTeX

	


        1033
    
                Conference paper
            
D5


        G. Weikum, M. Ramanath, and R. Awadallah
    

        “OpinioNetIt: Understanding the Opinions-people Network for Politically Controversial Topics,” in CIKM’11, 2011 ACM International Conference on Information and Knowledge Management, Glasgow, United Kingdom, 2011.
    
moreBibTeX
@inproceedings{Weikum2011g,
TITLE = {{OpinioNetIt}: Understanding the Opinions-people Network for Politically Controversial Topics},
AUTHOR = {Weikum, Gerhard and Ramanath, Maya and Awadallah, Rawia},
LANGUAGE = {eng},
ISBN = {978-1-4503-0717-8},
URL = {http://doi.acm.org/10.1145/2063576.2063997},
DOI = {10.1145/2063576.2063997},
LOCALID = {Local-ID: C1256DBF005F876D-AD1A70FD90EA6860C125798400548118-Weikum2011g},
PUBLISHER = {ACM},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {CIKM{\textquoteright}11, 2011 ACM International Conference on Information and Knowledge Management},
EDITOR = {Berendt, Bettina and de Vries, Arjen and Fan, Weinfei and Macdonald, Craig},
PAGES = {2481--2484},
ADDRESS = {Glasgow, United Kingdom},
}

Endnote
%0 Conference Proceedings
%A Weikum, Gerhard
%A Ramanath, Maya
%A Awadallah, Rawia
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T OpinioNetIt: Understanding the Opinions-people Network for Politically Controversial Topics : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1498-3
%F EDOC: 618932
%R 10.1145/2063576.2063997
%U http://doi.acm.org/10.1145/2063576.2063997
%F OTHER: Local-ID: C1256DBF005F876D-AD1A70FD90EA6860C125798400548118-Weikum2011g
%D 2011
%B 2011 ACM International Conference on Information and Knowledge Management
%Z date of event: 2011-10-24 - 2011-10-28
%C Glasgow, United Kingdom
%B CIKM&#8217;11
%E Berendt, Bettina; de Vries, Arjen; Fan, Weinfei; Macdonald, Craig
%P 2481 - 2484
%I ACM
%@ 978-1-4503-0717-8




	DOI
	PuRe
	BibTeX

	


        1034
    
                Conference paper
            
D5


        M. Yahya and M. Theobald
    

        “D2R2: Disk-oriented Deductive Reasoning in a RISC-style RDF Engine,” in Rule-Based Modeling and Computing on the Semantic Web (RuleML 2011), Fort Lauderdale, Florida, USA, 2011.
    
moreBibTeX
@inproceedings{Theobald2010,
TITLE = {{D2R2}: Disk-oriented Deductive Reasoning in a {RISC}-style {RDF} Engine},
AUTHOR = {Yahya, Mohamed and Theobald, Martin},
LANGUAGE = {eng},
ISBN = {978-3-642-24907-5},
URL = {http://dx.doi.org/10.1007/978-3-642-24908-2_14},
DOI = {10.1007/978-3-642-24908-2_14},
LOCALID = {Local-ID: C1256DBF005F876D-5132110D0A14B0FBC12578F000418A98-Theobald2010},
PUBLISHER = {Springer},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Rule-Based Modeling and Computing on the Semantic Web (RuleML 2011)},
EDITOR = {Olken, Frank and Palmirani, Monica and Sottara, Davide},
PAGES = {81--96},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {7018},
ADDRESS = {Fort Lauderdale, Florida, USA},
}

Endnote
%0 Conference Proceedings
%A Yahya, Mohamed
%A Theobald, Martin
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T D2R2: Disk-oriented Deductive Reasoning in a RISC-style RDF Engine : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1436-0
%F EDOC: 618979
%R 10.1007/978-3-642-24908-2_14
%U http://dx.doi.org/10.1007/978-3-642-24908-2_14
%F OTHER: Local-ID: C1256DBF005F876D-5132110D0A14B0FBC12578F000418A98-Theobald2010
%D 2011
%B 5th International Symposium on Rule-Based Modeling
%Z date of event: 2011-11-03 - 2011-11-05
%C Fort Lauderdale, Florida, USA
%B Rule-Based Modeling and Computing on the Semantic Web
%E Olken, Frank; Palmirani, Monica; Sottara, Davide
%P 81 - 96
%I Springer
%@ 978-3-642-24907-5
%B Lecture Notes in Computer Science
%N 7018




	DOI
	PuRe
	BibTeX

	


        1035
    
                Thesis
            
D5


        M. Ye
    

        “Text Mining for Building a Biomedical Knowledge Base on Diseases, Risk Factors, and Symptoms,” Universität des Saarlandes, Saarbrücken, 2011.
    
moreBibTeX
@mastersthesis{Ye2011,
TITLE = {Text Mining for Building a Biomedical Knowledge Base on Diseases, Risk Factors, and Symptoms},
AUTHOR = {Ye, Min},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256DBF005F876D-F8C50D2AB9FB5FEFC12579420049025F-Ye2011},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2011},
DATE = {2011},
}

Endnote
%0 Thesis
%A Ye, Min
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Text Mining for Building a Biomedical Knowledge Base on Diseases, Risk Factors, and Symptoms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-14CE-9
%F EDOC: 618984
%F OTHER: Local-ID: C1256DBF005F876D-F8C50D2AB9FB5FEFC12579420049025F-Ye2011
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2011
%V master
%9 master




	PuRe
	BibTeX

	


        1036
    
                Conference paper
            
D5D1


        M. A. Yosef, J. Hoffart, M. Spaniol, and G. Weikum
    

        “AIDA: An Online Tool for Accurate Disambiguation of Named Entities in Text and Tables,” in Proceedings of the 37th International Conference on Very Large Data Bases (VLDB 2011), Seattle, USA, 2011.
    
moreBibTeX
@inproceedings{Yosef2011a,
TITLE = {{AIDA}: An Online Tool for Accurate Disambiguation of Named Entities in Text and Tables},
AUTHOR = {Yosef, Mohamed Amir and Hoffart, Johannes and Spaniol, Marc and Weikum, Gerhard},
LANGUAGE = {eng},
URL = {http://www.vldb.org/pvldb/vol4/p1450-yosef.pdf},
LOCALID = {Local-ID: C1256DBF005F876D-E92B4708692233CBC12579650047A772-Yosef2011a},
PUBLISHER = {VLDB Endowment},
YEAR = {2011},
DATE = {2011},
BOOKTITLE = {Proceedings of the 37th International Conference on Very Large Data Bases (VLDB 2011)},
EDITOR = {Jagadish, H. V. and Blakeley, Jos{\'e} and Hellerstein, Joseph M. and Koudas, Nick and Lehner, Wolfgang and Sarawagi, Sunita and R{\"o}hm, Uwe},
PAGES = {1450--1453},
SERIES = {Proceedings of the VLDB Endowment},
ADDRESS = {Seattle, USA},
}

Endnote
%0 Conference Proceedings
%A Yosef, Mohamed Amir
%A Hoffart, Johannes
%A Spaniol, Marc
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T AIDA: An Online Tool for Accurate Disambiguation of Named Entities in Text and Tables : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-1421-D
%F EDOC: 618991
%U http://www.vldb.org/pvldb/vol4/p1450-yosef.pdf
%F OTHER: Local-ID: C1256DBF005F876D-E92B4708692233CBC12579650047A772-Yosef2011a
%D 2011
%B 37th International Conference on Very Large Data Bases
%Z date of event: 2011-08-29 - 2011-09-03
%C Seattle, USA
%B Proceedings of the 37th International Conference on Very Large Data Bases
%E Jagadish, H. V.; Blakeley, Jos&#233;; Hellerstein, Joseph M.; Koudas, Nick; Lehner, Wolfgang; Sarawagi, Sunita; R&#246;hm, Uwe
%P 1450 - 1453
%I VLDB Endowment
%B Proceedings of the VLDB Endowment




	PuRe
	BibTeX


                            2010
                        
	


        1037
    
                Thesis
            
D5


        S. Ali
    

        “Semantic Interoperability of Ambient Intelligent Medical Devices and e-Health Systems,” Universität des Saarlandes, Saarbrücken, 2010.
    
moreBibTeX
@phdthesis{AliPhD2010,
TITLE = {Semantic Interoperability of Ambient Intelligent Medical Devices and e-Health Systems},
AUTHOR = {Ali, Safdar},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256DBF005F876D-03CC30E8E9C6F3B8C125783A0039584F-AliPhD2010},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2010},
DATE = {2010},
}

Endnote
%0 Thesis
%A Ali, Safdar
%Y Fuhr, G&#252;nther
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Semantic Interoperability of Ambient Intelligent Medical Devices and e-Health Systems : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1492-3
%F EDOC: 536421
%F OTHER: Local-ID: C1256DBF005F876D-03CC30E8E9C6F3B8C125783A0039584F-AliPhD2010
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2010
%V phd
%9 phd
%U http://scidok.sulb.uni-saarland.de/volltexte/2010/2963/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	PuRe
	BibTeX
	fulltext version

	


        1038
    
                Conference paper
            
D5


        O. Alonso, K. Berberich, S. Bedathur, and G. Weikum
    

        “Time-based Exploration of News Archives,” in HCIR 2010, New Brunswick, NJ, 2010.
    
moreBibTeX
@inproceedings{Alonso2010,
TITLE = {Time-based Exploration of News Archives},
AUTHOR = {Alonso, Omar and Berberich, Klaus and Bedathur, Srikanta, and Weikum, Gerhard},
LANGUAGE = {eng},
URL = {http://research.microsoft.com/en-us/um/people/ryenw/hcir2010/docs/papers/Alonso_fp29.pdf},
LOCALID = {Local-ID: C1256DBF005F876D-9F996974301E021AC125776E00253E51-Alonso2010},
PUBLISHER = {Microsoft Research},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {HCIR 2010},
PAGES = {12--15},
ADDRESS = {New Brunswick, NJ},
}

Endnote
%0 Conference Proceedings
%A Alonso, Omar
%A Berberich, Klaus
%A Bedathur, Srikanta,
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Time-based Exploration of News Archives : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1546-5
%F EDOC: 536374
%U http://research.microsoft.com/en-us/um/people/ryenw/hcir2010/docs/papers/Alonso_fp29.pdf
%F OTHER: Local-ID: C1256DBF005F876D-9F996974301E021AC125776E00253E51-Alonso2010
%D 2010
%B Fourth Workshop on Human-Computer Interaction and Information Retrieval
%Z date of event: 2010-08-22 - 2010-08-22
%C New Brunswick, NJ
%B HCIR 2010
%P 12 - 15
%I Microsoft Research




	PuRe
	BibTeX

	


        1039
    
                Conference paper
            
D5


        O. Alonso, K. Berberich, S. Bedathur, and G. Weikum
    

        “NEAT: News Exploration Along Time,” in Advances in Information Retrieval (ECIR 2010), Milton Keynes, UK, 2010.
    
moreBibTeX
@inproceedings{Berberich2010c,
TITLE = {{NEAT}: News Exploration Along Time},
AUTHOR = {Alonso, Omar and Berberich, Klaus and Bedathur, Srikanta and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-3-642-12274-3},
URL = {http://dx.doi.or/10.1007/978-3-642-12275-0_72},
DOI = {10.1007/978-3-642-12275-0_72},
LOCALID = {Local-ID: C1256DBF005F876D-AECC67DDCFF46F38C125770000250ABF-Berberich2010c},
PUBLISHER = {Springer},
YEAR = {2010},
DATE = {2010},
BOOKTITLE = {Advances in Information Retrieval (ECIR 2010)},
EDITOR = {Gurrin, Cathal and He, Yulan and Kazai, Gabriella and Kruschwitz, Udo and Little, Suzanne and Roelleke, Thomas and R{\"u}ger, Stefan and van Rijsbergen, Keith},
PAGES = {667--667},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {5993},
ADDRESS = {Milton Keynes, UK},
}

Endnote
%0 Conference Proceedings
%A Alonso, Omar
%A Berberich, Klaus
%A Bedathur, Srikanta
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T NEAT: News Exploration Along Time : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-151A-9
%F EDOC: 536362
%R 10.1007/978-3-642-12275-0_72
%U http://dx.doi.or/10.1007/978-3-642-12275-0_72
%F OTHER: Local-ID: C1256DBF005F876D-AECC67DDCFF46F38C125770000250ABF-Berberich2010c
%D 2010
%B 32nd European Conference on IR Research
%Z date of event: 2010-04-09 - 2010-04-09
%C Milton Keynes, UK
%B Advances in Information Retrieval
%E Gurrin, Cathal; He, Yulan; Kazai, Gabriella; Kruschwitz, Udo; Little, Suzanne; Roelleke, Thomas; R&#252;ger, Stefan; van Rijsbergen, Keith
%P 667 - 667
%I Springer
%@ 978-3-642-12274-3
%B Lecture Notes in Computer Science
%N 5993




	DOI
	PuRe
	BibTeX

	


        1040
    
                Conference paper
            
D5


        O. Alonso, R. Schenkel, and M. Theobald
    

        “Crowdsourcing Assessments for XML Ranked Retrieval,” in Advances in Information Retrieval (ECIR 2010), Milton Keynes, UK, 2010.
    
moreAbstract
Crowdsourcing has gained a lot of attention as a viable approach for conducting 
IR evaluations. This paper shows through a series of experiments on INEX data 
that crowdsourcing can be a good alternative for relevance assessment in the 
context of XML retrieval.
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moreAbstract
Modern text analytics applications operate on large volumes of
  temporal text data such as Web archives, newspaper archives, blogs,
  wikis, and micro-blogs. In these settings, searching and mining
  needs to use constraints on the time dimension in addition to
  keyword constraints.  A natural approach to address such queries is
  using an inverted index whose entries are enriched with valid-time
  intervals. It has been shown that these indexes have to be
  partitioned along time in order to achieve efficiency. However, when
  the temporal predicate corresponds to a long time range, requiring
  the processing of multiple partitions, naive query processing
  incurs high cost of reading of redundant entries across partitions.
 
  We present a framework for efficient approximate processing of
  keyword queries over a temporally partitioned inverted index which
  minimizes this overhead, thus speeding up query processing. By using
  a small synopsis for each partition we identify partitions that
  maximize the number of final non-redundant results, and schedule
  them for processing early on. Our approach aims to balance the
  estimated gains in the final result recall against the cost of index
  reading required. We present practical algorithms for the resulting
  optimization problem of index partition selection. Our experiments
  with three diverse, large-scale text archives reveal that our
  proposed approach can provide close to 80\% result recall even when
  only about half the index is allowed to be read.
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moreAbstract
This paper gives an overview of the INEX 2010 Ad Hoc
Track. The main goals of the Ad Hoc Track were three-fold. The first
goal was to study focused retrieval under resource restricted conditions
such as a small screen mobile device or a document summary on a hitlist.
The leads to variants of the focused retrieval tasks that address
the impact of result length/reading effort, thinking of focused retrieval
as a form of �snippet� retrieval. The second goal was to extend the ad
hoc retrieval test collection on the INEX 2009 Wikipedia Collection with
additional topics and judgments. For this reason the Ad Hoc track topics
and assessments stayed unchanged. The third goal was to examine the
trade-off between effectiveness and efficiency by continuing the Efficiency
Track as a task in the Ad Hoc Track. The INEX 2010 Ad Hoc Track
featured four tasks: the Relevant in Context Task, the Restricted Relevant
in Context Task, the Restrict Focused Task, and the Efficiency Task. We
discuss the setup of the track, and the results for the four tasks.
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moreAbstract
Web archives include both archives of contents originally published on
the Web (e.g., the Internet Archive) but also archives of contents
published long ago that are now accessible on the Web (e.g., the
archive of The Times). Thanks to the increased awareness that web-born
contents are worth preserving and to improved digitization techniques,
web archives have grown in number and size. To unfold their full
potential, search techniques are needed that consider their inherent
special characteristics.

This work addresses three important problems toward this objective and
makes the following contributions:

* We present the Time-Travel Inverted indeX (TTIX) as an efficient
solution to time-travel text search in web archives, allowing users to
search only the parts of the web archive that existed at a user's time
of interest.

* To counter negative effects that terminology evolution has on the
quality of search results in web archives, we propose a novel
query-reformulation technique, so that old but highly relevant
documents are retrieved in response to today's queries.

* For temporal information needs, for which the user is best satisfied
by documents that refer to particular times, we describe a retrieval
model that integrates temporal expressions (e.g., ``in the 1990s'')
seamlessly into a language modeling approach.

Experiments for each of the proposed methods show their efficiency and
effectiveness, respectively, and demonstrate the viability of our
approach to search in web archives.
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moreAbstract
This work addresses information needs that have a temporal
 dimension conveyed by a temporal expression in the
 user's query. Temporal expressions such as \textsf{``in the 1990s''}
 are
 frequent, easily extractable, but not leveraged by existing
 retrieval models. One challenge when dealing with them is their
 inherent uncertainty. It is often unclear which exact time interval
 a temporal expression refers to.
 
 We integrate temporal expressions into a language modeling approach,
 thus making them first-class citizens of the retrieval model and
 considering their inherent uncertainty. Experiments on the New York
 Times Annotated Corpus using Amazon Mechanical Turk to collect
 queries and obtain relevance assessments demonstrate that
 our approach yields substantial improvements in retrieval
 effectiveness.
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moreAbstract
Term proximity scoring is an established means in information retrieval for improving result quality of full-text queries. Integrating such proximity scores into efficient query processing, however, has not been equally well studied. Existing methods make use of precomputed lists of documents where tuples of terms, usually pairs, occur together, usually incurring a huge index size compared to term-only indexes. This paper introduces a joint framework for trading off index size and result quality, and provides optimization techniques for tuning precomputed indexes towards either maximal result quality or maximal query processing performance, given an upper bound for the index size. The framework allows to selectively materialize lists for pairs based on a query log to further reduce index size. Extensive experiments with two large text collections demonstrate runtime improvements of several orders of magnitude over existing text-based processing techniques with reasonable index sizes.
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moreAbstract
This paper evaluates the potential impact of explicit phrases on retrieval 
quality through a case study with the TREC Terabyte benchmark. It compares the 
performance of user- and system-identified phrases with a standard score and a 
proximity-aware score, and shows that an optimal choice of phrases, including 
term permutations, can significantly improve query performance.
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moreAbstract
In recent years, there has been considerable research on information
extraction and constructing RDF knowledge bases. In general,
the goal is to extract all relevant information from a corpus of documents,
store it into an ontology, and answer future queries based
only on the created knowledge base. Thus, the original documents
become dispensable. On the one hand, an ontology is a convenient
and non-redundant structured source of information, based
on which specific queries can be answered efficiently. On the other
hand, many users doubt the correctness of facts and ontology subgraphs
presented to them as query results without proof. Instead,
users often wish to verify the obtained facts or subgraphs by reading
about them in context, i.e., in a document relating the facts
and providing background information. In this demo, we present
ROXXI, a system operating on top of an existing knowledge base
and reviving the abandoned witness documents. In doing so, it goes
the opposite way of information extraction approaches – starting
with ontological facts and tracing their way back to the documents
they were extracted from. ROXXI offers interfaces for expert users
(SPARQL) as well as for non-experts (ontology browser) and provides
a ranked list of documents each associated with a content
snippet highlighting the queried facts in context. At the demonstration
site, we will show the advantages of this novel approach
towards document retrieval and illustrate the benefits of reviving
the documents that information extraction approaches neglect.
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moreAbstract
The proliferation of knowledge-sharing communities likeWikipedia and the 
advances in automated information extraction from Web pages enable the 
construction of large knowledge bases with facts about entities and their 
relationships. The facts can be represented in the RDF data model, as so-called 
subject-property-object triples, and can thus be queried by structured query 
languages like SPARQL. In principle, this allows precise querying in the 
database spirit. However, RDF data may be highly diverse and queries may return 
way too many results, so that ranking by informativeness measures is crucial to 
avoid overwhelming users. Moreover, as facts are extracted from textual 
contexts or have community-provided annotations, it can be beneficial to 
consider also keywords for formulating search requests. This paper gives an 
overview of recent and ongoing work on ranked retrieval of RDF data with 
keyword-augmented structured queries. The ranking method is based on 
statistical language models, the state-of-the-art paradigm in information 
retrieval. The paper develops a novel form of language models for the 
structured, but schema-less setting of RDF triples and extended SPARQL queries.
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moreAbstract
Computing shortest paths between two given nodes is a fundamental operation 
over graphs, but known to be nontrivial over large disk-resident instances of 
graph data. While a number of techniques exist for answering reachability 
queries and approximating node distances efficiently, determining actual 
shortest paths (i. e. the sequence of nodes involved) is often neglected. 
However, in applications arising in massive online social networks, biological 
networks, and knowledge graphs it is often essential to find out many, if not 
all, shortest paths between two given nodes. In this paper, we address this 
problem and present a scalable sketch-based index structure that not only 
supports estimation of node distances, but also computes corresponding shortest 
paths themselves. Generating the actual path information allows for further 
improvements to the estimation accuracy of distances (and paths), leading to 
near-exact shortest-path approximations in real world graphs. 
 
We evaluate our techniques – implemented within a fully 
functional RDF graph database system – over large real-world social and 
biological networks of sizes ranging from tens of thousand to millions of nodes 
and edges. Experiments on several datasets show that we can achieve query 
response times providing several orders of magnitude speedup over traditional 
path computations while keeping the estimation errors between 0% and 1% on 
average.
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moreAbstract
Web 2.0 portals have made content generation easier than ever with millions of 
users contributing news stories in form of posts in weblogs or short textual 
snippets as in Twitter. Efficient and effective filtering solutions are key to 
allow users stay tuned to this ever-growing ocean of information, releasing 
only relevant trickles of personal interest. In classical information filtering 
systems, user interests are formulated using standard IR techniques and data 
from all available information sources is filtered based on a predefined 
absolute quality-based threshold. In contrast to this restrictive approach 
which may still overwhelm the user with the returned stream of data, we 
envision a system which continuously keeps the user updated with only the 
top-$k$ relevant new information. Freshness of data is guaranteedby considering 
it valid for a particular time interval, controlled by a sliding window. 
Considering relevance as relative to the existing pool of new information 
creates a highly dynamic setting. We present POL-filter which together with our 
maintenance module constitute an efficient solution to this kind of problem. We 
show by comprehensive performance evaluations using real world data, obtained 
from a weblog crawl, that our approach brings performance gains compared to 
state-of-the-art.
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moreAbstract
We present YAGO2, an extension of the YAGO knowledge base, in which entities, 
facts, and events are anchored in both time and space.  YAGO2 is built 
automatically from Wikipedia, GeoNames, and WordNet. It contains 80 million 
facts about 9.8 million entities. Human evaluation confirmed an accuracy of 
95\% of the facts in YAGO2. In this paper, we present the extraction 
methodology, the integration of the spatio-temporal dimension, and our 
knowledge representation SPOTL, an extension of the original SPO-triple model 
to time and space.
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moreAbstract
We study how to automatically extract tourist trips from large volumes of 
geo-tagged photographs. Working with more than 8 million of these photographs 
that are publicly available via photo- sharing communities such as Flickr and 
Panoramio, our goal is to satisfy the needs of a tourist who specifies a 
starting location (typically a hotel) together with a bounded travel distance 
and demands a tour that visits the popular sites along the way. Our system, 
named ANTOURAGE, solves this intractable problem using a novel adaptation of 
the max-min ant system (MMAS) meta-heuristic. Experiments using GPS metadata 
crawled from Flickr show that ANTOURAGE can generate high-quality tours.
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Matrix factorizations 
  are commonly used methods in data mining.
  When the input data is Boolean, replacing the standard matrix multiplication
  with Boolean matrix multiplication can yield more
  intuitive results. Unfortunately, finding a good Boolean decomposition is 
  known to be computationally hard, with even many sub-problems being hard to
  approximate.
 
  Many real-world data sets are sparse, and it is often required that also
  the factor matrices are sparse. This requirement has motivated many new
  matrix decomposition methods and many modifications of the existing methods.
  This paper studies how Boolean matrix factorizations behave with sparse
  data: can we assume some sparsity on the factor matrices, and does the
  sparsity help with the computationally hard problems. The answer to these
  problems is shown to be positive.
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moreAbstract
Building and preserving archives of the evolving Web has been an important 
problem in research. Given the huge volume of content that is added or updated 
daily, identifying the right versions of pages to store in the archive is an 
important building block of any large-scale archival system. This paper 
presents temporal shingling, an extension of the well-established shingling 
technique for measuring how similar two snapshots of a page are. This novel 
method considers the lifespan of shingles to differentiate between important 
updates that should be archived and transient changes that may be ignored. 
Extensive experiments demonstrate the tradeoff between archive size and version 
coverage, and show that the novel method yields better archive coverage at 
smaller sizes than existing techniques.
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        “Fast Integer Compression using SIMD Instructions,” in Proceedings of the Sixth International Workshop on Data Management on New Hardware (DaMoN 2010), Indianapolis, Indiana, 2010.
    
moreAbstract
We study algorithms for efficient compression and decompression of a sequence 
of integers on modern hardware. Our focus is on universal codes in which the 
codeword length is a monotonically non-decreasing function of the uncompressed 
integer value; such codes are widely used for compressing ``small integers''. 
In contrast to traditional integer compression, our algorithms make use of the 
SIMD capabilities of modern processors by encoding multiple integer values at 
once. More specifically, we provide SIMD versions of both null suppression and 
Elias gamma encoding. Our experiments show that these versions provide a 
speedup from 1.5x up to 6.7x for decompression, while maintaining a similar 
compression performance.
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moreAbstract
Web archives are useful resources to find out about the temporal
  evolution of persons, organizations, products, or other
  topics. However, even when advanced text search functionality is
  available, gaining insights into the temporal evolution of a topic
  can be a tedious task and often requires sifting through many
  documents.
 
  The demonstrated system named \textsc{InZeit}\footnote{{\bf Zeit}
    (German): n. Time, temporal, period (die Zeit).} (pronounced
  ``insight'') assists users by determining insightful time points for
  a given query. These are time points at which the top-$k$
  time-travel query result changes substantially and for which the
  user should therefore inspect query results. \systemname determines
  the $m$ most insightful time points efficiently using an extended
  segment tree for in-memory bookkeeping.
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moreAbstract
Graphs are increasingly used to model a variety of loosely structured data such 
as biological or social networks and entity-relationships. Given this profusion 
of large-scale graph data, efficiently discovering interesting substructures 
buried
within is essential. These substructures are typically used in determining 
subsequent actions, such as conducting visual analytics by humans or designing 
expensive biomedical experiments. In such settings, it is often desirable to 
constrain the size of the discovered results in order to directly control the 
associated costs. In this report, we address the problem of finding 
cardinality-constrained connected
subtrees from large node-weighted graphs that maximize the sum of weights of 
selected nodes. We provide an efficient constant-factor approximation algorithm 
for this strongly NP-hard problem. Our techniques can be applied in a wide 
variety
of application settings, for example in differential analysis of graphs, a 
problem that frequently arises in bioinformatics but also has applications on 
the web.


BibTeX
@techreport{Seufert2010a,
TITLE = {Bonsai: Growing Interesting Small Trees},
AUTHOR = {Seufert, Stephan and Bedathur, Srikanta and Mestre, Julian and Weikum, Gerhard},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2010-5-005},
NUMBER = {MPI-I-2010-5-005},
LOCALID = {Local-ID: C1256DBF005F876D-BC73995718B48415C12577E600538833-Seufert2010a},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2010},
DATE = {2010},
ABSTRACT = {Graphs are increasingly used to model a variety of loosely structured data such as biological or social networks and entity-relationships. Given this profusion of large-scale graph data, efficiently discovering interesting substructures buried within is essential. These substructures are typically used in determining subsequent actions, such as conducting visual analytics by humans or designing expensive biomedical experiments. In such settings, it is often desirable to constrain the size of the discovered results in order to directly control the associated costs. In this report, we address the problem of finding cardinality-constrained connected subtrees from large node-weighted graphs that maximize the sum of weights of selected nodes. We provide an efficient constant-factor approximation algorithm for this strongly NP-hard problem. Our techniques can be applied in a wide variety of application settings, for example in differential analysis of graphs, a problem that frequently arises in bioinformatics but also has applications on the web.},
TYPE = {Research Report},
}

Endnote
%0 Report
%A Seufert, Stephan
%A Bedathur, Srikanta
%A Mestre, Julian
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Bonsai: Growing Interesting Small Trees : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-14D8-7
%F EDOC: 536383
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2010-5-005
%F OTHER: Local-ID: C1256DBF005F876D-BC73995718B48415C12577E600538833-Seufert2010a
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2010
%P 32 p.
%X Graphs are increasingly used to model a variety of loosely structured data such 
as biological or social networks and entity-relationships. Given this profusion 
of large-scale graph data, efficiently discovering interesting substructures 
buried
within is essential. These substructures are typically used in determining 
subsequent actions, such as conducting visual analytics by humans or designing 
expensive biomedical experiments. In such settings, it is often desirable to 
constrain the size of the discovered results in order to directly control the 
associated costs. In this report, we address the problem of finding 
cardinality-constrained connected
subtrees from large node-weighted graphs that maximize the sum of weights of 
selected nodes. We provide an efficient constant-factor approximation algorithm 
for this strongly NP-hard problem. Our techniques can be applied in a wide 
variety
of application settings, for example in differential analysis of graphs, a 
problem that frequently arises in bioinformatics but also has applications on 
the web.
%B Research Report




	PuRe
	BibTeX
	fulltext version

	


        1095
    
                Conference paper
            
D5D1


        S. Seufert, S. Bedathur, J. Mestre, and G. Weikum
    

        “Bonsai: Growing Interesting Small Trees,” in 10th IEEE International Conference on Data Mining (ICDM 2010), Sydney, Australia, 2010.
    
moreAbstract
Graphs are increasingly used to model a variety of loosely structured data such 
as biological or social networks and entity-relationships. Given this profusion 
of large-scale graph data, efficiently discovering interesting substructures 
buried within is essential. These substructures are typically used in 
determining subsequent actions, such as conducting visual  analytics by humans 
or designing expensive biomedical experiments. In such settings, it is often 
desirable to constrain
the size of the discovered results in order to directly control the associated 
costs.
In this paper, we address the problem of finding cardinality-constrained 
connected subtrees in large node-weighted graphs that maximize the sum of 
weights of selected nodes. We provide an efficient constant-factor 
approximation algorithm for this strongly NP-hard problem. Our techniques can 
be applied in a wide variety of application settings, for example in 
differential analysis of graphs, a problem that frequently arises in 
bioinformatics but also has applications on the web.
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A problem of diversified entity summarisation in RDF-like knowledge graphs, 
with limited “presentation budget”, is formulated and studied. A greedy 
algorithm that adapts previous ideas from IR is proposed and preliminary but 
promising experimental results on real dataset extracted from IMDB database are 
presented.
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moreAbstract
We present URDF, an efficient reasoning framework for graph-based, nonschematic
RDF knowledge bases and SPARQL-like queries. URDF augments
first-order reasoning by a combination of soft rules, with Datalog-style 
recursive
implications, and hard rules, in the shape of mutually exclusive sets of facts. 
It incorporates
the common possible worlds semantics with independent base facts as
it is prevalent in most probabilistic database approaches, but also supports 
semantically
more expressive, probabilistic first-order representations such as Markov
Logic Networks.
As knowledge extraction on theWeb often is an iterative (and inherently noisy)
process, URDF explicitly targets the resolution of inconsistencies between the 
underlying
RDF base facts and the inference rules. Core of our approach is a novel
and efficient approximation algorithm for a generalized version of the Weighted
MAX-SAT problem, allowing us to dynamically resolve such inconsistencies 
directly
at query processing time. Our MAX-SAT algorithm has a worst-case running
time of O(jCj jSj), where jCj and jSj denote the number of facts in grounded
soft and hard rules, respectively, and it comes with tight approximation 
guarantees
with respect to the shape of the rules and the distribution of confidences of 
facts
they contain. Experiments over various benchmark settings confirm a high 
robustness
and significantly improved runtime of our reasoning framework in comparison
to state-of-the-art techniques for MCMC sampling such as MAP inference
and MC-SAT.
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moreAbstract
The World Wide Web has become a key source of knowledge
pertaining to almost every walk of life. Unfortunately,
much of data on the Web is highly ephemeral in nature,
with more than 50-80% of content estimated to be changing
within a short time. Continuing the pioneering efforts of
many national (digital) libraries, organizations such as the
International Internet Preservation Consortium (IIPC), the
Internet Archive (IA) and the European Archive (EA) have
been tirelessly working towards preserving the ever changing
Web.
However, while these web archiving efforts have paid significant
attention towards long term preservation of Web
data, they have paid little attention to developing an globalscale
infrastructure for collecting, archiving, and performing
historical analyzes on the collected data. Based on insights
from our recent work on building text analytics for Web
Archives, we propose EverLast , a scalable distributed framework
for next generation Web archival and temporal text
analytics over the archive. Our system is built on a looselycoupled
distributed architecture that can be deployed over
large-scale peer-to-peer networks. In this way, we allow the
integration of many archival efforts taken mainly at a national
level by national digital libraries. Key features of
EverLast include support of time-based text search & analysis
and the use of human-assisted archive gathering. In this
paper, we outline the overall architecture of EverLast, and
present some promising preliminary results.
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moreAbstract
We address the problem of multi-label classification of relational graphs by proposing a framework that models the input graph as a first order Markov random field and devises a relaxation labeling procedure to find its maximally likely labeling. We apply this framework to classification as well as clustering problems in homogeneous networks and show significant performance gains in comparison to state-of-the-art techniques.
 
We also address the problem of multi-label classification in heterogeneous networks where every data point is associated with a node type and has to be labeled with one or more classes from a type-specific finite set of classes. Our algorithm is based on a random walk model. We present detailed empirical studies of our model and compare it with state-of-art techniques on two social networks.
 
All newly proposed algorithms are robust to scarce training data and diverse linkage patterns. They improve classification or clustering quality in homogeneous and heterogeneous networks.
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We also address the problem of multi-label classification in heterogeneous networks where every data point is associated with a node type and has to be labeled with one or more classes from a type-specific finite set of classes. Our algorithm is based on a random walk model. We present detailed empirical studies of our model and compare it with state-of-art techniques on two social networks.
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moreAbstract
We introduce a multi-label classification model and algorithm for labeling 
heterogeneous networks, where nodes belong to different types and different 
types have different sets of classification labels. We present a graph-based 
approach which models the mutual influence between nodes in the network as a
 random walk. When viewing class labels as ``colors'', the random surfer is 
``spraying'' different node types with different color palettes; hence the name 
Graffiti. We demonstrate the performance gains of our method by comparing it to 
three state-of-the-art techniques for graph-based classification.
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moreAbstract
Scoring models that make use of proximity information usually improve result 
quality in text retrieval. Considering that index structures carrying proximity 
information can grow huge in size if they are not pruned, it is helpful to tune 
indexes towards space requirements and retrieval quality. This paper elaborates 
on our approach used for INEX 2009 to tune index structures for different 
choices of result size k. To allow for comparison as to retrieval quality with 
non-pruned index structures, we also depict our results from the Adhoc Track.
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moreAbstract
This paper discusses the problem of evaluating search and
recommendation methods in social tagging networks
that make use of the network's social structure.
While many such methods have recently been introduced,
they fall short of evaluating the quality of the
results they produce in a systematic way, which is
mostly caused by the lack of publicly available
test collections.
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moreAbstract
Lexical databases are invaluable sources of knowledge about words and 
their meanings,
with numerous applications in areas like NLP, IR, and AI.
We propose a methodology for the automatic construction of a large-scale 
multilingual
lexical database where words of many languages are hierarchically 
organized in terms of their
meanings and their semantic relations to other words. This resource is 
bootstrapped from
WordNet, a well-known English-language resource. Our approach extends 
WordNet with around
1.5 million meaning links for 800,000 words in over 200 languages, 
drawing on evidence extracted
from a variety of resources including existing (monolingual) wordnets, 
(mostly bilingual) translation
dictionaries, and parallel corpora.
Graph-based scoring functions and statistical learning techniques are 
used to iteratively integrate
this information and build an output graph. Experiments show that this 
wordnet has a high
level of precision and coverage, and that it can be useful in applied 
tasks such as
cross-lingual text classification.
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this information and build an output graph. Experiments show that this 
wordnet has a high
level of precision and coverage, and that it can be useful in applied 
tasks such as
cross-lingual text classification.
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moreAbstract
We devise a graphical model that supports the process of debugging software by 
guiding developers to code that is likely to contain defects. The model is 
trained using execution traces of passing test runs; it reflects the 
distribution over transitional patterns of code positions. Given a failing test 
case, the model determines the least likely transitional pattern in the 
execution trace. The model is designed such that Bayesian inference has a 
closed-form solution. We evaluate the Bernoulli graph model on data of the 
software projects AspectJ and Rhino.
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moreAbstract
Of all software development activities, debugging---locating the defective 
source code statements that cause a failure---can be by far the most 
time-consuming. We employ probabilistic modeling to support programmers in 
finding defective code. Most defects are identifiable in control flow graphs of 
software traces. A trace is represented by a sequence of code positions (line 
numbers in source filenames) that are executed when the software runs. The 
control flow graph represents the finite state machine of the program, in which 
states depict code positions and arcs indicate valid follow up code positions. 
In this work, we extend this definition towards an n-gram control flow graph, 
where a state represents a fragment of subsequent code positions, also referred 
to as an n-gram of code positions. We devise a probabilistic model for such 
graphs in order to infer code positions in which anomalous program behavior can 
be observed. This model is evaluated on real world data obtained from the open 
source AspectJ project and compared to the well known multinomial and 
multi-variate Bernoulli model.
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moreAbstract
This paper gives an overview of the INEX 2009 Ad Hoc Track. The main goals of 
the Ad Hoc Track were three-fold. The first goal was to investigate the impact 
of the collection scale and markup, by using a new collection that is again 
based on a the Wikipedia but is over 4 times larger, with longer articles and 
additional semantic annotations. For this reason the Ad Hoc track tasks stayed 
unchanged, and the Thorough Task of INEX 2002–2006 returns. The second goal was 
to study the impact of more verbose queries on retrieval effectiveness, by 
using the available markup as structural constraints—now using both the 
Wikipedia’s layout-based markup, as well as the enriched semantic
markup—and by the use of phrases. The third goal was to compare different 
result granularities by allowing systems to retrieve XML elements, ranges of 
XML elements, or arbitrary passages of text. This investigates the value of the 
internal document structure (as provided by the XML mark-up) for retrieving 
relevant information. The INEX 2009 Ad Hoc Track featured four tasks: For the 
Thorough Task a ranked-list of results (elements or passages) by estimated 
relevance was needed. For the Focused Task a ranked-list of non-overlapping 
results (elements or passages) was needed. For the Relevant in Context Task 
non-overlapping results (elements or passages) were returned grouped by the 
article from which they came. For the Best in Context Task a single starting 
point (element start tag or passage start) for each article was needed. We 
discuss the setup of the track, the results for the four tasks, and examine the 
relative effectiveness of element and passage retrieval. This is examined
in the context of content only (CO, or Keyword) search as well as
content and structure (CAS, or structured) search. In addition, we look at the 
effectiveness of systems using a reference run with a solid article ranking, 
and of systems using the phrase query. Finally, we look at the ability of 
focused retrieval techniques to rank articles.
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moreAbstract
The Web bears the potential to become the world's most comprehensive knowledge base. Organizing information from the Web into entity-relationship graph structures could be a first step towards unleashing this potential. In a second 
step, the inherent semantics of such structures would have to be exploited by expressive search techniques that go beyond today's keyword search paradigm. In this realm, as a first contribution of this thesis, we present NAGA (\textbf{N}ot \textbf{A}nother \textbf{G}oogle \textbf{A}nswer), a new semantic search engine. NAGA provides an expressive, graph-based query language that 
enables queries with entities and relationships. The results are retrieved based on subgraph matching techniques and ranked by means of a statistical ranking model. 

As a second contribution, we present STAR (\textbf{S}teiner \textbf{T}ree \textbf{A}pproximation in \textbf{R}elationship Graphs), an efficient technique 
for finding ``close'' relations (i.e., compact connections) between $k(\geq 2)$ entities of interest in large entity-relationship graphs. 

Our third contribution is MING (\textbf{M}ining\textbf{In}formative \textbf{G}raphs). MING is an efficient method for retrieving ``informative'' 
subgraphs for $k(\geq 2)$ entities of interest from an entity-relationship graph. Intuitively, these would be subgraphs that can explain the relations between the $k$ entities of interest. The knowledge discovery tasks supported by MING have a stronger semantic flavor than the ones supported by STAR.

STAR and MING are integrated into the query answering component of the NAGA engine. NAGA itself is a fully implemented prototype system and is part of the YAGO-NAGA project.
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moreAbstract
Query optimizers rely on accurate estimations of the sizes of intermediate 
results.
Wrong size estimations can lead to overly expensive execution plans.
We first define the \emph{q-error} to measure deviations of size estimates from 
actual sizes.
The q-error enables the derivation of two important results:
(1) We provide bounds such that if the q-error is smaller than this bound,
    the query optimizer constructs an optimal plan.
(2) If the q-error is bounded by a number $q$, we show that
    the cost of the produced plan is at most a factor of $q^4$ worse than the 
optimal
    plan.
Motivated by these findings, we next show how to find the best approximation 
under
the q-error.
These techniques can then be used to build synopsis for size estimates.
Finally, we give some experimental results where we apply
the developed techniques.
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moreAbstract
RDF is a data model for schema-free structured information that is gaining 
momentum in the context of Semantic-Web data, life sciences, and also Web 2.0 
platforms. The ``pay-as-you-go'' nature of RDF and the flexible 
pattern-matching capabilities of its query language SPARQL entail efficiency 
and scalability challenges for complex queries including long join paths. This 
paper presents the RDF-3X engine, an implementation of SPARQL that achieves 
excellent performance by pursuing a RISC-style architecture with streamlined 
indexing and query processing.
 
The physical design is identical for all RDF-3X databases regardless of their 
workloads, and completely eliminates the need for index tuning by exhaustive 
indexes for all permutations of subject-property-object triples and their 
binary and unary projections. These indexes are highly compressed, and the 
query processor can aggressively leverage fast merge joins with excellent 
performance of processor caches. The query optimizer is able to choose optimal 
join orders even for complex queries, with a cost model that includes 
statistical synopses for entire join paths. Although RDF-3X is optimized for 
queries, it also provides good support for efficient online updates by means of 
a staging architecture: direct updates to the main database indexes are 
deferred, and instead applied to compact differential indexes which are later 
merged into the main indexes in a batched manner.
 
Experimental studies with several large-scale datasets with more than 50 
million RDF triples and benchmark queries that include pattern matching, 
manyway star-joins, and long path-joins demonstrate that RDF-3X can outperform 
the previously best alternatives by one or two orders of magnitude.
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moreAbstract
Join ordering is one of the most important, but also
most challenging problems of query optimization. In general finding the optimal
join order is NP-hard. Existing dynamic programming algorithms
exhibit exponential runtime even for the restricted, but highly relevant
class of star joins. Therefore, it is infeasible to find the optimal join order
when the query includes a large number of joins.
Existing approaches for large queries switch to greedy heuristics
or randomized algorithms at some point, which can degrade query execution
performance by orders of magnitude.
 
We propose a new paradigm for optimizing large queries: when a query is
too complex to be optimized exactly, we simplify the query's join graph until
the optimization problem becomes tractable within a given time budget.
During simplification, we apply safe simplifications before more
risky ones. This way join ordering problems are solved optimally if possible,
and gracefully degrade with increasing query complexity.
 
This paper presents a general framework for query simplification and a
strategy for directing the simplification process. Extensive
experiments with different kinds of queries, different join-graph
structures, and different cost functions indicate that query
simplification is very robust and outperforms previous
methods for join-order optimization.
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most challenging problems of query optimization. In general finding the optimal
join order is NP-hard. Existing dynamic programming algorithms
exhibit exponential runtime even for the restricted, but highly relevant
class of star joins. Therefore, it is infeasible to find the optimal join order
when the query includes a large number of joins.
Existing approaches for large queries switch to greedy heuristics
or randomized algorithms at some point, which can degrade query execution
performance by orders of magnitude.

We propose a new paradigm for optimizing large queries: when a query is
too complex to be optimized exactly, we simplify the query's join graph until
the optimization problem becomes tractable within a given time budget.
During simplification, we apply safe simplifications before more
risky ones. This way join ordering problems are solved optimally if possible,
and gracefully degrade with increasing query complexity.

This paper presents a general framework for query simplification and a
strategy for directing the simplification process. Extensive
experiments with different kinds of queries, different join-graph
structures, and different cost functions indicate that query
simplification is very robust and outperforms previous
methods for join-order optimization.
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moreAbstract
In many database queries relations are access multiple times during query
processing. In these cases query processing can be accelerated
by sharing scan operators and possibly other operators
based upon the common relations.
The standard approach to achieve sharing works as follows.
In a first phase, a non-shared tree-shaped plan is generated via a traditional 
plan generator.
In a second phase, common instances of a scan are detected and shared.
After that, other possible operators are shared.
The result is an operator DAG (directed acyclic graph).
 
The limitation of this approach is obvious.
As sharing influences plan costs, a separation of the optimization into
two phases comprises the danger of missing the optimal plan,
since the first optimization phase does not know about sharing.
 
We remedy this situation by (1) introducing a general framework for reasoning
about sharing and (2) sketching how this framework can be integrated into a 
plan generator,
which then constructs optimal DAG-structured query evaluation plans.
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%X In many database queries relations are access multiple times during query
processing. In these cases query processing can be accelerated
by sharing scan operators and possibly other operators
based upon the common relations.
The standard approach to achieve sharing works as follows.
In a first phase, a non-shared tree-shaped plan is generated via a traditional 
plan generator.
In a second phase, common instances of a scan are detected and shared.
After that, other possible operators are shared.
The result is an operator DAG (directed acyclic graph).

The limitation of this approach is obvious.
As sharing influences plan costs, a separation of the optimization into
two phases comprises the danger of missing the optimal plan,
since the first optimization phase does not know about sharing.

We remedy this situation by (1) introducing a general framework for reasoning
about sharing and (2) sketching how this framework can be integrated into a 
plan generator,
which then constructs optimal DAG-structured query evaluation plans.
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moreAbstract
With the proliferation of the RDF data format, engines for
RDF query processing are faced with very large graphs that contain
hundreds of millions of RDF triples. This paper addresses the
resulting scalability problems. Recent prior work along these lines
has focused on indexing and other physical-design issues.
The current paper focuses on join processing, as the fine-grained
and schema-relaxed use of RDF often entails star- and chain-shaped
join queries with many input streams from index scans.
 
We present two contributions for scalable join processing.
First, we develop very light-weight methods for sideways information
passing between separate joins at query run-time, to provide highly effective 
filters
on the input streams of joins.
Second, we improve previously proposed algorithms for join-order optimization
by more accurate selectivity estimations for very large RDF graphs.
Experimental studies with several RDF datasets, including the UniProt
collection, demonstrate the performance gains of our approach,
outperforming the previously fastest systems by more than an order of 
magnitude.
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RDF query processing are faced with very large graphs that contain
hundreds of millions of RDF triples. This paper addresses the
resulting scalability problems. Recent prior work along these lines
has focused on indexing and other physical-design issues.
The current paper focuses on join processing, as the fine-grained
and schema-relaxed use of RDF often entails star- and chain-shaped
join queries with many input streams from index scans.

We present two contributions for scalable join processing.
First, we develop very light-weight methods for sideways information
passing between separate joins at query run-time, to provide highly effective 
filters
on the input streams of joins.
Second, we improve previously proposed algorithms for join-order optimization
by more accurate selectivity estimations for very large RDF graphs.
Experimental studies with several RDF datasets, including the UniProt
collection, demonstrate the performance gains of our approach,
outperforming the previously fastest systems by more than an order of 
magnitude.
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moreAbstract
Top-$k$ query processing is a fundamental building block for efficient ranking 
in a large number of applications. Efficiency is a central issue, especially 
for distributed settings, when the data is spread across different nodes in a 
network. This paper introduces novel optimization methods for top-$k$ 
aggregation queries in such distributed environments. The optimizations can be 
applied to all algorithms that fall into the frameworks of the prior TPUT and 
KLEE methods. The optimizations address three degrees of freedom: 1) 
hierarchically
grouping input lists into top-$k$ operator trees and optimizing the tree 
structure, 2) computing data-adaptive scan depths for different input sources, 
and 3) data-adaptive sampling of a small subset of input sources in scenarios 
with hundreds or thousands of query-relevant network nodes. All optimizations 
are based on a statistical cost model that utilizes local synopses, e.g., in 
the form of histograms, efficiently computed convolutions, and estimators based 
on order statistics. The paper presents comprehensive experiments, with three 
different real-life datasets and using the ns-2 network simulator for
a packet-level simulation of a large Internet-style network.
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%X Top-$k$ query processing is a fundamental building block for efficient ranking 
in a large number of applications. Efficiency is a central issue, especially 
for distributed settings, when the data is spread across different nodes in a 
network. This paper introduces novel optimization methods for top-$k$ 
aggregation queries in such distributed environments. The optimizations can be 
applied to all algorithms that fall into the frameworks of the prior TPUT and 
KLEE methods. The optimizations address three degrees of freedom: 1) 
hierarchically
grouping input lists into top-$k$ operator trees and optimizing the tree 
structure, 2) computing data-adaptive scan depths for different input sources, 
and 3) data-adaptive sampling of a small subset of input sources in scenarios 
with hundreds or thousands of query-relevant network nodes. All optimizations 
are based on a statistical cost model that utilizes local synopses, e.g., in 
the form of histograms, efficiently computed convolutions, and estimators based 
on order statistics. The paper presents comprehensive experiments, with three 
different real-life datasets and using the ns-2 network simulator for
a packet-level simulation of a large Internet-style network.
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moreAbstract
Very recently, Cao et al.\ presented the MAPLE approach, 
which accelerates queries with multiple instances of the same relation
by sharing their scan operator.
The principal idea is to derive, in a first phase, 
a non-shared tree-shaped plan via a traditional plan generator.
In a second phase, common instances of a scan are detected and shared
by turning the operator tree into an operator DAG (directed acyclic graph).
 
The limits of their approach are obvious.
(1) Sharing more than scans is often possible and can lead to considerable
performance benefits. 
(2) As sharing influences plan costs, a separation of the optimization into
two phases comprises the danger of missing the optimal plan, 
since the first optimization phase does not know about sharing.
 
We remedy both points by introducing a general framework for reasoning
about sharing: plans can be shared whenever they are {\em share equivalent} and
not only if they are scans of the same relation.
Second, we sketch how this framework can be integrated into a plan generator,
which then constructs optimal DAG-structured plans.
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%X Very recently, Cao et al.\ presented the MAPLE approach, 
which accelerates queries with multiple instances of the same relation
by sharing their scan operator.
The principal idea is to derive, in a first phase, 
a non-shared tree-shaped plan via a traditional plan generator.
In a second phase, common instances of a scan are detected and shared
by turning the operator tree into an operator DAG (directed acyclic graph).

The limits of their approach are obvious.
(1) Sharing more than scans is often possible and can lead to considerable
performance benefits. 
(2) As sharing influences plan costs, a separation of the optimization into
two phases comprises the danger of missing the optimal plan, 
since the first optimization phase does not know about sharing.

We remedy both points by introducing a general framework for reasoning
about sharing: plans can be shared whenever they are {\em share equivalent} and
not only if they are scans of the same relation.
Second, we sketch how this framework can be integrated into a plan generator,
which then constructs optimal DAG-structured plans.
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moreAbstract
Efficient query processing in traditional database management systems relies on 
statistics on base data. For centralized systems, there is a rich body of 
research results on such statistics, from simple aggregates to more elaborate 
synopses such as sketches and histograms. For Internet-scale distributed 
systems, on the other hand, statistics management still poses major challenges. 
With the work in this paper we aim to endow peer-to-peer data management over 
structured overlays with the power associated with such statistical 
information, with emphasis on meeting the scalability challenge. To this end, 
we first contribute efficient, accurate, and decentralized algorithms that can 
compute key aggregates such as Count, CountDistinct, Sum, and Average. We show 
how to construct several types of histograms, such as simple Equi-Width, 
Average-Shifted Equi-Width, and Equi-Depth histograms. We present a 
full-fledged open-source implementation of these tools for distributed 
statistical synopses, and report on a comprehensive experimental performance 
evaluation, evaluating our contributions in terms of efficiency, accuracy, and 
scalability
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%X Efficient query processing in traditional database management systems relies on 
statistics on base data. For centralized systems, there is a rich body of 
research results on such statistics, from simple aggregates to more elaborate 
synopses such as sketches and histograms. For Internet-scale distributed 
systems, on the other hand, statistics management still poses major challenges. 
With the work in this paper we aim to endow peer-to-peer data management over 
structured overlays with the power associated with such statistical 
information, with emphasis on meeting the scalability challenge. To this end, 
we first contribute efficient, accurate, and decentralized algorithms that can 
compute key aggregates such as Count, CountDistinct, Sum, and Average. We show 
how to construct several types of histograms, such as simple Equi-Width, 
Average-Shifted Equi-Width, and Equi-Depth histograms. We present a 
full-fledged open-source implementation of these tools for distributed 
statistical synopses, and report on a comprehensive experimental performance 
evaluation, evaluating our contributions in terms of efficiency, accuracy, and 
scalability
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moreAbstract
Counting items in a distributed system, and estimating the cardinality of 
multisets in particular, is important for a large variety of applications and a 
fundamental building block for emerging Internet-scale information systems. 
Examples of such applications range from optimizing query access plans in 
peer-to-peer data sharing, to computing the significance (rank/score) of data 
items in distributed information retrieval. The general formal problem 
addressed in this article is computing the network-wide distinct number of 
items with some property (e.g., distinct files with file name containing 
“spiderman”) where each node in the network holds an arbitrary subset, possibly 
overlapping the subsets of other nodes. The key requirements that a viable 
approach must satisfy are: (1) scalability towards very large network size, (2) 
efficiency regarding messaging overhead, (3) load balance of storage and 
access, (4) accuracy of the cardinality estimation, and (5) simplicity and easy 
integration in applications. This article contributes the DHS (Distributed Hash 
Sketches) method for this problem setting: a distributed, scalable, efficient, 
and accurate multiset cardinality estimator. DHS is based on hash sketches for 
probabilistic counting, but distributes the bits of each counter across network 
nodes in a judicious manner based on principles of Distributed Hash Tables, 
paying careful attention to fast access and aggregation as well as update 
costs. The article discusses various design choices, exhibiting tunable 
trade-offs between estimation accuracy, hop-count efficiency, and load 
distribution fairness. We further contribute a full-fledged, publicly 
available, open-source implementation of all our methods, and a comprehensive 
experimental evaluation for various settings.
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moreAbstract
Analyzing the authority or reputation of entities that are connected by a graph 
structure and ranking these entities is an important issue that arises in the 
Web, in Web 2.0 communities, and in other applications. The problem is 
typically addressed by computing the dominant eigenvector of a matrix that is 
suitably derived from the underlying graph, or by performing a full spectral 
decomposition of the matrix. 
Although such analyses could be performed by a centralized server, there are 
good reasons that suggest running theses computations in a decentralized manner 
across many peers, like scalability, privacy, censorship, etc. There exist a 
number of approaches for speeding up the analysis by partitioning the graph 
into disjoint fragments. However, such methods are not suitable for a 
peer-to-peer network, where overlap among the fragments might occur. In 
addition, peer-to-peer approaches need to consider network characteristics, 
such as peers unaware of other peers' contents, susceptibility to malicious 
attacks, and network dynamics (so-called churn).

In this thesis we make the following major contributions.
We present JXP, a decentralized algorithm for computing authority scores of 
entities distributed in a peer-to-peer (P2P) network that allows peers to have 
overlapping content and requires no a priori knowledge of other peers' content. 
We also show the benefits of JXP in the Minerva distributed Web search engine.
We present an extension of JXP, coined \emph{TrustJXP}, that contains a 
reputation model in order to deal with misbehaving peers.
We present another extension of JXP, that handles dynamics on peer-to-peer 
networks, as well as an algorithm for estimating the current number of entities 
in the network.

This thesis also presents novel methods for embedding JXP in peer-to-peer 
networks and applications. 
We present an approach for creating links among peers, forming \emph{semantic 
overlay networks}, where peers are free to decide which connections they create 
and which they want to avoid based on various usefulness estimators. We show 
how peer-to-peer applications, like the JXP algorithm, can greatly benefit from 
these additional semantic relations.
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moreAbstract
We present ANGIE, a system that can answer user queries by combining
knowledge
from a local database with knowledge retrieved from Web services. If a user
poses a query that cannot be answered by the local database alone, ANGIE
calls
the appropriate Web services to retrieve the missing information. In
ANGIE,Web
services act as dynamic components of the knowledge base that deliver
knowledge
on demand. To the user, this is fully transparent; the dynamically acquired
knowledge is presented as if it were stored in the local knowledge base.
We have developed a RDF based model for declarative definition of functions
embedded in the local knowledge base. The results of available Web
services are
cast into RDF subgraphs. Parameter bindings are automatically constructed by
ANGIE, services are invoked, and the semi-structured information returned by
the services are dynamically integrated into the knowledge base
We have developed a query rewriting algorithm that determines one or more
function composition that need to be executed in order to evaluate a
SPARQL style
user query. The key idea is that the local knowledge base can be used to
guide the selection of values used as input parameters of function
calls. This is in
contrast to the conventional approaches in the literature which would
exhaustively
materialize all values that can be used as binding values for the input
parameters.
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moreAbstract
This paper presents an overview of the Efficiency Track that was run for the 
second time in 2009. This track is intended to provide a common forum for the 
evaluation of both the effectiveness and efficiency of XML ranked retrieval 
approaches on real data and real queries. The Efficiency Track significantly 
extends the Ad-Hoc Track by systematically investigating different types of 
queries and retrieval scenarios, such as classic ad-hoc search, 
high-dimensional query expansion settings, and queries with a deeply nested 
structure (with all topics being available in both the NEXI-style CO and CAS 
formulations, as well as in their XPath 2.0 Full-Text counterparts).
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moreAbstract
We consider a novel problem of top-k query processing
under budget constraints. We provide both a framework
and a set of algorithms to address this problem. Existing
algorithms for top-k processing are budget-oblivious, i.e., they do
not take budget constraints into account when making scheduling
decisions, but focus on the performance to compute the final top-k
results. Under budget constraints, these algorithms therefore
often return results that are a lot worse than the results that can
be achieved with a clever, budget-aware scheduling algorithm.
This paper introduces novel algorithms for budget-aware top-k
processing that produce results that are significantly better than
those of state-of-the-art budget-obvlivious solutions.
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moreAbstract
Web archives preserve the history of Web sites and have high long-term value 
for 
media and business analysts. Such archives are maintained by periodically 
re-crawling
entire Web sites of interest. 
From an archivist's point of view, the ideal case to ensure highest possible 
data quality 
of the archive would be to ``freeze'' the complete contents of an entire Web 
site during the time span 
of crawling and capturing the site. Of course, this is practically infeasible. 
To comply with the politeness specification of a Web site, the crawler needs to 
pause 
between subsequent http requests in order to avoid unduly high load on the 
site's http server. 
As a consequence, capturing a large Web site may span hours or even days, which 
increases the risk that contents collected so far are incoherent 
with the parts that are still to be crawled.
This paper introduces a model for identifying coherent sections of an archive 
and, thus, 
measuring the data quality in Web archiving. 
Additionally, we present a crawling strategy that aims to ensure archive 
coherence by
minimizing the diffusion of Web site captures. 
Preliminary experiments demonstrate the usefulness of the model and the 
effectiveness of the strategy.
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moreAbstract
An ontology is a computer-processable collection of knowledge about the world. 
This thesis explains how an ontology can be constructed and expanded 
automatically. The proposed approach consists of three contributions:
\begin{enumerate}
\item A core ontology, YAGO.\\
   YAGO is an ontology that has been constructed automatically. It combines
      high accuracy with large coverage and serves as a core that can be 
expanded.
\item A tool for information extraction, \leila.\\
   \leila\ is a system that can extract knowledge from natural language texts.
      \leila\ will be used to find new facts for YAGO.
\item An integration mechanism, SOFIE.\\
   SOFIE is a system that can reason on the plausibility of new knowledge.
      SOFIE will assess the facts found by \leila\ and integrate them into YAGO.
\end{enumerate}
Each of these components comes with a fully implemented system. Together, they 
form an integrative architecture, which does not only gather new facts, but 
also reconcile them with the existing facts. The result is an ever-growing, yet 
highly accurate ontological knowledge base. A survey of applications of the 
ontology completes the thesis.
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%X An ontology is a computer-processable collection of knowledge about the world. 
This thesis explains how an ontology can be constructed and expanded 
automatically. The proposed approach consists of three contributions:
\begin{enumerate}
\item A core ontology, YAGO.\\
   YAGO is an ontology that has been constructed automatically. It combines
      high accuracy with large coverage and serves as a core that can be 
expanded.
\item A tool for information extraction, \leila.\\
   \leila\ is a system that can extract knowledge from natural language texts.
      \leila\ will be used to find new facts for YAGO.
\item An integration mechanism, SOFIE.\\
   SOFIE is a system that can reason on the plausibility of new knowledge.
      SOFIE will assess the facts found by \leila\ and integrate them into YAGO.
\end{enumerate}
Each of these components comes with a fully implemented system. Together, they 
form an integrative architecture, which does not only gather new facts, but 
also reconcile them with the existing facts. The result is an ever-growing, yet 
highly accurate ontological knowledge base. A survey of applications of the 
ontology completes the thesis.
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moreAbstract
This paper presents SOFIE, a system for automated ontology extension. SOFIE can 
parse natural language documents, extract ontological facts from them and link 
the facts into an ontology. SOFIE uses logical reasoning on the existing 
knowledge and on the new knowledge in order to disambiguate words to their most 
probable meaning, to reason on the meaning of text patterns and to take into 
account world knowledge axioms. This allows SOFIE to check the plausibility of 
hypotheses and to avoid inconsistencies with the ontology. The framework of 
SOFIE unites the paradigms of pattern matching, word sense disambiguation and 
ontological reasoning in one unified model. Our experiments show that SOFIE 
delivers high-quality output, even from unstructured Internet documents.
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moreAbstract
In recent years there has been a growing demand for Automated
Theorem Proving (ATP) in large theories, which often have more
axioms than can be handled effectively as normal internal axioms. This
work addresses the issues of accessing \emph{external sources of axioms} from a
first-order logic ATP system, and presents an implemented ATP system
that retrieves external axioms asynchronously, on demand.
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moreAbstract
This paper presents the results of our INEX 2009 Ad-hoc and Efficiency track 
experiments. While our scoring model remained almost unchanged in comparison to 
previous years, we focused on a complete redesign of our XML indexing component 
with respect to the increased need for scalability that came with the new 2009 
INEX Wikipedia collection, which is about 10 times larger than the previous 
INEX collection. TopX now supports a CAS-specific distributed index structure, 
with a completely {\em parallel} execution of all indexing steps, including 
parsing, sampling of term statistics for our element-specific BM25 ranking 
model, as well as sorting and compressing the index lists for our final 
inverted block-index. Overall, TopX ranked among the top 3 systems in both the 
Ad-hoc and Efficiency tracks, with a maximum value of 0.61 for iP[0.01] and 
0.29 for MAiP in focused retrieval mode at the Ad-hoc track. Our fastest runs 
achieved an average runtime of 72 ms per CO query, and 235 ms per CAS query at 
the Efficiency track, respectively.
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moreAbstract
Prediction of links - both new as well as recurring - in a social
network representing interactions between individuals is an important
problem. In the recent years, there is significant interest in
methods that use only the graph structure to make predictions.
However, most of them consider a single snapshot
of the network as the input, neglecting an important aspect of these
social networks viz., \emph{their evolution over time}.
 
In this work, we investigate the value of incorporating the history
information available on the interactions (or links) of the current
social network state. Our results unequivocally show that time-stamps
of past interactions significantly improve the prediction accuracy of
new and recurrent links over rather sophisticated methods proposed
recently. Furthermore, we introduce a novel testing method which is
reflects the application of link prediction better than previous
approaches.
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moreAbstract
Our aim here is to advocate for the integration of database-systems (DB) 
methods and information-retrieval (IR) methods to address applications that are 
emerging from the ongoing explosion and diversification of digital information. 
One grand goal of such an endeavor is the automatic building and maintenance of 
a comprehensive knowledge base of facts from encyclopedic sources and the 
scientific literature. Facts should be represented in terms of typed entities 
and relationships and allow expressive queries that return ranked results with 
precision in an efficient and scalable manner. We thus explore how DB and IR 
methods might contribute toward this ambitious goal.
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moreAbstract
Social networks and collaborative tagging systems are rapidly
gaining popularity as a primary means for storing and sharing data among 
friends, family, colleagues, or perfect strangers as long as they have common 
interests. del.icio.us is a social network where people store and share their 
personal bookmarks. Most importantly, users tag their bookmarks for ease of 
information dissemination and later look up. However, it is the friendship 
links, that make delicious a social network. They exist independently of the 
set of bookmarks that belong to the users and have no relation to the tags 
typically assigned to the bookmarks. To study the interaction among users, the 
strength of the existing links and their hidden meaning, we introduce
implicit links in the network. These links connect only highly “similar” users. 
Here, similarity can reﬂect different aspects of the user’s proﬁle that makes 
her similar to any other user, such as number of shared bookmarks, or 
similarity of their tags clouds. We investigate the question whether friends 
have common interests, we gain additional insights on the strategies that users 
use to assign tags to their bookmarks, and we demonstrate that the graphs 
formed by implicit links have unique properties differing from binomial random 
graphs or random graphs with an expected power-law degree distribution.
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moreAbstract
We present a demo of ESTER, a search engine that combines the ease of use,
  speed and scalability of full-text search with the powerful semantic
  capabilities of ontologies.
  %
  ESTER supports full-text queries, ontological queries and combinations of
  these, yet its interface is as easy as can be: A standard search field with
  semantic information provided interactively as one types.
  %
  ESTER works by reducing all queries to two basic operations: prefix search and
  join, which can be implemented very efficiently in terms of both processing
  time and index space.
  %
  We demonstrate the capabilities of ESTER on a combination of the English
  Wikipedia with the Yago ontology, with response times below 100 milliseconds
  for most queries, and an index size of about 4 GB. The system can be run both
  stand-alone and as a Web application.
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moreAbstract
Online communities have recently become a popular tool for publishing and 
searching content, as well as for finding and connecting to other users that 
share common interests. The content is typically user-generated and includes, 
for example, personal blogs, bookmarks, and digital photos. A particularly 
intriguing type of content is user-generated annotations (tags) for content 
items, as these concise string descriptions allow for reasonings about the 
interests of the user who created the content, but also about the user who 
generated the annotations. This paper presents a framework to cast the 
different entities of such networks into a unified graph model representing the 
mutual relationships of users, content, and tags. It derives scoring functions 
for each of the entities and relations. We have performed an experimental 
evaluation on two real-world datasets (crawled from deli.cio.us and Flickr) 
where manual user assessments of the query result quality show that our unified 
graph framework delivers high-quality results on social networks.
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moreAbstract
This paper describes the setup and results of the Max-Planck-Institut f{\"u}r 
Informatik's contributions for the INEX 2007 AdHoc Track task. The runs were 
produced with TopX, a search engine for ranked retrieval of
XML data that supports a probabilistic scoring model for
full-text content conditions and tag-term combinations, path
conditions as exact or relaxable constraints,
and ontology-based relaxation of terms and tag names.
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moreAbstract
Proximity enhanced scoring models significantly improve retrieval quality in 
text retrieval. For XML IR, we can sometimes enhance the retrieval efficacy by 
exploiting knowledge about the document structure combined with established 
text IR methods. This paper elaborates on our approach used for INEX 2008 which 
modifies a proximity scoring model from text retrieval for usage in XML IR and 
extends it by taking the document structure information into account.
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moreAbstract
Proximity enhanced scoring models significantly improve retrieval quality in 
text retrieval. For XML IR, we can sometimes enhance the retrieval efficacy by 
exploiting knowledge about the document structure combined with established 
text IR methods. This paper elaborates on our approach used for INEX 2008 which 
modifies a proximity scoring model from text retrieval for usage in XML IR and 
extends it by taking the document structure information into account.
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moreAbstract
Online communities like Flickr, del.icio.us and YouTube have established
themselves as very popular and powerful services for publishing
and searching contents, but also for identifying other users
who share similar interests. In these communities, data is usually
annotated with carefully selected and often semantically meaningful
tags, collaboratively chosen by the user who uploaded an
item and other users who came across the item. Items like urls or
videos are typically retrieved by issueing queries that consist of a
set of tags, returning items that have been frequently annotated with
these tags. However, users often prefer a more personalized way of
searching over such a ‘global’ search, exploiting preferences of and
connections between users.
The SENSE system presented in this demo supports hybrid personalization
along two dimensions: in the social dimension, a search
process is focused towards items tagged by users explicitly selected
as friends by the querying user, whereas in the spiritual dimension,
users that share preferences with the querying user are preferred.
Orthorgonal to this, the system additionally integrates semantic expansion
of query tags to improve search results. SENSE provides
an efficient top-k algorithm that dynamically expands the search to
related users and tags. It is based on principles of threshold algorithms,
folding related users and tags into the search space in an
incremental on-demand manner, thus visiting only a small fraction
of the social network when evaluating a query. The demonstration
uses three different real-world datasets: A large set of urls from
del.icio.us, a large set of pictures from Flickr, and a large set of
books from librarything, each together with a large fraction of the
corresponding social network of these sites.
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moreAbstract
We study the problem of computing query results with confidence values in 
ULDBs: relational databases with uncertainty and lineage. ULDBs, which subsume 
probabilistic databases, offer an alternative decoupled method of computing 
confidence values: Instead of computing confidences during query processing, 
compute them afterwards based on lineage. This approach enables a wider space 
of query plans, and it permits selective computations when not all confidence 
values are needed. This paper develops a suite of algorithms and optimizations 
for a broad class of relational queries on ULDBs. We provide confidence 
computation algorithms for single data items, as well as efficient batch 
algorithms to compute confidences for an entire relation or database. All 
algorithms incorporate memoization to avoid redundant computations, and they 
have been implemented in the Trio prototype ULDB database system. Performance 
characteristics and scalability of the algorithms are demonstrated through 
experimental results over a large synthetic dataset.
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moreAbstract
WordNet is a lexical database describing English words and their senses. We 
propose a 
method for automatically producing similar resources for new languages by 
taking advantage of the 
original WordNet in conjunction with translation dictionaries. A small set of 
training mappings
is used to learn a model for predicting associations between terms and senses.
The associations are represented using a variety of scores that take into 
account structural properties
as well as semantic relatedness and corpus frequency information. For 
evaluation, we created a 
German-language wordnet, and the data indicate
a significantly better coverage and higher precision than previous heuristics.
The resulting resources provide not only valuable information for monolingual 
NLP tasks
but also enable a high degree of cross-lingual interoperability.
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moreAbstract
Ontologies are becoming more and more popular as background knowledge
for intelligent applications.
Up to now, there has been a schism between manually assembled, highly
axiomatic ontologies
and large, automatically constructed knowledge bases.
This report discusses how the two worlds can be brought together by
combining the high-level axiomatizations from
the Standard Upper Merged Ontology (SUMO) with the extensive world
knowledge of the YAGO ontology.
On the theoretical side, it analyses the differences between the
knowledge representation in YAGO and SUMO.
On the practical side, this report explains how the two resources can
be merged. This yields a new
large-scale formal ontology, which provides information about millions
of entities such as people, cities,
organizations, and companies. This report is the detailed version of
our paper at ICTAI 2008.


BibTeX
@techreport{deMeloSuchanekPease2008,
TITLE = {Integrating Yago into the suggested upper merged ontology},
AUTHOR = {de Melo, Gerard and Suchanek, Fabian and Pease, Adam},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2008-5-003},
NUMBER = {MPI-I-2008-5-003},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2008},
DATE = {2008},
ABSTRACT = {Ontologies are becoming more and more popular as background knowledge for intelligent applications. Up to now, there has been a schism between manually assembled, highly axiomatic ontologies and large, automatically constructed knowledge bases. This report discusses how the two worlds can be brought together by combining the high-level axiomatizations from the Standard Upper Merged Ontology (SUMO) with the extensive world knowledge of the YAGO ontology. On the theoretical side, it analyses the differences between the knowledge representation in YAGO and SUMO. On the practical side, this report explains how the two resources can be merged. This yields a new large-scale formal ontology, which provides information about millions of entities such as people, cities, organizations, and companies. This report is the detailed version of our paper at ICTAI 2008.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A de Melo, Gerard
%A Suchanek, Fabian
%A Pease, Adam
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
%T Integrating Yago into the suggested upper merged ontology : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-66AB-6
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2008-5-003
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2008
%P 31 p.
%X Ontologies are becoming more and more popular as background knowledge
for intelligent applications.
Up to now, there has been a schism between manually assembled, highly
axiomatic ontologies
and large, automatically constructed knowledge bases.
This report discusses how the two worlds can be brought together by
combining the high-level axiomatizations from
the Standard Upper Merged Ontology (SUMO) with the extensive world
knowledge of the YAGO ontology.
On the theoretical side, it analyses the differences between the
knowledge representation in YAGO and SUMO.
On the practical side, this report explains how the two resources can
be merged. This yields a new
large-scale formal ontology, which provides information about millions
of entities such as people, cities,
organizations, and companies. This report is the detailed version of
our paper at ICTAI 2008.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        1200
    
                Conference paper
            
D5


        G. de Melo and G. Weikum
    

        “Mapping Roget’s Thesaurus and WordNet to French,” in 6th Language Resources and Evaluation Conference (LREC 2008), 2008.
    
moreAbstract
Roget's Thesaurus and WordNet are very widely used lexical reference works.
We describe an automatic mapping procedure that effectively produces French
translations of the terms in these two resources. Our approach to the 
challenging task of
disambiguation is based on structural statistics as well as measures of 
semantic relatedness 
that are utilized to learn a classification model for associations between
entries in the thesaurus and French terms taken from bilingual dictionaries.
By building and applying such models, we have produced French versions of 
Roget's
Thesaurus and WordNet with a considerable level of accuracy, which can be
used for a variety of different purposes, by humans as well as in 
computational applications.
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moreAbstract
This paper aims to show how language-related knowledge may serve as a 
fundamental
building block for the Semantic Web. We present a system of URIs for terms, 
languages, scripts, and characters, which are not only highly interconnected but
also linked to a great variety of resources on the Web. Additional mapping
heuristics may then be used to derive new links.
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moreAbstract
Ontologies are becoming more and more popular as background knowledge for 
intelligent applications.
Up to now, there has been a schism between manually assembled, highly axiomatic 
ontologies
and large, automatically constructed knowledge bases. This paper discusses how 
the two worlds can be
brought together by combining the high-level axiomatizations from
the Standard Upper Merged Ontology (SUMO) with the extensive world knowledge of 
the YAGO ontology. The result
is a new large-scale formal ontology, which provides information about millions 
of entities such as people, cities, 
organizations, and companies.
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moreAbstract
A common representation used in text categorization is the bag of words model 
(aka. unigram model). Learning with this particular representation involves 
typically some preprocessing, e.g. stopwords-removal, stemming. This results in 
one explicit tokenization of the corpus. In this work, we introduce a logistic 
regression approach where learning involves automatic tokenization. This allows 
us to weaken the a-priori required knowledge about the corpus and results in a 
tokenization with variable-length (word or character) n-grams as basic tokens. 
We accomplish this by solving logistic regression using gradient ascent in the 
space of all ngrams. We show that this can be done very efficiently using a 
branch and bound approach which chooses the maximum gradient ascent direction 
projected onto a single dimension (i.e., candidate feature). Although the space 
is very large, our method allows us to investigate variable-length n-gram 
learning. We demonstrate the efficiency of our approach compared to 
state-of-the-art classifiers used for text categorization such as cyclic 
coordinate descent logistic regression and support vector machines.
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moreAbstract
This paper gives an overview on the YAGO-NAGA approach to information 
extraction for
building a conveniently searchable, large-scale, highly accurate knowledge base 
of common facts.
YAGO harvests infoboxes and category names of Wikipedia for facts about 
individual
entities, and it reconciles these with the taxonomic backbone of WordNet in 
order
to ensure that all entities have proper classes and the class system is 
consistent.
Currently, the YAGO knowledge base contains about 19 million instances of binary
relations for about 1.95 million entities. Based on intensive sampling, its 
accuracy is
estimated to be above 95 percent.
The paper presents the architecture of the YAGO extractor toolkit, its 
distinctive
approach to consistency checking, its provisions for maintenance and further 
growth,
and the query engine for YAGO, coined NAGA.
It also discusses ongoing work on extensions towards integrating fact candidates
extracted from natural-language text sources.
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moreAbstract
The Web has the potential to become the world’s largest knowledge base. In 
order to unleash this potential, the wealth of information available on the Web 
needs to be extracted and organized. There is a need for new querying 
techniques that are simple and yet more expressive than those provided by 
standard keyword-based search engines. Searching for knowledge rather than Web 
pages needs to consider inherent semantic structures like entities (person,
organization, etc.) and relationships (isA, locatedIn, etc.).
In this paper, we propose NAGA, a new semantic search engine. NAGA builds on a 
knowledge base, which is organized as a graph with typed edges, and consists of 
millions of entities and relationships extracted from Web-based corpora. A 
graph-based query language enables the formulation of queries with additional 
semantic information. We
introduce a novel scoring model, based on the principles of
generative language models, which formalizes several notions like confidence, 
informativeness and compactness and uses them to rank query results. We 
demonstrate NAGA’s
superior result quality over state-of-the-art search engines and question 
answering systems.
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moreAbstract
Large-scale graphs and networks are abundant in modern information systems:
entity-relationship graphs over relational data or Web-extracted entities,
biological networks, social online communities, knowledge bases, and
many more. Often such data comes with expressive node and edge labels that
allow an interpretation as a semantic graph, and edge weights that reflect
the strengths of semantic relations between entities. Finding close
relationships between a given set of two, three, or more entities is an
important building block for many search, ranking, and analysis tasks.
From an algorithmic point of view, this translates into computing the best
Steiner trees between the given nodes, a classical NP-hard problem. In
this paper, we present a new approximation algorithm, coined STAR, for
relationship queries over large graphs that do not fit into memory. We
prove that for n query entities, STAR yields an O(log(n))-approximation of
the optimal Steiner tree, and show that in practical cases the results
returned by STAR are qualitatively better than the results returned by a
classical 2-approximation algorithm. We then describe an extension to our
algorithm to return the top-k Steiner trees. Finally, we evaluate our
algorithm over both main-memory as well as completely disk-resident graphs
containing millions of nodes. Our experiments show that STAR outperforms
the best state-of-the returns qualitatively better results.
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moreAbstract
The presence of encyclopedic Web sources, such as Wikipedia, the Internet Movie 
Database (IMDB), World Factbook, etc. calls for new querying techniques that 
are simple and yet more expressive than those provided by standard 
keyword-based search engines. Searching for explicit knowledge needs to 
consider inherent semantic structures involving entities and relationships.
 
In this demonstration proposal, we describe a semantic search system named 
NAGA. NAGA operates on a knowledge graph, which contains millions of entities 
and relationships derived from various encyclopedic Web sources, such as the 
ones above. NAGA's graph-based query language is geared towards expressing 
queries with additional semantic information. Its scoring model is based on the 
principles of generative language models, and formalizes several desiderata 
such as confidence, informativeness and compactness of answers.
 
We propose a demonstration of NAGA which will allow users to browse the 
knowledge base through a user interface, enter queries in NAGA's query language 
and tune the ranking parameters to test various ranking aspects.
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moreAbstract
Search personalization has been pursued in many ways, in order to
provide better result rankings and better overall search experience
to individual users.
However, blindly applying personalization to all user queries, for example,
by a background model derived from the user's long-term query-and-click
history, is not always appropriate for aiding the user in accomplishing her 
actual task.
User interests change over time, a user sometimes works on very different 
categories of tasks
within a short timespan, and history-based personalization
may impede a user's desire of discovering new topics.
In this paper we propose a personalization framework that is
selective in a twofold sense. First, it selectively employs
personalization techniques for queries that are expected to benefit from prior 
history
information, while refraining from undue actions otherwise.
Second, we introduce the notion of tasks representing
different granularity levels of a user profile, ranging from very
specific search goals to broad topics, and base our reasoning selectively
on query-relevant user tasks.
These considerations are cast into a statistical language model for tasks, 
queries, and
documents, supporting both judicious query expansion and result re-ranking.
The effectiveness of our method is demonstrated by an empirical user study.
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moreAbstract
The emerging field of visual analytics changes the way we model, gather, and 
analyze data. Current data analysis approaches suggest to gather as much data 
as possible and then focus on goal and process oriented data analysis 
techniques. Visual analytics changes this approach and the methodology to 
interpret the results becomes the key issue.
This paper contributes with a method to interpret visual hierarchical heavy 
hitters (VHHHs). We show how to analyze data on the general level and how to 
examine specific areas of the data. We identify five common patterns that build 
the interpretation alphabet of VHHHs. We demonstrate our method on three 
different real world datasets and show the effectiveness of our approach
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moreAbstract
Two highly efficient algorithms are known for optimally ordering joins while
avoiding cross products:
DPccp, which is based on dynamic programming, and Top-Down Partition Search, 
based on memoization.
Both have two severe limitations:
They handle only (1) simple (binary) join predicates and (2) inner joins.
However, real queries may contain complex join predicates, involving more than 
two relations,
and outer joins as well as other non-inner joins.
 
Taking the most efficient known join-ordering algorithm, DPccp, as a starting 
point,
we first develop a new algorithm, DPhyp,
which is capable to handle complex join predicates efficiently.
We do so by modeling the query graph as a (variant of a) hypergraph and then 
reason about its
connected subgraphs.
Then, we present a technique to exploit this capability to efficiently handle
the widest class of non-inner joins dealt with so far.
Our experimental results show that this reformulation of
non-inner joins as complex predicates can improve optimization
time by orders of magnitude, compared to known algorithms dealing with complex 
join predicates
and non-inner joins.
Once again, this gives dynamic programming a distinct advantage over current 
memoization techniques.
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moreAbstract
Most existing join ordering algorithms  concentrate on
join queries with simple join predicates and inner joins only,
where simple predicates are those that involve exactly two relations.
However, real queries may contain complex join predicates,
i.e. predicates involving more than two relations.
We show how to handle complex join predicates efficiently, by
modeling the query graph as a hypergraph and reasoning about its
connected subgraphs.
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moreAbstract
Traditionally, database management systems use tree-structured query
evaluation plans. They are easy to implement but not expressive enough
for some optimizations like eliminating common algebraic subexpressions
or magic sets. These require directed acyclic graphs (DAGs), i.e.
shared subplans.
 
Existing approaches consider DAGs merely for special cases
and not in full generality.
We introduce a novel framework to reason about sharing of subplans
and, thus, DAG-structured query evaluation plans.
Then, we present the first plan generator capable
of generating optimal DAG-structured query evaluation plans.
The experimental results show that with no or only a modest
increase of plan generation time, a major reduction
of query execution time can be
achieved for common queries.
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Existing approaches consider DAGs merely for special cases
and not in full generality.
We introduce a novel framework to reason about sharing of subplans
and, thus, DAG-structured query evaluation plans.
Then, we present the first plan generator capable
of generating optimal DAG-structured query evaluation plans.
The experimental results show that with no or only a modest
increase of plan generation time, a major reduction
of query execution time can be
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moreAbstract
Top-k query processing is a fundamental building block for
efficient ranking in a large number of applications. Efficiency is a central
issue, especially for distributed settings, when the data is spread across
different nodes in a network. This paper introduces novel optimization
methods for top-k aggregation queries in such distributed environments
that can be applied to all algorithms that fall into the frameworks of the
prior TPUT and KLEE methods. The optimizations address 1) hierarchically
grouping input lists into top-k operator trees and optimizing the
tree structure, and 2) computing data-adaptive scan depths for different
input sources. The paper presents comprehensive experiments with
two different real-life datasets, using the ns-2 network simulator for a
packet-level simulation of a large Internet-style network.
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moreAbstract
Accurate selectivity estimations are essential for
query optimization decisions where they are typically derived
from various kinds of histograms which condense value distributions
into compact representations. The estimation accuracy
of existing approaches typically varies across the domain,
with some estimations being very accurate and some quite inaccurate.
This is in particular unfortunate when performing a parametric search
using these estimations, as the estimation artifacts can
dominate the search results.
We propose the usage of linear splines to construct histograms
with known error guarantees across the whole continuous domain.
These histograms are particularly well suited for
using the estimates in parameter optimization.
We show by a comprehensive performance
evaluation using both synthetic and real
world data that our approach clearly outperforms
existing techniques.
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moreAbstract
RDF is a data representation format for schema-free structured information
that is gaining momentum in the context of Semantic-Web corpora,
life sciences, and also Web 2.0 platforms.
The ``pay-as-you-go'' nature of RDF and the flexible pattern-matching
capabilities of its query language SPARQL entail efficiency and scalability
challenges for complex queries including long join paths.
This paper presents the RDF-3X engine, an implementation of SPARQL that
achieves excellent performance by pursuing a RISC-style architecture
with a streamlined architecture and carefully designed, puristic
data structures and operations.
The salient points of RDF-3X are: 1) a generic solution for storing and indexing
RDF triples that completely eliminates the need for physical-design tuning,
2) a powerful yet simple query processor that leverages fast merge joins to the
largest possible extent, and 3) a query optimizer for choosing optimal join 
orders
using a cost model based on statistical synopses for entire join paths.
The performance of RDF-3X, in comparison to the previously best 
state-of-the-art systems,
has been measured on several large-scale datasets with more than 50 million RDF
triples and benchmark queries that include pattern matching and long join paths
in the underlying data graphs.
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        “Exploiting Session Context for Information Retrieval - A Comparative Study,” in Advances in Information Retrieval : 30th European Conference on IR Research, ECIR 2008, 2008.
    
moreAbstract
Hard queries are known to benefit from relevance feedback provided by users. It 
is, however, also known that
users are generally reluctant to provide feedback when searching for 
information. A natural way to retrieve the most relevant information satisfying 
the user need without actually demanding any active user participation is to 
exploit implicit feedback from the previous user search behavior, i.e., from 
the context of the current search session. In this work, we present a 
comparative study on the performance of the three most prominent retrieval 
models, the \emph{vector-space}, \emph{probabilistic},  and 
\emph{language-model based} retrieval frameworks, when additional session 
context is incorporated.
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moreAbstract
This demonstration presents an XML IR system that allows users to give feedback 
of different granularities and types, using Dempster-Shafer theory of evidence 
to compute expanded and reweighted queries.
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moreAbstract
We present Juxtaposed approximate PageRank ({JXP}), a distributed algorithm for 
computing PageRank-style authority scores of Web pages on a peer-to-peer 
({P}2{P}) network. Unlike previous algorithms,{JXP} allows peers to have 
overlapping content and requires no a priori knowledge of other peers’ content. 
Our algorithm combines locally computed authority scores with information 
obtained from other peers by means of random meetings among the peers in the 
network. This computation is based on a Markov-chain state-lumping technique, 
and iteratively approximates global authority scores. The algorithm scales with 
the number of peers in the network and we show that the {JXP} scores converge 
to the true PageRank scores that one would obtain with a centralized algorithm. 
Finally, we show how to deal with misbehaving peers by extending {JXP} with a 
reputation model.
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moreAbstract
Online communities have become popular for publishing and searching content, as 
well as for finding and connecting to other users. User-generated content 
includes, for example, personal blogs, bookmarks, and digital photos. These 
items can be annotated and rated by different users, and these
social tags and derived user-specific scores can be leveraged for searching 
relevant content and discovering subjectively interesting items. Moreover, the 
relationships among users can also be taken into consideration for ranking 
search results, the intuition being that you trust the recommendations of your 
close friends more than those of your casual acquaintances.
 
Queries for tag or keyword combinations that compute and rank the top-k results 
thus face a large variety of options that complicate the query processing and 
pose efficiency challenges. This paper addresses these issues by developing an 
incremental top-k algorithm with two-dimensional expansions: social expansion 
considers the strength of relations among users, and semantic expansion 
considers the relatedness of different tags. It presents a new algorithm, based 
on principles of threshold algorithms, by folding friends and related tags into 
the search space in an incremental on-demand manner. The excellent performance 
of the method is demonstrated by an experimental evaluation on three real-world 
datasets, crawled from deli.cio.us, Flickr, and LibraryThing.
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moreAbstract
Social-tagging communities offer great potential for smart recommendation and 
“socially enhanced” search result ranking. Beyond traditional forms of 
collaborative recommendation that are based on the item-user matrix of the 
entire community, a specific opportunity of social communities is to reflect 
the different degrees of friendships and mutual trust, in addition to the 
behavioral similarities among users. This paper presents a framework for 
harnessing such social relations for search and recommendation. The framework 
is implemented in the SENSE prototype system, and its usefulness is 
demonstrated in experiments with an excerpt of the librarything community data.
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is implemented in the SENSE prototype system, and its usefulness is 
demonstrated in experiments with an excerpt of the librarything community data.
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moreAbstract
Abstract Recovery is the last resort when other components exhibit bugs. It is 
therefore of paramount importance that the correctness of the recovery 
protocols be formally verified. Recovery not only needs to cope with database 
failures but should handle and ideally mask message and process failures in 
clients and servers. Otherwise, when a reply message is lost the application 
must be able to determine "manually" whether the interaction is to be repeated. 
This paper develops a statechart specification of a recovery framework that 
generically guarantees exactly-once execution and applies model checking to 
prove its correctness.
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moreAbstract
Eigenvector computations are an important building block
for computing authority, trust, and reputation scores in social
networks and other graphs. In peer-to-peer networks
or other forms of decentralized settings (such as multi-agent
platforms), this kind of analysis needs to be performed in
a distributed manner and requires bilateral data exchanges
between peers. This gives rise to the problem that dishonest
peers may cheat in order to manipulate the computation’s
outcome.
This paper presents a distributed algorithm for countering
the effects of such misbehavior, under the assumption that
the fraction of dishonest peers is bounded and that there is
an unforgeable mechanism for peer identities, which can be
implemented using security tools available.
The algorithm is based on general principles of replication
and randomization and thus widely applicable to social network
analysis, web link analysis, and other problems of this
kind. Our algorithm converges to the correct result that the
honest peers alone would compute. Experiments, on a realworld
dataset from a large social-tagging platform, demonstrate
the practical viability and performance properties of
our algorithm.
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moreAbstract
This paper aims to quantify two common assumptions about social tagging: (1) 
that tags are ``meaningful" and (2) that the tagging process is influenced by 
tag suggestions. For (1), we analyze the semantic properties of tags and the 
relationship between the tags and the content of the tagged page. Our analysis 
is based on a corpus of search keywords, contents, titles, and tags applied to 
several thousand popular Web pages. Among other results, we find that the more 
popular tags of a page tend to be the more meaningful ones. For (2), we develop 
a model of how the influence of tag suggestions can be measured. From a user 
study with over 4,000 participants, we conclude that roughly one third of the 
tag applications may be induced by the suggestions. Our results would be of 
interest for designers of social tagging systems and are a step towards 
understanding how to best leverage social tags for applications such as search 
and information extraction.
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moreAbstract
This paper presents SOFIE, a system for automated ontology extension.
SOFIE can parse natural language documents, extract ontological facts
from them and link the facts into an ontology. SOFIE uses logical
reasoning on the existing knowledge and on the new knowledge in order
to disambiguate words to their most probable meaning, to reason on the
meaning of text patterns and to take into account world knowledge
axioms. This allows SOFIE to check the plausibility of hypotheses and
to avoid inconsistencies with the ontology. The framework of SOFIE
unites the paradigms of pattern matching, word sense disambiguation
and ontological reasoning in one unified model. Our experiments show
that SOFIE delivers near-perfect output, even from unstructured
Internet documents.
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to avoid inconsistencies with the ontology. The framework of SOFIE
unites the paradigms of pattern matching, word sense disambiguation
and ontological reasoning in one unified model. Our experiments show
that SOFIE delivers near-perfect output, even from unstructured
Internet documents.
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moreAbstract
This article presents YAGO, a large ontology with high coverage and precision. 
YAGO has been automatically derived from Wikipedia and WordNet. It comprises 
entities and relations, and currently contains more than 1.7 million entities 
and 15 million facts. These include the taxonomic Is-A hierarchy as well as 
semantic relations between entities. The facts for YAGO have been extracted 
from the category system and the infoboxes of Wikipedia and have been combined 
with taxonomic relations from WordNet. Type checking techniques help us keep 
YAGO’s precision at 95%—as proven by an extensive evaluation study. YAGO is 
based on a clean logical model with a decidable consistency. Furthermore, it 
allows representing n-ary relations in a natural way while maintaining 
compatibility with RDFS. A powerful query model facilitates access to YAGO’s 
data.
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moreAbstract
Recent IR extensions to XML query languages such as Xpath 1.0 Full-Text or the 
NEXI query language 
of the INEX benchmark series reflect the emerging interest in IR-style ranked 
retrieval 
over semistructured data. 
TopX is a top-$k$ retrieval engine for text and semistructured data. 
It terminates query execution as soon as it can safely determine 
the $k$ top-ranked result elements according to a monotonic score aggregation 
function with respect to a multidimensional query. 
It efficiently supports vague search on both content- and structure-oriented 
query conditions for dy\-namic query relaxation with controllable influence on 
the result ranking. 
The main contributions of this paper unfold into four main points: 
1) fully implemented models and algorithms for ranked XML retrieval with XPath 
Full-Text functionality, 
2) efficient and effective top-$k$ query processing for semistructured data, 
3) support for integrating thesauri and ontologies with statistically 
quantified relationships among concepts, leveraged for word-sense 
disambiguation and \linebreak query expansion, and 
4) a comprehensive description of the TopX system, with performance experiments 
on large-scale corpora like TREC Terabyte and INEX Wikipedia.
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moreAbstract
For the INEX Efficiency Track 2008, we were just on time to finish and (for the 
first time) evaluate our brand-new TopX 2.0 prototype. Complementing our 
long-running effort on efficient top-k query processing on top of a relational 
back-end, we now switched to a compressed object-oriented storage for 
text-centric XML data with direct access to customized inverted files, along 
with a complete reimplementation of the engine in C++. Core of the new engine 
is a multiple-nested block-index structure that seamlessly integrates 
top-kstyle sorted access to large blocks stored as inverted files on disk with 
in-memory merge-joins for efficient score aggregations. The main challenge in 
designing this new index structure was to marry no less than three different 
paradigms in search engine design: 1) sorting blocks in descending order of the 
maximum element score they contain for threshold-based candidate pruning and 
top-k-style early termination; 2) sorting elements within each block by their 
id to support efficient in-memory merge-joins; and 3) encoding both structural 
and contentrelated information into a single, unified index structure. Our INEX 
2008 experiments demonstrate efficiency gains of up to a factor of 30 compared 
to the previous Java/JDBC-based TopX 1.0 implementation over a relational 
back-end. TopX 2.0 achieves overall runtimes of less than 51 seconds for the 
entire batch of 568 Efficiency Track topics in their content-and-structure 
(CAS) version and less than 29 seconds for the content-only (CO) version, 
respectively, using a top-15, focused (i.e., non-overlapping) retrieval mode�an 
average of merely 89 ms per CAS query and 49 ms per CO query.
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moreAbstract
Link based authority analysis is an important tool for ranking resources in 
social networks and other graphs. Previous work have presented JXP, a 
decentralized algorithm for computing PageRank scores. The algorithm is 
designed to work in distributed systems, such as peer-to-peer (P2P) networks. 
However, the dynamics of the P2P networks, one if its main characteristics, is 
currently not handled by the algorithm. This paper shows how to adapt JXP to 
work under network churn. First, we present a distributed algorithm that 
estimates the number of distinct documents in the network, which is needed in 
the local computation of the PageRank scores. We then present a method that 
enables each peer to detect other peers leave and to update its view of the 
network. We show that the number of stored items in the network can be 
efficiently estimated, with little overhead on the network traffic. Second, we 
present an extension of the original JXP algorithms that can cope with network 
and content dynamics. We show by a comprehensive performance analysis the 
practical usability of our approach. The proposed estimators together with the 
changes in the core JXP components allow for a fast and authority score 
computation even under heavy churn. We believe that this is the last missing 
step toward the application of distributed PageRank measures in
real-life large-scale applications.
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moreAbstract
In this paper we present a suite of methods for extracting temporal relations 
from semi-structured and textual Web sources. We particularly address the needs 
for building and maintaining business ontologies, where the time aspects of 
relations between companies, between companies and products, and between 
companies and customers are important. For example, the date on which a company 
acquired another company or when a new CEO took over is crucial information for 
business-intelligence applications. Our methods are geared for extracting 
business relations and their time information from three kinds of sources: 
Wikipedia infoboxes, Reuter’s news feeds, and news pages provided by Google. 
All techniques are integrated into the TOB framework for timely business 
ontologies. Our experiments show that we can achieve fairly high precision for 
the extracted information.
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moreAbstract
In this demonstration paper we present MAPS, a novel system that combines 
approximate information retrieval and filtering functionality in a peer-to-peer 
setting. In MAPS, a user is able to submit one-time and continuous queries, and 
receive matching resources and notifications from selected information sources. 
The selection of these sources in the retrieval case is based on well-known 
resource selection techniques for peer-to-peer query routing, while in the 
filtering case a combination of resource selection and novel behavior 
prediction techniques using time-series analysis of publisher statistics is 
used. The integration of the two functionalities is done in a seamless way 
utilizing the same machinery: a conceptually global, but physically distributed 
directory of statistics about information sources based on distributed hash 
tables.
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moreAbstract
Today's content providers are naturally distributed and produce large amounts 
of information every day, making peer-to-peer data management a promising 
approach offering scalability, adaptivity to dynamics, and failure resilience. 
In such systems, subscribing with a continuous query is of equal importance as 
one-time querying since it allows the user to cope with the high rate of 
information production and avoid the cognitive overload of repeated searches. 
In the information filtering setting users specify continuous queries, thus 
subscribing to newly appearing documents satisfying the query conditions.

Contrary to existing approaches providing exact information filtering 
functionality, this doctoral thesis introduces the concept of approximate 
information filtering, where users subscribe to only a few selected sources 
most likely to satisfy their information demand. This way, efficiency and 
scalability are enhanced by trading a small reduction in recall for lower 
message traffic.

This thesis contains the following contributions: (i) the first architecture to 
support approximate information filtering in structured peer-to-peer networks, 
(ii) novel strategies to select the most appropriate publishers by taking into 
account correlations among keywords, (iii) a prototype implementation for 
approximate information retrieval and filtering, and (iv) a digital library use 
case to demonstrate the integration of retrieval and filtering in a unified 
system.
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moreAbstract
Information management systems are growing rapidly in scale and complexity, 
while skilled database administrators
are becoming rarer and more expensive. Increasingly, the total cost of 
ownership of information management systems is dominated by the cost of people, 
rather than hardware or software costs. This economic dynamic dictates that 
information systems of the future be more automated and simpler to use, with 
most administration tasks transparent to the user. Autonomic, or self-managing, 
systems are a promising approach to achieving the goal of systems that are 
increasingly automated and easier to use. The aim of the workshop was to 
provide a forum for researchers from both industry and academia to present and 
discuss ideas related to self-managing database systems. SMDB 2007 was the 
first event organized by the new {IEEE Computer Society Data Engineering
Workgroup on Self-Managing Database Systems} (http ://db.uwaterloo.ca/tcde−
smdb/). The workgroup, which was founded in October 2005, is intended to foster 
research aimed at enabling information management systems to manage themselves 
seamlessly, thereby reducing the cost of deployment and administration.
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moreAbstract
We present ESTER, a modular and highly efficient system for combined full-text 
and ontology search. ESTER builds on a query engine that supports two basic 
operations: prefix search and join. Both of these can be implemented very 
efficiently with a compact index, yet in combination provide powerful querying 
capabilities.  
 
We show how ESTER can answer basic SPARQL graph-pattern queries on the ontology 
by reducing them to a small number of these two basic operations. ESTER further 
supports a natural blend of such semantic queries with ordinary full-text 
queries. Moreover, the prefix search operation allows for a fully interactive 
and proactive user interface, which after every keystroke suggests to the user 
possible semantic interpretations of his or her query, and speculatively 
executes the most likely of these interpretations.
 
As a proof of concept, we applied ESTER to the English Wikipedia, which 
contains about 3 million documents, combined with the recent YAGO ontology, 
which contains about 2.5 million facts. For a variety of complex queries, ESTER 
achieves worst-case query processing times of a fraction of a second, on a 
single machine, with an index size of about 4 GB.


BibTeX
@inproceedings{bastsigir2007,
TITLE = {{ESTER}: efficient search on Text, Entities, and Relations},
AUTHOR = {Bast, Holger and Chitea, Alexandru and Suchanek, Fabian M. and Weber, Ingmar},
LANGUAGE = {eng},
ISBN = {978-1-59593-597-7},
DOI = {10.1145/1277741.1277856},
LOCALID = {Local-ID: C12573CC004A8E26-159464233A30C0C3C12573B0004F57A5-bast@sigir2007},
PUBLISHER = {ACM},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {We present ESTER, a modular and highly efficient system for combined full-text and ontology search. ESTER builds on a query engine that supports two basic operations: prefix search and join. Both of these can be implemented very efficiently with a compact index, yet in combination provide powerful querying capabilities. We show how ESTER can answer basic SPARQL graph-pattern queries on the ontology by reducing them to a small number of these two basic operations. ESTER further supports a natural blend of such semantic queries with ordinary full-text queries. Moreover, the prefix search operation allows for a fully interactive and proactive user interface, which after every keystroke suggests to the user possible semantic interpretations of his or her query, and speculatively executes the most likely of these interpretations. As a proof of concept, we applied ESTER to the English Wikipedia, which contains about 3 million documents, combined with the recent YAGO ontology, which contains about 2.5 million facts. For a variety of complex queries, ESTER achieves worst-case query processing times of a fraction of a second, on a single machine, with an index size of about 4 GB.},
BOOKTITLE = {SIGIR'07 : 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval},
EDITOR = {Clarke, Charlie and Fuhr, Norbert and Kando, Noriko and Kraaij, Wessel and de Vries, Arjen P.},
PAGES = {671--678},
}

Endnote
%0 Conference Proceedings
%A Bast, Holger
%A Chitea, Alexandru
%A Suchanek, Fabian M.
%A Weber, Ingmar
%+ Algorithms and Complexity, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Algorithms and Complexity, MPI for Informatics, Max Planck Society
%T ESTER: efficient search on Text, Entities, and Relations : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1F17-3
%F EDOC: 356475
%R 10.1145/1277741.1277856
%F OTHER: Local-ID: C12573CC004A8E26-159464233A30C0C3C12573B0004F57A5-bast@sigir2007
%D 2007
%B Untitled Event
%Z date of event: 2007-07-23 - 2007-07-27
%C Amsterdam, The Netherlands
%X We present ESTER, a modular and highly efficient system for combined full-text 
and ontology search. ESTER builds on a query engine that supports two basic 
operations: prefix search and join. Both of these can be implemented very 
efficiently with a compact index, yet in combination provide powerful querying 
capabilities.  

We show how ESTER can answer basic SPARQL graph-pattern queries on the ontology 
by reducing them to a small number of these two basic operations. ESTER further 
supports a natural blend of such semantic queries with ordinary full-text 
queries. Moreover, the prefix search operation allows for a fully interactive 
and proactive user interface, which after every keystroke suggests to the user 
possible semantic interpretations of his or her query, and speculatively 
executes the most likely of these interpretations.

As a proof of concept, we applied ESTER to the English Wikipedia, which 
contains about 3 million documents, combined with the recent YAGO ontology, 
which contains about 2.5 million facts. For a variety of complex queries, ESTER 
achieves worst-case query processing times of a fraction of a second, on a 
single machine, with an index size of about 4 GB.
%B SIGIR'07 : 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval
%E Clarke, Charlie; Fuhr, Norbert; Kando, Noriko; Kraaij, Wessel; de Vries, Arjen P.
%P 671 - 678
%I ACM
%@ 978-1-59593-597-7




	DOI
	PuRe
	BibTeX

	


        1273
    
                Thesis
            
D5IMPR-CS


        M. Bender
    

        “Advanced Methods for Query Routing in Peer-to-Peer Information Retrieval,” Universität des Saarlandes, Saarbrücken, 2007.
    
moreAbstract
One of the most challenging problems in peer-to-peer networks is \textit{query 
routing}: effectively and efficiently
identifying peers that can return high-quality local results for a given query. 
Existing methods from the areas of
distributed information retrieval and metasearch engines do not adequately 
address the peculiarities
of a peer-to-peer network.

The main contributions of this thesis are as follows:

\begin{enumerate}
\item{Methods for query routing that take into account the mutual overlap of 
different peers' collections,}
\item{Methods for query routing that take into account the correlations between 
multiple terms,}
\item{Comparative evaluation of different query routing methods.}
\end{enumerate}

Our experiments confirm the superiority of our novel query routing methods over 
the prior state-of-the-art,
in particular in the context of peer-to-peer Web search.
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        “A Comparative Study of Pub/Sub Methods in Structured P2P Networks,” in Databases, Information Systems, and Peer-to-Peer Computing : International Workshops, DBISP2P 2005/2006, 2007.
    
moreAbstract
Methods for publish/subscribe applications over P2P networks have been a 
research issue for a long time. Many approaches have been developed and 
evaluated, but typically each based on different assumptions, which makes their 
mutual comparison very difficult if not impossible. We identify two design 
patterns that can be used to implement publish/subscribe applications over 
structured P2P networks and provide an analytical analysis of their complexity. 
Based on a characterization of different real-world usage scenarios we present 
evidence as to which approach is preferable for certain application classes. 
Finally, we present simulation results that support our analysis.
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moreAbstract
We consider the network structure and query processing capabilities of social 
communities like bookmarks and photo sharing communities such as del.icio.us or 
flickr. A common feature of all these networks is that the content is generated 
by the users and that users create social links with other users. The evolving 
network naturally resembles a peer-to-peer system, where the peers correspond 
to users. We consider the problem of query routing in such a peer-to-peer 
setting where peers are collaborating to form a distributed search engine. We 
have identified three query routing paradigms: semantic routing based on 
query-to-content similarities, social routing based on friendship links within 
the community, and spiritual routing based on user-to-user similarities such as 
shared interests or similar behavior. We discuss how these techniques can be 
integrated into an existing peer-to-peer search engine and present a 
performance study on search-result quality using real-world data obtained from 
the social bookmark community del.icio.us.


BibTeX
@article{BenderCKMPW07,
TITLE = {Peer-to-Peer Information Search: Semantic, Social, or Spiritual?},
AUTHOR = {Bender, Matthias and Crecelius, Tom and Kacimi, Mouna and Michel, Sebastian and Parreira, Josiane Xavier and Weikum, Gerhard},
LANGUAGE = {eng},
LOCALID = {Local-ID: C12573CC004A8E26-0F47968A7B6B6876C1257310004AD0EE-BenderCKMPW07},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {We consider the network structure and query processing capabilities of social communities like bookmarks and photo sharing communities such as del.icio.us or flickr. A common feature of all these networks is that the content is generated by the users and that users create social links with other users. The evolving network naturally resembles a peer-to-peer system, where the peers correspond to users. We consider the problem of query routing in such a peer-to-peer setting where peers are collaborating to form a distributed search engine. We have identified three query routing paradigms: semantic routing based on query-to-content similarities, social routing based on friendship links within the community, and spiritual routing based on user-to-user similarities such as shared interests or similar behavior. We discuss how these techniques can be integrated into an existing peer-to-peer search engine and present a performance study on search-result quality using real-world data obtained from the social bookmark community del.icio.us.},
JOURNAL = {Bulletin of the Technical Committee on Data Engineering},
VOLUME = {30},
NUMBER = {2},
PAGES = {51--60},
}

Endnote
%0 Journal Article
%A Bender, Matthias
%A Crecelius, Tom
%A Kacimi, Mouna
%A Michel, Sebastian
%A Parreira, Josiane Xavier
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Peer-to-Peer Information Search: Semantic, Social, or Spiritual? : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-204A-A
%F EDOC: 356494
%F OTHER: Local-ID: C12573CC004A8E26-0F47968A7B6B6876C1257310004AD0EE-BenderCKMPW07
%D 2007
%* Review method: peer-reviewed
%X We consider the network structure and query processing capabilities of social 
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flickr. A common feature of all these networks is that the content is generated 
by the users and that users create social links with other users. The evolving 
network naturally resembles a peer-to-peer system, where the peers correspond 
to users. We consider the problem of query routing in such a peer-to-peer 
setting where peers are collaborating to form a distributed search engine. We 
have identified three query routing paradigms: semantic routing based on 
query-to-content similarities, social routing based on friendship links within 
the community, and spiritual routing based on user-to-user similarities such as 
shared interests or similar behavior. We discuss how these techniques can be 
integrated into an existing peer-to-peer search engine and present a 
performance study on search-result quality using real-world data obtained from 
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        “P2P Web Search: Make It Light, Make It Fly (Demo),” in Third Biennial Conference on Innovative Data Systems Research (CIDR 2007), Asilomar, CA, USA, 2007.
    
moreAbstract
We propose a live demonstration of MinervaLight, a {P2P}
Web search engine. MinervaLight combines the (previously
separate) focused crawler {BINGO!} (to harvest Web data),
the local search engine Top{X}, and our {P2P} Web search
system {MINERVA} under one common user interface. The
crawler unattendedly downloads and indexesWeb data, where
the scope of the focused crawl can be tailored to the thematic
interest profile of the user. The result of this process is a local
search index, which is used by Top{X} to evaluate keyword
queries.
In the background, MinervaLight continuously computes
compact statistical synopses that describe a user's local search
index and publishes that information to a conceptually global,
but physically fully decentralized directory. MinervaLight
offers a search interface where users can submit queries to
{MINERVA}. Sophisticated query routing strategies are used
to identify the most promising peers for each query based
on the statistical synopses in the directory. The query is
forwarded to those judiciously chosen peers and evaluated
based on their local indexes. These results are sent back
to the query initiator and merged into a single result list.
We give a live demonstration of the fully functional system
and invite all visitors to join the demo with their personal
notebook PCs.
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        “Design Alternatives for Large-Scale Web Search: Alexander was Great, Aeneas a Pioneer, and Anakin has the Force,” in LSDS-IR : 1st Workshop on Large-Scale Distributed, 2007.
    
moreAbstract
Indexing the Web and meeting the throughput, response-time, and 
failure-resilience requirements of a search engine
requires massive storage and computational resources and a careful system 
design for scalability.
This is exemplified by the big data centers of the leading commercial search 
engines.
Various proposals and debates have appeared in the literature as to whether Web 
indexes can be implemented
in a fully distributed or even peer-to-peer manner without impeding 
scalability, and different partitioning
strategies have been worked out.
In this paper, we resume this ongoing discussion by analyzing the design space 
for distributed Web indexing,
considering the influence of partitioning strategies as well as different 
storage technologies including Flash-RAM.
We outline and discuss the pros and cons of three fundamental alternatives, and 
characterize their total costs
for meeting all performance and availability requirements.
We give arguments in favor
of a system design based on term partitioning over a DHT-based peer-to-peer 
network with modern top-k
query processing and a judiciously designed combination of disk and Flash-RAM 
storage, and we show that
this design has intriguing properties and a very attractive cost/performance 
ratio.
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moreAbstract
Page\-Rank is the best known technique for link-based importance
  ranking. The computed importance scores, however, are not directly
  comparable across different snapshots of an evolving graph. We
  present an efficiently computable normalization for Page\-Rank
  scores that makes them comparable across graphs.  Furthermore, we
  show that the normalized Page\-Rank scores are robust to non-local
  changes in the graph, unlike the standard Page\-Rank measure.
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moreAbstract
The availability of versioned text collections such as the Internet
  Archive opens up opportunities for time-aware exploration of their
  contents. In this paper, we propose \emph{time-travel retrieval and
    ranking} that extends traditional keyword queries with a temporal
  context in which the query should be evaluated. More precisely, the
  query is evaluated over all states of the collection that existed
  during the temporal context.
 
  In order to support these queries, we make key contributions in (i)
  defining extensions to well-known relevance models that take into
  account the temporal context of the query and the version history of
  documents, (ii) designing an \emph{immortal index} over the full
  versioned text collection that avoids a blowup in index size, and
  (iii) making the popular {NRA} algorithm for top-$k$ query processing
  aware of the temporal context. We present preliminary experimental
  analysis over the English Wikipedia revision history showing that
  the proposed techniques are both effective and efficient.
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moreAbstract
Text search over temporally versioned document collections such as web archives 
has received little attention as a research problem. As a consequence, there is 
no scalable and principled solution to search such a collection as of a 
specified time. In this work, we address this shortcoming and propose an 
efficient solution for time-travel text search by extending the inverted file 
index to make it ready for temporal search. We introduce approximate temporal 
coalescing as a tunable method to reduce the index size without significantly 
affecting the quality of results. In order to further improve the performance 
of time-travel queries, we introduce two principled techniques to trade off 
index size for its performance. These techniques can be formulated as 
optimization problems that can be solved to near-optimality. Finally, our 
approach is evaluated in a comprehensive series of experiments on two 
large-scale real-world datasets. Results unequivocally show that our methods 
make it possible to build an efficient "time machine" scalable to large 
versioned text collections.


BibTeX
@inproceedings{BerberichBNW2007az,
TITLE = {A Time Machine for Text Search},
AUTHOR = {Berberich, Klaus and Bedathur, Srikanta and Neumann, Thomas and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-59593-597-7},
DOI = {10.1145/1277741.1277831},
LOCALID = {Local-ID: C12573CC004A8E26-A6B6F424AE7674F9C12572B90021A0B8-BerberichBNW2007az},
PUBLISHER = {ACM},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {Text search over temporally versioned document collections such as web archives has received little attention as a research problem. As a consequence, there is no scalable and principled solution to search such a collection as of a specified time. In this work, we address this shortcoming and propose an efficient solution for time-travel text search by extending the inverted file index to make it ready for temporal search. We introduce approximate temporal coalescing as a tunable method to reduce the index size without significantly affecting the quality of results. In order to further improve the performance of time-travel queries, we introduce two principled techniques to trade off index size for its performance. These techniques can be formulated as optimization problems that can be solved to near-optimality. Finally, our approach is evaluated in a comprehensive series of experiments on two large-scale real-world datasets. Results unequivocally show that our methods make it possible to build an efficient "time machine" scalable to large versioned text collections.},
BOOKTITLE = {SIGIR'07 : 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval},
EDITOR = {Clarke, Charlie and Fuhr, Norbert and Kando, Noriko and Kraaij, Wessel and de Vries, Arjen P.},
PAGES = {519--526},
ADDRESS = {Amsterdam, Netherlands},
}

Endnote
%0 Conference Proceedings
%A Berberich, Klaus
%A Bedathur, Srikanta
%A Neumann, Thomas
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T A Time Machine for Text Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1E4C-8
%F EDOC: 356467
%R 10.1145/1277741.1277831
%F OTHER: Local-ID: C12573CC004A8E26-A6B6F424AE7674F9C12572B90021A0B8-BerberichBNW2007az
%D 2007
%B SIGIR 2007
%Z date of event: 2007-07-23 - 2007-07-27
%C Amsterdam, Netherlands
%X Text search over temporally versioned document collections such as web archives 
has received little attention as a research problem. As a consequence, there is 
no scalable and principled solution to search such a collection as of a 
specified time. In this work, we address this shortcoming and propose an 
efficient solution for time-travel text search by extending the inverted file 
index to make it ready for temporal search. We introduce approximate temporal 
coalescing as a tunable method to reduce the index size without significantly 
affecting the quality of results. In order to further improve the performance 
of time-travel queries, we introduce two principled techniques to trade off 
index size for its performance. These techniques can be formulated as 
optimization problems that can be solved to near-optimality. Finally, our 
approach is evaluated in a comprehensive series of experiments on two 
large-scale real-world datasets. Results unequivocally show that our methods 
make it possible to build an efficient "time machine" scalable to large 
versioned text collections.
%B SIGIR'07 : 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval
%E Clarke, Charlie; Fuhr, Norbert; Kando, Noriko; Kraaij, Wessel; de Vries, Arjen P.
%P 519 - 526
%I ACM
%@ 978-1-59593-597-7




	DOI
	PuRe
	BibTeX

	


        1284
    
                Conference paper
            
D5


        K. Berberich, S. Bedathur, T. Neumann, and G. Weikum
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moreAbstract
An increasing number of temporally versioned text collections
is available today with {W}eb archives being a prime example.
Search on such collections, however, is often not satisfactory
and ignores their temporal dimension completely.
Time-travel text search solves this problem by evaluating a
keyword query on the state of the text collection as of a userspecified
time point. This work demonstrates our approach
to efficient time-travel text search and its implementation in
the {F}lux{C}apacitor prototype.


BibTeX
@inproceedings{BerberichBNW2007,
TITLE = {{FluxCapacitor}: Efficient Time-Travel Text Search},
AUTHOR = {Berberich, Klaus and Bedathur, Srikanta and Neumann, Thomas and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {978-1-59593-649-3},
LOCALID = {Local-ID: C12573CC004A8E26-ECF5584D9C1F434DC125730000443139-BerberichBNW2007},
PUBLISHER = {ACM},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {An increasing number of temporally versioned text collections is available today with {W}eb archives being a prime example. Search on such collections, however, is often not satisfactory and ignores their temporal dimension completely. Time-travel text search solves this problem by evaluating a keyword query on the state of the text collection as of a userspecified time point. This work demonstrates our approach to efficient time-travel text search and its implementation in the {F}lux{C}apacitor prototype.},
BOOKTITLE = {33rd International Conference on Very Large Data Bases (VLDB 2007)},
EDITOR = {Koch, Christoph and Gehrke, Johannes and Garofalakis, Minos and Srivastava, Divesh and Aberer, Karl and Deshpande, Anand and Florescu, Dana and Chan, Chee-Yong and Venkatesh Ganti, Venkatesh and Kanne, Carl-Christian and Klas, Wolfgang and Neuhold, Erich J.},
PAGES = {1414--1417},
}

Endnote
%0 Conference Proceedings
%A Berberich, Klaus
%A Bedathur, Srikanta
%A Neumann, Thomas
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T FluxCapacitor: Efficient Time-Travel Text Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1F48-8
%F EDOC: 356497
%F OTHER: Local-ID: C12573CC004A8E26-ECF5584D9C1F434DC125730000443139-BerberichBNW2007
%D 2007
%B Untitled Event
%Z date of event: 2007-06-20 - 2007-06-20
%C Vienna, Austria
%X An increasing number of temporally versioned text collections
is available today with {W}eb archives being a prime example.
Search on such collections, however, is often not satisfactory
and ignores their temporal dimension completely.
Time-travel text search solves this problem by evaluating a
keyword query on the state of the text collection as of a userspecified
time point. This work demonstrates our approach
to efficient time-travel text search and its implementation in
the {F}lux{C}apacitor prototype.
%B 33rd International Conference on Very Large Data Bases (VLDB 2007)
%E Koch, Christoph; Gehrke, Johannes; Garofalakis, Minos; Srivastava, Divesh; Aberer, Karl; Deshpande, Anand; Florescu, Dana; Chan, Chee-Yong; Venkatesh Ganti, Venkatesh; Kanne, Carl-Christian; Klas, Wolfgang; Neuhold, Erich J.
%P 1414 - 1417
%I ACM
%@ 978-1-59593-649-3




	PuRe
	BibTeX

	


        1285
    
                Conference paper
            
D5


        K. Berberich, S. Bedathur, and G. Weikum
    

        “A Pocket Guide to Web History,” in String Processing and Information Retrieval : 14th International Symposium, SPIRE 2007, 2007.
    
moreAbstract
Web archives like the {I}nternet {A}rchive preserve the evolutionary history of 
large portions of the {W}eb. Access to them, however, is still via rather 
limited interfaces – a search functionality is often missing or ignores the 
time axis. Time-travel search alleviates this shortcoming by enriching keyword 
queries with a time-context of interest. In order to be effective, time-travel 
queries require historical {P}age{R}ank scores. In this paper, we address this 
requirement and propose rank synopses as a novel structure to compactly 
represent and reconstruct historical {P}age{R}ank scores. Rank synopses can 
reconstruct the {P}age{R}ank score of a web page as of any point during its 
lifetime, even in the absence of a snapshot of the {W}eb as of that time. We 
further devise a normalization scheme for {P}age{R}ank scores to make them 
comparable across different graphs. Through a comprehensive evaluation over 
different datasets, we demonstrate the accuracy and space-economy of the 
proposed methods.
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moreAbstract
This paper describes the setup and results of the Max-Planck-Institut f{\"u}r 
Informatik's contributions for the INEX 2007 AdHoc Track task. The runs were 
produced with TopX, a search engine for ranked retrieval of
XML data that supports a probabilistic scoring model for
full-text content conditions and tag-term combinations, path
conditions as exact or relaxable constraints,
and ontology-based relaxation of terms and tag names.


BibTeX
@inproceedings{BroschartSTW07,
TITLE = {{TopX} @ {INEX} 2007},
AUTHOR = {Broschart, Andreas and Schenkel, Ralf and Theobald, Martin and Weikum, Gerhard},
LANGUAGE = {eng},
LOCALID = {Local-ID: C12573CC004A8E26-B5303D7FC1D48C15C12573A70037C88B-BroschartSTW07},
PUBLISHER = {University Duisburg/Essen},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {This paper describes the setup and results of the Max-Planck-Institut f{\"u}r Informatik's contributions for the INEX 2007 AdHoc Track task. The runs were produced with TopX, a search engine for ranked retrieval of XML data that supports a probabilistic scoring model for full-text content conditions and tag-term combinations, path conditions as exact or relaxable constraints, and ontology-based relaxation of terms and tag names.},
BOOKTITLE = {Preproceedings of INEX 2007},
EDITOR = {Fuhr, Norbert and Lalmas, Mounia and Trotman, Andrew},
PAGES = {87--93},
ADDRESS = {Schlo{\ss} Dagstuhl, Germany},
}

Endnote
%0 Conference Proceedings
%A Broschart, Andreas
%A Schenkel, Ralf
%A Theobald, Martin
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T TopX @ INEX 2007 : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2118-3
%F EDOC: 356436
%F OTHER: Local-ID: C12573CC004A8E26-B5303D7FC1D48C15C12573A70037C88B-BroschartSTW07
%D 2007
%B INEX 2007
%Z date of event: 2007-12-17 - 2007-12-19
%C Schlo&#223; Dagstuhl, Germany
%X This paper describes the setup and results of the Max-Planck-Institut f{\"u}r 
Informatik's contributions for the INEX 2007 AdHoc Track task. The runs were 
produced with TopX, a search engine for ranked retrieval of
XML data that supports a probabilistic scoring model for
full-text content conditions and tag-term combinations, path
conditions as exact or relaxable constraints,
and ontology-based relaxation of terms and tag names.
%B Preproceedings of INEX 2007
%E Fuhr, Norbert; Lalmas, Mounia; Trotman, Andrew
%P 87 - 93
%I University Duisburg/Essen




	PuRe
	BibTeX

	


        1287
    
                Conference paper
            
D5IMPR-CS


        A. Broschart
    

        “Efficient Integration of Proximity for Text, Semistructured and Graph Retrieval,” in SIGIR’07 : 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval, 2007.
    
moreBibTeX
@inproceedings{Broschart2007,
TITLE = {Efficient Integration of Proximity for Text, Semistructured and Graph Retrieval},
AUTHOR = {Broschart, Andreas},
LANGUAGE = {eng},
DOI = {10.1145/1277741.1277986},
LOCALID = {Local-ID: C12573CC004A8E26-458A8018B440E3EBC12572BB00326819-Broschart2007},
PUBLISHER = {ACM},
YEAR = {2007},
DATE = {2007},
BOOKTITLE = {SIGIR'07 : 30th Annual International ACM SIGIR Conference on Research and Development in Information Retrieval},
EDITOR = {Clarke, Charlie and Fuhr, Norbert and Kando, Noriko and Kraaij, Wessel and de Vries, Arjen P.},
PAGES = {917--917},
}

Endnote
%0 Conference Proceedings
%A Broschart, Andreas
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
%T Efficient Integration of Proximity for Text, Semistructured and Graph Retrieval : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1EF9-F
%F EDOC: 356466
%R 10.1145/1277741.1277986
%F OTHER: Local-ID: C12573CC004A8E26-458A8018B440E3EBC12572BB00326819-Broschart2007
%I ACM
%D 2007
%B Untitled Event
%Z date of event: 2007-07-23 - 2007-07-23
%C Amsterdam, The Netherlands
%B SIGIR'07 : 30th Annual International ACM SIGIR Conference
on Research and Development in Information Retrieval
%E Clarke, Charlie; Fuhr, Norbert; Kando, Noriko; Kraaij, Wessel; de Vries, Arjen P.
%P 917 - 917
%I ACM




	DOI
	PuRe
	BibTeX

	


        1288
    
                Book chapter / section
            
D5


        S. Chernov, P. Serdyukov, M. Bender, S. Michel, G. Weikum, and C. Zimmer
    

        “Database Selection and Result Merging in P2P Web Search,” in Dynamics of Search Engines: An Introduction, Hyderabad, India: The Icfai University Press, 2007.
    
moreBibTeX
@incollection{icfai07,
TITLE = {Database Selection and Result Merging in {P2P} Web Search},
AUTHOR = {Chernov, Sergey and Serdyukov, Pavel and Bender, Matthias and Michel, Sebastian and Weikum, Gerhard and Zimmer, Christian},
LANGUAGE = {eng},
ISBN = {81-314-0679-2},
LOCALID = {Local-ID: C12573CC004A8E26-9C1D9DA246B54ACAC125730100337BD9-icfai07},
PUBLISHER = {The Icfai University Press},
ADDRESS = {Hyderabad, India},
YEAR = {2007},
DATE = {2007},
BOOKTITLE = {Dynamics of Search Engines: An Introduction},
EDITOR = {Bandamutha, Ravi Kumar Jain},
PAGES = {56--71},
}

Endnote
%0 Book Section
%A Chernov, Sergey
%A Serdyukov, Pavel
%A Bender, Matthias
%A Michel, Sebastian
%A Weikum, Gerhard
%A Zimmer, Christian
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Database Selection and Result Merging in P2P Web Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1ECB-8
%F EDOC: 356464
%F OTHER: Local-ID: C12573CC004A8E26-9C1D9DA246B54ACAC125730100337BD9-icfai07
%I The Icfai University Press
%C Hyderabad, India
%D 2007
%B Dynamics of Search Engines: An Introduction
%E Bandamutha, Ravi Kumar Jain
%P 56 - 71
%I The Icfai University Press
%C Hyderabad, India
%@ 81-314-0679-2




	PuRe
	BibTeX

	


        1289
    
                Conference paper
            
D5


        S. Chernov, P. Serdyukov, M. Bender, S. Michel, G. Weikum, and C. Zimmer
    

        “Database Selection and Result Merging in P2P Web Search,” in Databases, Information Systems, and Peer-to-Peer Computing : International Workshops, DBISP2P 2005/2006, 2007.
    
moreAbstract
Intelligent Web search engines are extremely popular now. Currently, only the 
commercial centralized search engines like Google can process terabytes of Web 
data. Alternative search engines fulfilling collaborative Web search on a 
voluntary basis are usually based on a blooming Peer-to-Peer (P2P) technology. 
In this paper, we investigate the effectiveness of different database selection 
and result merging methods in the scope of P2P Web search engine Minerva. We 
adapt existing measures for database selection and results merging, all 
directly derived from popular document ranking measures, to address the 
specific issues of P2P Web search. We propose the general approach to both 
tasks based on the combination of pseudo-relevance feedback methods. From 
experiments with TREC Web data, we observe that the pseudo-relevance feedback 
information from the topically organized collections improves retrieval 
quality.
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moreAbstract
In this paper, we investigate strategies for automatically classifying
documents in different languages thematically, geographically or
according to other criteria. A novel linguistically motivated text 
representation scheme is presented that can be used with machine learning
algorithms in order to learn classifications from pre-classified examples
and then automatically classify documents that might be provided in
entirely different languages. Our approach makes use of ontologies and
lexical resources but goes beyond a simple mapping from terms to concepts
by fully exploiting the external knowledge manifested in such resources
and mapping to entire regions of concepts. For this, a graph
traversal algorithm is used to explore related concepts that might be relevant.
Extensive testing has shown that our methods lead to significant
improvements compared to existing approaches.


BibTeX
@inproceedings{deMeloS07,
TITLE = {Multilingual Text Classification using Ontologies},
AUTHOR = {de Melo, Gerard and Siersdorfer, Stefan},
LANGUAGE = {eng},
ISBN = {978-3-540-71494-1},
DOI = {10.1007/978-3-540-71496-5_49},
LOCALID = {Local-ID: C12573CC004A8E26-79C129F991777549C125728F00316DA9-deMeloS07},
PUBLISHER = {Springer},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {In this paper, we investigate strategies for automatically classifying documents in different languages thematically, geographically or according to other criteria. A novel linguistically motivated text representation scheme is presented that can be used with machine learning algorithms in order to learn classifications from pre-classified examples and then automatically classify documents that might be provided in entirely different languages. Our approach makes use of ontologies and lexical resources but goes beyond a simple mapping from terms to concepts by fully exploiting the external knowledge manifested in such resources and mapping to entire regions of concepts. For this, a graph traversal algorithm is used to explore related concepts that might be relevant. Extensive testing has shown that our methods lead to significant improvements compared to existing approaches.},
BOOKTITLE = {Advances in Information Retrieval : 29th European Conference on IR Research, ECIR 2007},
EDITOR = {Amati, Gianni and Carpineto, Claudio and Romano, Giovanni},
PAGES = {541--548},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {4425},
}

Endnote
%0 Conference Proceedings
%A de Melo, Gerard
%A Siersdorfer, Stefan
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Multilingual Text Classification using Ontologies : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1FF1-8
%F EDOC: 356478
%R 10.1007/978-3-540-71496-5_49
%F OTHER: Local-ID: C12573CC004A8E26-79C129F991777549C125728F00316DA9-deMeloS07
%D 2007
%B Untitled Event
%Z date of event: 2007-04-02 - 2007-04-05
%C Rome, Italy
%X In this paper, we investigate strategies for automatically classifying
documents in different languages thematically, geographically or
according to other criteria. A novel linguistically motivated text 
representation scheme is presented that can be used with machine learning
algorithms in order to learn classifications from pre-classified examples
and then automatically classify documents that might be provided in
entirely different languages. Our approach makes use of ontologies and
lexical resources but goes beyond a simple mapping from terms to concepts
by fully exploiting the external knowledge manifested in such resources
and mapping to entire regions of concepts. For this, a graph
traversal algorithm is used to explore related concepts that might be relevant.
Extensive testing has shown that our methods lead to significant
improvements compared to existing approaches.
%B Advances in Information Retrieval : 29th European Conference on IR Research, ECIR 2007
%E Amati, Gianni; Carpineto, Claudio; Romano, Giovanni
%P 541 - 548
%I Springer
%@ 978-3-540-71494-1
%B Lecture Notes in Computer Science
%N 4425




	DOI
	PuRe
	BibTeX

	


        1291
    
                Conference paper
            
D5


        G. de Melo and G. Weikum
    

        “On the Utility of Automatically Generated Wordnets,” in Fourth Global WordNet Conference (GWC 2008), Szeged, Hungary, 2007.
    
moreAbstract
Lexical resources modelled after the original Princeton WordNet are being 
compiled for a considerable number of languages, however most have yet to reach 
a comparable level of coverage. In this paper, we show that automatically built 
wordnets, created from an existing wordnet in conjunction with translation 
dictionaries, are a suitable alternative for many applications, despite the 
errors introduced by the automatic building procedure. Apart from analysing the 
resources directly, we
conducted tests on semantic relatedness assessment and cross-lingual text 
classification with very promising results.
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moreAbstract
When reading on a new topic researchers need to get a quick overview about a 
research area. Especially when reading a publication in an unfamiliar area, the 
reader is interested in how this publication is embedded in the web of science. 
The goal is to give the reader an overview of the evolution of ideas leading to 
the examined publication. We want to analyze this evolution by inferring and 
visualizing the strength of topical similarity between linked publications in 
the neighborhood of the initially examined work.
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moreAbstract
Abstract Publication repositories contain an abundance of information about the 
evolution of scientific research areas. We address the problem of creating a 
visualization of a research area that describes the flow of topics between 
papers, quantifies the impact that papers have on each other, and helps to 
identify key contributions. To this end, we devise a probabilistic topic model 
that explains the generation of documents; the model incorporates the aspects 
of topical innovation and topical inheritance via citations. We evaluate the 
model's ability to predict the strength of influence of citations against 
manually rated citations.
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moreAbstract
In this paper we present a client-side approach towards per-
sonalization of web search which adapts the means of per-
sonalization to the user need in place. We differentiate three
different search goals: re-ﬁnding known information, ﬁnding
out about topics of user interest, and satisfying an ad-hoc
information need. Our approach carefully balances these
search modes, which is endorsed by preliminary results of a
small-scale user study.
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moreAbstract
An often stated problem in the state-of-the-art web search is its lack of user 
adaptation, as all users are presented with the same search results for a given 
query string. A user submitting an ambiguous query such as ”java” with a strong 
interest in traveling might appreciate finding pages related to the 
Indonesian island Java. However, if the same user searched for programming 
tutorials a few minutes ago, the situation would be completely different, and 
call for programming-related results. Furthermore suppose our sample user 
searches for ”java hashmap”. Again imposing her interest into traveling might 
this time have the contrary effect and even harm the result quality. Thus the 
effectiveness of a personalization of web search shows high variance in 
performance depending on the query, the user and the search context. To this 
end, carefully choosing the right personalization strategy in a 
contextsensitive manner is critical for an improvement of search results.
 
In this thesis, we present a general framework that dynamically adapts the 
query-result ranking to the different information needs in order to improve the 
search experience for the individual user. We distinguish three different 
search goals, namely whether the user re-searches known information, delves
deeper into a topic she is generally interested in, or satisfies an ad-hoc 
information need. We take an implicit relevance feedback approach that makes 
use of the user’s web interactions, however, vary what constitutes the examples 
of relevant and irrelevant information according to the user’s search mode. We 
show that incorporating user behavior data can significantly improve the 
ordering of top results in a real web search setting.
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Indonesian island Java. However, if the same user searched for programming 
tutorials a few minutes ago, the situation would be completely different, and 
call for programming-related results. Furthermore suppose our sample user 
searches for &#8221;java hashmap&#8221;. Again imposing her interest into traveling might 
this time have the contrary effect and even harm the result quality. Thus the 
effectiveness of a personalization of web search shows high variance in 
performance depending on the query, the user and the search context. To this 
end, carefully choosing the right personalization strategy in a 
contextsensitive manner is critical for an improvement of search results.

In this thesis, we present a general framework that dynamically adapts the 
query-result ranking to the different information needs in order to improve the 
search experience for the individual user. We distinguish three different 
search goals, namely whether the user re-searches known information, delves
deeper into a topic she is generally interested in, or satisfies an ad-hoc 
information need. We take an implicit relevance feedback approach that makes 
use of the user&#8217;s web interactions, however, vary what constitutes the examples 
of relevant and irrelevant information according to the user&#8217;s search mode. We 
show that incorporating user behavior data can significantly improve the 
ordering of top results in a real web search setting.
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moreAbstract
We present an access method for set-valued attributes that is based on a 
multi-level extendible hashing scheme. This scheme avoids exponential directory 
growth for skewed data and thus generates a much smaller number of subqueries 
for query sets (so far fast-growing directories have prohibited hash-based 
index structures for set-valued retrieval). We demonstrate the advantages of 
our scheme over regular extendible hashing both analytically and 
experimentally. We also implemented a prototype and briefly summarize the 
results of our experimental evaluation.
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moreAbstract
In recent years there has been a great deal of interest in
developing effective techniques for ad-hoc search and retrieval
in structured repositories such as relational databases
- e.g., searching online databases of homes, used
cars, and electronic goods. In many of these applications,
the user often experiences ''information overload'', which
occurs when the system responds to an under-specified user
query by returning an overwhelming number of tuples, each
displayed with a huge number of features (or attributes). We
have developed a search and retrieval system that tackles
this information overload problem from two angles. First,
we show how to automatically rank and display the top-n
most relevant tuples. Second, our system offers techniques
for ordering the attributes of the returned tuples in decreasing
order of ''usefulness'' and selects only a few of the most
useful attributes to display.


BibTeX
@inproceedings{KapoorDHSW07,
TITLE = {{}: A System for Tuple and Attribute Ranking of Query Answers},
AUTHOR = {Kapoor, Nishant and Das, Gautam and Hristidis, Vagelis and Sudarshan, S. and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {1-4244-0803-2},
DOI = {10.1109/ICDE.2007.369044},
LOCALID = {Local-ID: C12573CC004A8E26-9DB18CE90E9A5DD5C125728800482261-KapoorDHSW07},
PUBLISHER = {IEEE Computer Society},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {In recent years there has been a great deal of interest in developing effective techniques for ad-hoc search and retrieval in structured repositories such as relational databases - e.g., searching online databases of homes, used cars, and electronic goods. In many of these applications, the user often experiences ''information overload'', which occurs when the system responds to an under-specified user query by returning an overwhelming number of tuples, each displayed with a huge number of features (or attributes). We have developed a search and retrieval system that tackles this information overload problem from two angles. First, we show how to automatically rank and display the top-n most relevant tuples. Second, our system offers techniques for ordering the attributes of the returned tuples in decreasing order of ''usefulness'' and selects only a few of the most useful attributes to display.},
BOOKTITLE = {ICDE 2007},
PAGES = {1483--1484},
ADDRESS = {Istanbul, Turkey},
}

Endnote
%0 Conference Proceedings
%A Kapoor, Nishant
%A Das, Gautam
%A Hristidis, Vagelis
%A Sudarshan, S.
%A Weikum, Gerhard
%+ External Organizations
Algorithms and Complexity, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T STAR: A System for Tuple and Attribute Ranking of Query Answers (demo) : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-20C9-E
%F EDOC: 356481
%R 10.1109/ICDE.2007.369044
%F OTHER: Local-ID: C12573CC004A8E26-9DB18CE90E9A5DD5C125728800482261-KapoorDHSW07
%D 2007
%B 23rd International Conference on Data Engineering
%Z date of event: 2007-04-15 - 2007-04-20
%C Istanbul, Turkey
%X In recent years there has been a great deal of interest in
developing effective techniques for ad-hoc search and retrieval
in structured repositories such as relational databases
- e.g., searching online databases of homes, used
cars, and electronic goods. In many of these applications,
the user often experiences ''information overload'', which
occurs when the system responds to an under-specified user
query by returning an overwhelming number of tuples, each
displayed with a huge number of features (or attributes). We
have developed a search and retrieval system that tackles
this information overload problem from two angles. First,
we show how to automatically rank and display the top-n
most relevant tuples. Second, our system offers techniques
for ordering the attributes of the returned tuples in decreasing
order of ''usefulness'' and selects only a few of the most
useful attributes to display.
%B ICDE 2007
%P 1483 - 1484
%I IEEE Computer Society
%@ 1-4244-0803-2




	DOI
	PuRe
	BibTeX

	


        1302
    
                Conference poster
            
D5


        G. Kasneci, F. Suchanek, M. Ramanath, and G. Weikum
    

        “How NAGA Uncoils: Searching with Entities and Relations,” 16th International World Wide Web Conference (WWW 2007). ACM Press, New York, NY, 2007.
    
moreAbstract
Current keyword-oriented search engines for theWorld Wide
Web do not allow specifying the semantics of queries. We
address this limitation with NAGA}, a new semantic search
engine. {NAGA} builds on a large semantic knowledge base of
binary relationships (facts) derived from the Web. {NAGA}
provides a simple, yet expressive query language to query
this knowledge base. The results are then ranked with an
intuitive scoring mechanism. We show the effectiveness and
utility of {NAGA by comparing its output with that of Google
on some interesting queries.
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moreAbstract
The Web has the potential to become the world's largest knowledge base.
In order to unleash this potential, the wealth of information available on the 
web needs to be extracted and organized. There is a need for new querying 
techniques that are simple yet more expressive than those provided by standard 
keyword-based search engines. Search for knowledge rather than Web pages needs 
to consider inherent semantic structures like entities (person, organization, 
etc.) and relationships (isA,locatedIn, etc.).
In this paper, we propose {NAGA}, a new semantic search engine. {NAGA}'s 
knowledge base, which is organized as a graph with typed edges, consists of 
millions of entities and relationships automatically extracted fromWeb-based 
corpora. A query language capable of expressing keyword search for the casual 
user as well as graph queries with regular expressions for the expert, enables 
the formulation of queries with additional semantic information. We introduce a 
novel scoring model, based on the principles of generative language models, 
which formalizes several notions like confidence, informativeness and 
compactness and uses them to rank query results. We demonstrate {NAGA}'s 
superior result quality over current search engines by conducting a 
comprehensive evaluation, including user assessments, for advanced queries.
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moreAbstract
In a recent paper, Martens et al. introduced a specification
mechanism for {XML} tree languages, based on rules of the
form r ! s, where r, s are regular expressions. Sets of such
rules can be interpreted in an existential or a universal fashion.
An {XML} tree is existentially valid with respect to a
rule set, if for each node there is a rule such that the root
path of the node matches r and the children sequence of the
node matches s. It is universally valid if each node matching
r also matches s. This paper investigates the complexity of
reasoning about such rule sets, in particular the satisfiability
and the implication problem. Whereas, in general these reasoning
problems are complete for ExpTime, two important
fragments are identified with PSpace and PTime complexity,
respectively.
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        “A User-interaction model for The European Library Portal,” in PersDL 2007 : 10th DELOS Thematic Workshop on Personalized Access, Profile Management, and Context Awareness in Digital Libraries, 2007.
    
moreAbstract
Users are a far too often neglected variable in the design of 
information-seeking systems. This also holds for digital libraries. In this 
paper,
we study navigational patterns of users within \emph{The European Library 
portal} obtained from action logs 
 covering a 4-month period. We point out current bottlenecks  in the portal 
interface design, as well as, opportunities for
 an enhancement of user search experience and user-tailored services.
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moreAbstract
We consider distributed top-k queries in wide-area networks where the index 
lists for the attribute values (or text terms) of a query are distributed 
across a number of data peers. In contrast to existing work, we exclusively 
consider distributed top-k queries over decreasing aggregated values. 
State-of-the-art distributed top-k algorithms usually depend on threshold 
propagation to reduce expensive data access across the network, but fail to 
compute tight thresholds if the aggregation function is decreasing. Decreasing 
aggregation functions, however, occur naturally, for example when considering 
conjunctive queries. Our proposed algorithms allow for efficient execution of 
these kind of queries, using a combination of threshold propagation and 
semijoin techniques. We demonstrate these techniques for the problem of top-k 
peer selection in a Peer-To-Peer Web search engine. Our experimental results on 
real-world data shows the superiority of our approach over pure thresholding.
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moreAbstract
Distributed top-$k$ query processing is increasingly becoming an essential 
functionality in a large number of emerging application classes. This paper 
addresses the efficient algebraic optimization of top-$k$ queries in wide-area 
distributed data repositories where the index lists for the attribute values 
(or text terms) of a query are distributed across a number of data peers and 
the computational costs include network latency, bandwidth consumption, and 
local peer work. We use a dynamic programming approach to find the optimal 
execution plan using compact data synopses for selectivity estimation that is 
the basis for our cost model. The optimized query is executed in a hierarchical 
way involving a small and fixed number of communication phases. We have 
performed experiments on real web data that show the benefits of distributed 
top-$k$ query optimization both in network resource consumption and query 
response time.
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moreAbstract
Ranked retrieval plays an important role in explorative querying, where the 
user is interested in the top k results of complex ad-hoc queries. In such a 
scenario, response times are very important, but at the same time, tuning 
techniques, such as materialized views, are hard to use. However, it would be 
highly desirable for the query optimizer to exploit the top-k property of the 
query, i.e., to optimize query execution such that the top-k results are 
produced as fast as possible. We present a novel approach to optimize ad-hoc 
top-k queries, extending the classical approach of equivalent rewrites by 
explicitly exploiting the top-k nature of the queries for performance 
optimizations. Our experimental results support our claim that integrating 
top-k processing into algebraic optimization greatly reduces the query 
execution times and provides strong evidence that the resulting execution plans 
are robust against statistical misestimations.
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moreAbstract
Distributed top-k query processing is increasingly becoming an essential 
functionality in a large number of emerging application classes. This paper 
addresses the efficient algebraic optimization of top-k queries in wide-area 
distributed data repositories where the index lists for the attribute values 
(or text terms) of a query are distributed across a number of data peers and 
the computational costs include network latency, bandwidth consumption, and 
local peer work. We use a dynamic programming approach to find the optimal 
execution plan using compact data synopses for selectivity estimation that is 
the basis for our cost model. The optimized query is executed in a hierarchical 
way involving a small and fixed number of communication phases. We have 
performed experiments on real web data that show the benefits of distributed 
top-k query optimization both in network resource consumption and query 
response time.
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moreAbstract
A search engine retrieves the documents based on the query submitted to it. 
However, incorporation of user modelling, by the inclusion of past information 
(like the previous queries submitted and the titles of the documents clicked) 
is expected to increase the accuracy of the search results. Especially, in the 
case of short term
history, such history information is highly related with the current user query 
and
can help in explaining the user information needs in a batter way. In order to 
do
the same, we develop and experiment with some “history incorporation and term
reweighting” techniques that incorporate the user history along with the current
query. These techniques expand the current query by including terms from the
history queries and the document titles, and reweight the terms. The results 
confirm
that the incorporation of history along with the current query is considerably
better in performance than the usage of only the current query. We compare the 
retrieval models against each other and also analyze the combinations of the 
retrieval models with the incorporation and reweighting techniques.
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do
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reweighting&#8221; techniques that incorporate the user history along with the current
query. These techniques expand the current query by including terms from the
history queries and the document titles, and reweight the terms. The results 
confirm
that the incorporation of history along with the current query is considerably
better in performance than the usage of only the current query. We compare the 
retrieval models against each other and also analyze the combinations of the 
retrieval models with the incorporation and reweighting techniques.
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moreAbstract
Page{R}ank-style authority analyses of Web graphs are of great importance for 
{W}eb mining. Such authority analyses also apply to hot ``Web 2.0'' 
applications that exhibit a natural graph structure, such as social networks 
(e.g., My{S}pace, {F}acebook) or tagging communities (e.g., Flickr, 
Del.icio.us). Finding the most trustworthy or most important authorities in 
such a community is a pressing need, given the huge scale and also the 
anonymity of social networks.
Computing global authority measures in a Peer-to-Peer ({P2P}) collaboration of 
autonomous peers is a hot research topic, in particular because of the 
incomplete local knowledge of the peers, which typically only know about 
(arbitrarily overlapping) sub-graphs of the complete graph. We demonstrate a 
self-organizing {P2P} collaboration that, based on the local sub-graphs, 
efficiently computes global authority scores.
In hand with the loosely-coupled spirit of a {P2P} system, the computation is 
carried out in a completely asynchronous manner without any central knowledge 
or coordinating instance. We demonstrate the applicability of authority 
analyses to large-scale distributed systems.
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moreAbstract
We consider a network of autonomous peers forming a logically global but 
physically distributed  search engine, where every peer has its own local 
collection generated by independently crawling the web. A challenging task in 
such systems is to efficiently route user queries to peers that can deliver 
high quality results and be able to rank these returned results, thus 
satisfying the users' information need. However, the problem inherent with this 
scenario is selecting a few promising peers out of an a priori unlimited number 
of peers. In recent research a rather strict notion of semantic overlay 
networks has been established. In most approaches, peers are connected to other 
peers based on a rigid semantic profile by clustering them based on their 
contents. In contrast, our strategy follows the spirit of peer autonomy and 
creates semantic overlay networks based on the notion of ``peer-to-peer 
dating''. Peers are free to decide which connections they create and which they 
want to avoid based on various usefulness estimators. The proposed techniques 
can be easily integrated into existing systems as they require only small 
additional bandwidth consumption as most messages can be piggybacked onto 
established communication. We show how we can greatly benefit from these 
additional semantic relations during query routing in search engines, such as 
Minerva, and in the JXP algorithm, which computes the PageRank authority 
measure in a completely decentralized manner.
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moreAbstract
Peer-to-peer ({P2P}) networks have received great attention
for sharing and searching information in large user communities.
The open and anonymous nature of {P2P} networks is
one of its main strengths, but it also opens doors to manipulation
of the information and of the quality ratings.
In our previous work (J. X. Parreira, D. Donato, S. Michel
and G. Weikum in {VLDB} 2006) we presented the {JXP} algorithm
for distributed computing {P}age{R}ank scores for information
units (Web pages, sites, peers, social groups, etc.)
within a link- or endorsement-based graph structure. The
algorithm builds on local authority computations and bilateral
peer meetings with exchanges of small data structures
that are relevant for gradually learning about global properties
and eventually converging towards global authority
rankings.
In the current paper we address the important issue of
cheating peers that attempt to distort the global authority
values, by providing manipulated data during the peer
meetings. Our approach to this problem enhances {JXP} with
statistical techniques for detecting suspicious behavior. Our
method, coined {T}rust{JXP}, is again completely decentralized,
and we demonstrate its viability and robustness in experiments
with real {W}eb data.
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moreAbstract
The paper presents YAWN, a system to convert the well-known and widely used 
Wikipedia collection into an XML corpus with semantically rich, self-explaining 
tags. We introduce algorithms to annotate pages and links with concepts from 
the WordNet thesaurus. This annotation process exploits categorical information 
in Wikipedia, which is a high-quality, manually assigned source of information, 
extracts additional information from lists, and utilizes the invocations of 
templates with named parameters. We give examples how such annotations can be 
exploited for high-precision queries.
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moreAbstract
In addition to purely occurrence-based relevance models, term proximity has 
been frequently used to enhance retrieval quality of keyword-oriented retrieval 
systems. While there have been approaches on effective scoring functions that 
incorporate proximity, there has not been much work on algorithms or access 
methods for their efficient evaluation. This paper presents an efficient 
evaluation framework including a proximity scoring function integrated within a 
top-k query engine for text retrieval. We propose precomputed and materialized 
index structures that boost performance. The increased retrieval effectiveness 
and efficiency of our framework are demonstrated through extensive experiments 
on a very large text benchmark collection. In combination with static index 
pruning for the proximity lists, our algorithm achieves an improvement of two 
orders of magnitude compared to a term-based top-k evaluation, with a 
significantly improved result quality.
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moreAbstract
Information retrieval and feedback in {XML} are rather new fields for 
researchers; natural questions arise, such as: how good are the feedback 
algorithms in {XML IR}? Can they be evaluated with standard evaluation tools? 
Even though some evaluation methods have been proposed in the literature, it is 
still not clear yet which of them are applicable in the context of {XML IR}, 
and which metrics they can be combined with to assess the quality of {XML} 
retrieval algorithms that use feedback.
We propose a solution for fairly evaluating the performance of the {XML} search 
engines that use feedback for improving the query results. Compared
to previous approaches, we aim at removing the effect of the results for which 
the system has knowledge about their the relevance, and at measuring the
improvement on unseen relevant elements.
We implemented our proposed evaluation methodologies by extending a standard 
evaluation tool with a module capable of assessing feedback algorithms for a 
specific set of metrics. We performed multiple tests on runs from both {INEX} 
2005 and {INEX} 2006, covering two different {XML} document collections.
The performance of the assessed feedback algorithms did not reach the 
theoretical optimal values either for the proposed evaluation methodologies, or 
for the used metrics. The analysis of the results shows that, although the six 
evaluation techniques provide good improvement figures, none of them can be 
declared the absolute winner. Despite the lack of a definitive
conclusion, our findings provide a better understanding on the quality of 
feedback algorithms.
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%X Information retrieval and feedback in {XML} are rather new fields for 
researchers; natural questions arise, such as: how good are the feedback 
algorithms in {XML IR}? Can they be evaluated with standard evaluation tools? 
Even though some evaluation methods have been proposed in the literature, it is 
still not clear yet which of them are applicable in the context of {XML IR}, 
and which metrics they can be combined with to assess the quality of {XML} 
retrieval algorithms that use feedback.
We propose a solution for fairly evaluating the performance of the {XML} search 
engines that use feedback for improving the query results. Compared
to previous approaches, we aim at removing the effect of the results for which 
the system has knowledge about their the relevance, and at measuring the
improvement on unseen relevant elements.
We implemented our proposed evaluation methodologies by extending a standard 
evaluation tool with a module capable of assessing feedback algorithms for a 
specific set of metrics. We performed multiple tests on runs from both {INEX} 
2005 and {INEX} 2006, covering two different {XML} document collections.
The performance of the assessed feedback algorithms did not reach the 
theoretical optimal values either for the proposed evaluation methodologies, or 
for the used metrics. The analysis of the results shows that, although the six 
evaluation techniques provide good improvement figures, none of them can be 
declared the absolute winner. Despite the lack of a definitive
conclusion, our findings provide a better understanding on the quality of 
feedback algorithms.
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moreAbstract
This paper pursues the recently emerging paradigm of searching for entities 
that are embedded in Web pages. We utilize information extraction techniques to 
identify entity candidates in documents, map them onto entries in a richly 
structured ontology, and derive a
generalized data graph that encompasses {W}eb pages, entities, and ontological 
concepts and relationships. We exploit this combination of pages and entities 
for a novel kind of search-result ranking, coined {E}ntity{A}uthority, in order 
to improve the quality of keyword queries that return either pages or entities. 
To this end, we utilize the mutual reinforcement between authoritative pages 
and important entities. This resembles the {HITS} method for Web-graph link 
analysis and recently proposed {O}bject{R}ank methods, but our approach 
operates on a much richer, typed graph structure with different kinds of nodes 
and also differs in the underlying mathematical definitions. Preliminary 
experiments with topic-specific slices of Wikipedia demonstrate the 
effectiveness of our approach on certain classes of queries.
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moreAbstract
This article presents YAGO, a large ontology with high coverage and precision.
YAGO has been automatically derived from Wikipedia and WordNet. It
comprises entities and relations, and currently contains more than 1.7
million
entities and 15 million facts. These include the taxonomic Is-A
hierarchy as well as semantic relations between entities. The facts
for YAGO have been extracted from the category system and the
infoboxes of Wikipedia and have been combined with taxonomic relations
from WordNet. Type checking techniques help us keep YAGO's precision
at 95% -- as proven by an extensive evaluation study. YAGO is based on
a clean logical model with a decidable consistency.
Furthermore, it allows representing n-ary relations in a natural way
while maintaining compatibility with RDFS. A powerful query model
facilitates access to YAGO's data.
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moreAbstract
We present {YAGO}, a light-weight and extensible ontology with high coverage 
and quality. {YAGO} builds on entities and relations and currently contains 
roughly 900,000 entities and 5,000,000 facts. This includes the Is-A hierarchy 
as well as non-taxonomic relations between entities (such as hasWonPrize). The 
facts have been automatically extracted from the unification of Wikipedia and 
WordNet, using a carefully designed combination of rule-based and heuristic 
methods described in this paper. The resulting knowledge base is a major step 
beyond WordNet: in quality by adding knowledge about individuals like persons, 
organizations, products, etc. with their semantic relationships -- and in 
quantity by increasing the number of facts by more than an order of magnitude. 
Our empirical evaluation of fact correctness shows an accuracy of about 95%. 
{YAGO} is based on a logically clean model, which is decidable, extensible, and 
compatible with {RDFS}. Finally, we show how {YAGO} can be further extended by 
state-of-the-art information extraction techniques.
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moreAbstract
This paper describes the setup and results of the Max-Planck-Institut für 
Informatik’s contributions for the {INEX} 2006 AdHoc Track and Feedback task. 
The runs were produced with the Top{X} system, which is a top-k retrieval 
engine for text and {XML} data that uses a combination of {BM}25-based content 
and structural scores.
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moreAbstract
This paper presents a comprehensive overview of the Top{X} search engine,
an extensive framework for unified indexing and querying large collections of 
unstructured, semistructured, and structured data. Residing at the very synapse 
of database({DB}) engineering and information retrieval ({IR}), it integrates 
efficient scheduling algorithms for top-k-style ranked retrieval with powerful 
scoring models, as well as dynamic and self-throttling query expansion 
facilities.
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        “The TopX DB&IR engine,” in SIGMOD 2007 : Proceedings of the ACM SIGMOD International Conference on Management of Data, 2007.
    
moreAbstract
This paper proposes a demo of the Top{X} search engine,
an extensive framework for unified indexing, querying, and ranking of large 
collections of unstructured, semistructured, and structured data. Top{X} 
integrates efficient algorithms for top-$k$-style ranked retrieval with 
powerful scoring models for text and {XML} documents, 
as well as dynamic and self-tuning query expansion based on background 
ontologies.
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        “Architectural Alternatives for Information Filtering in Structured Overlay Networks,” IEEE Internet Computing, vol. 11, no. 4, 2007.
    
moreAbstract
Today's content providers are naturally distributed and produce large amounts 
of new information every day. Peer-to-peer information filtering is a promising 
approach that offers scalability, adaptivity to high dynamics, and failure 
resilience. The authors developed two approaches that utilize the Chord 
distributed hash table as the routing substrate, but one stresses retrieval 
effectiveness, whereas the other relaxes recall guarantees to achieve lower 
message traffic and thus better scalability. This article highlights the two 
approaches' main characteristics, presents the issues and trade-offs involved 
in their design, and compares them in terms of scalability, efficiency, and 
filtering effectiveness.
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moreAbstract
Information organization and search on the {W}eb is gaining structure and 
context awareness and more semantic flavor, for example, in the forms of 
faceted search, vertical search, entity search, and {D}eep-{W}eb search. I 
envision another big leap forward by automatically harvesting and organizing 
knowledge from the {W}eb, represented in terms of explicit entities and 
relations as well as ontological concepts. This will be made possible by the 
confluence of three strong trends: 1) rich {S}emantic-{W}eb-style knowledge 
repositories like ontologies and taxonomies, 2) large-scale information 
extraction from high-quality text sources such as {W}ikipedia, and 3) social 
tagging in the spirit of {W}eb 2.0. I refer to the three directions as 
{S}emantic {W}eb, {S}tatistical {W}eb, and {S}ocial {W}eb (at the risk of some 
oversimplification), and I briefly characterize each of them.
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moreAbstract
We present a new architecture for efficient search and approximate information 
filtering in a distributed {P}eer-to-{P}eer ({P2P}) environment of Digital 
Libraries. The {M}inerva{L}ight search system uses {P2P} techniques over a 
structured overlay network to distribute and maintain a directory of peer 
statistics. Based on the same directory, the {MAPS} information filtering 
system provides an approximate publish/subscribe functionality by monitoring 
the most promising digital libraries for publishing appropriate documents 
regarding a continuous query. In this paper, we discuss our system architecture 
that combines searching and information filtering abilities. We show the system 
components of {M}inerva{L}ight and explain the different facets of an 
approximate pub/sub system for subscriptions that is high scalable, efficient, 
and notifies the subscribers about the most interesting publications in the 
{P2P} network of digital libraries. We also compare both approaches in terms of 
common properties and differences to show an overview of search and pub/sub 
using the same infrastructure.
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moreAbstract
We present Minerva{DL}, a digital library architecture that supports 
approximate information retrieval and filtering functionality under a single 
unifying framework. The architecture of {M}inerva{DL} is based on the 
peer-to-peer search engine {M}inerva, and is able to handle huge amounts of 
data provided by digital libraries in a distributed and self-organizing way. 
The two-tier architecture and the use of the distributed hash table as the 
routing substrate provides an infrastructure for creating large networks of 
digital libraries with minimal administration costs. We discuss the main 
components of this architecture, present the protocols that regulate node 
interactions, and experimentally evaluate our approach. 
This work has been partly supported by the {DELOS} {N}etwork of {E}xcellence 
and the {EU} {I}ntegrated {P}roject {AEOLUS}.
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moreAbstract
This paper addresses the problem of automatically structuring linked document 
collections by using clustering. In contrast to traditional clustering, we study
the clustering problem in the light of available link structure information for 
the data set
(e.g., hyperlinks among web documents or co-authorship among bibliographic data 
entries). 
Our approach is based on iterative relaxation of cluster assignments, and can 
be built on top of any clustering algorithm. This technique results in higher 
cluster purity, better overall accuracy, and make self-organization more 
robust.
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moreAbstract
Automatic classification of data items, based on training samples, 
can be boosted by considering the neighborhood of data items in 
a graph structure (e.g., neighboring documents in a hyperlink environment 
or co-authors and their publications for bibliographic data entries). 
This paper presents a new method for graph-based classification, 
with particular emphasis on hyperlinked text documents but broader 
applicability. Our approach is based on iterative relaxation labeling and can 
be 
combined with either Bayesian or SVM classifiers on the feature spaces 
of the given data items. The graph neighborhood is taken into consideration 
to exploit locality patterns while at the same time avoiding overfitting. 
In contrast to prior work along these lines, our approach employs a number 
of novel techniques: dynamically inferring the link/class pattern in the graph
in the run of the iterative relaxation labeling, 
judicious pruning of edges from the neighborhood graph 
based on node dissimilarities and node degrees, weighting the influence of 
edges based on 
a distance metric between the classification labels of interest 
and weighting edges by content similarity measures. Our techniques considerably 
improve the robustness and accuracy of the classification outcome, as shown in 
systematic experimental comparisons with previously published methods on three 
different real-world datasets.
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        “A neighborhood-based approach for clustering of linked document collections,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-5-005, 2006.
    
moreAbstract
This technical report addresses the problem of automatically structuring 
linked document collections by using clustering. In contrast to 
traditional clustering, we study the clustering problem in the light of 
available link structure information for the data set
(e.g., hyperlinks among web documents or co-authorship among 
bibliographic data entries).
Our approach is based on iterative relaxation of cluster assignments, 
and can be built on top of any clustering algorithm (e.g., k-means or 
DBSCAN). These techniques result in higher cluster purity, better 
overall accuracy, and make self-organization more robust. Our 
comprehensive experiments on three different real-world corpora 
demonstrate the benefits of our approach.
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moreAbstract
This paper describes the setup and results of our contribution
to the TREC 2006 Terabyte Track. Our implementation
was based on the algorithms proposed in [IO-Top-k:
Index-Access Optimized Top-K Query Processing, VLDB'06,
same authors]. Our main focus was the effciency track.
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        “IO-Top-k: Index-Access Optimized Top-k Query Processing,” in Proceedings of the 32nd International Conference on Very Large Data Bases, VLDB 2006, 2006.
    
moreAbstract
Top-$k$ query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-$k$ queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the 
option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.
 
The prior literature has studied some of these scheduling issues, but only for 
each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a 
Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for 
scores,
selectivities, and index list correlations. 
In performance experiments with three different datasets (TREC Terabyte, HTTP 
server logs, and IMDB),
our methods achieved significant performance gains compared to the best 
previously known methods.
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performs sequential disk accesses for sorted index scans, but also has the 
option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.

The prior literature has studied some of these scheduling issues, but only for 
each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a 
Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for 
scores,
selectivities, and index list correlations. 
In performance experiments with three different datasets (TREC Terabyte, HTTP 
server logs, and IMDB),
our methods achieved significant performance gains compared to the best 
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moreAbstract
Top-k query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-k queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.
 
The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for scores,
selectivities, and index list correlations. 
We also discuss efficient implementation techniques for the
underlying data structures. 
In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB),
our methods achieved significant performance gains compared to the best previously known methods:
a factor of up to 3 in terms of execution costs, and a factor of 5
in terms of absolute run-times of our implementation.
Our best techniques are close to a lower bound for the execution cost of the considered class
of threshold algorithms.
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of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
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The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
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moreAbstract
Formal ontologies play an increasingly important role in demanding
  knowledge representation applications like the Semantic Web.
  Regarding automated reasoning support, the mainstream of research
  focusses on ontology languages that are also Description Logics,
  such as OWL-DL. However, many existing ontologies go beyond
  Description Logics and use full first-order logic.  We propose a
  novel transformation technique that allows to apply existing model
  computation systems in such situations. We describe the
  transformation and some variants, its properties and intended
  applications to ontological reasoning.
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moreAbstract
Suffix-trees are popular indexing structures for various sequence processing 
problems in biological data management. We investigate here the possibility of 
enhancing the search efficiency of disk-resident suffix-trees through 
customized layouts of tree-nodes to disk-pages. Specifically, we propose a new 
layout strategy, called Stellar, that provides significantly improved search 
performance on a representative set of real genomic sequences. Further, Stellar 
supports both the standard root-to-leaf lookup queries as well as sophisticated 
sequence search algorithms that exploit the suffix-links of suffix-trees. Our 
results are encouraging with regard to the ultimate objective of seamlessly 
integrating sequence processing in database engines.
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moreAbstract
The solution that we have developed and advocate in this paper is based on the 
postulation that we cited above as a motivation for the general direction of 
P2P search engines: \emph{give the Web back to the people}! We simply observe 
the queries and behavior of the thousands or millions of users that we expect 
to be active in a P2P network. More specifically, we monitor queries on the 
peers where they are initially posed and post them to the distributed 
directory, where they are aggregated so that interesting correlations can be 
inferred. Obviously, the details of this method need to be carefully worked out 
to ensure scalability; we will explain this in the paper. The key point to 
emphasize here is that a querying peer whose query keywords exhibit 
correlations has a good chance to efficiently find a directory entry that helps 
to identify the best peers with files that match multiple terms of the query. A 
potential caveat to our approach could be that user monitoring and query 
logging is a breach with user privacy. But it is exactly the key strength of 
the P2P approach that, unlike with a centralized Web search engine that logs 
queries and click-stream information, every peer is in a perfect position to 
define its own policies, would reveal critical data at its discretion, and has 
full control over the local software to enforce its specified policies. In 
other words, community-wide collaboration is desired and encouraged but not 
forced, and peers remain perfectly autonomous.


BibTeX
@inproceedings{IPTPS2006,
TITLE = {{P2P} Content Search: Give the Web Back to the People},
AUTHOR = {Bender, Matthias and Michel, Sebastian and Triantafillou, Peter and Weikum, Gerhard and Zimmer, Christian},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256DBF005F876D-A0C3B246B3155B5DC12571B80052854D-IPTPS2006},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {The solution that we have developed and advocate in this paper is based on the postulation that we cited above as a motivation for the general direction of P2P search engines: \emph{give the Web back to the people}! We simply observe the queries and behavior of the thousands or millions of users that we expect to be active in a P2P network. More specifically, we monitor queries on the peers where they are initially posed and post them to the distributed directory, where they are aggregated so that interesting correlations can be inferred. Obviously, the details of this method need to be carefully worked out to ensure scalability; we will explain this in the paper. The key point to emphasize here is that a querying peer whose query keywords exhibit correlations has a good chance to efficiently find a directory entry that helps to identify the best peers with files that match multiple terms of the query. A potential caveat to our approach could be that user monitoring and query logging is a breach with user privacy. But it is exactly the key strength of the P2P approach that, unlike with a centralized Web search engine that logs queries and click-stream information, every peer is in a perfect position to define its own policies, would reveal critical data at its discretion, and has full control over the local software to enforce its specified policies. In other words, community-wide collaboration is desired and encouraged but not forced, and peers remain perfectly autonomous.},
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to identify the best peers with files that match multiple terms of the query. A 
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logging is a breach with user privacy. But it is exactly the key strength of 
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        “Overlap-aware global df estimation in distributed information retrieval systems,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-5-001, 2006.
    
moreAbstract
Peer-to-Peer (P2P) search engines and other forms of distributed
information retrieval (IR) are gaining momentum. Unlike in centralized
IR, it is difficult and expensive to compute statistical measures about
the entire document collection as it is widely distributed across many
computers in a highly dynamic network. On the other hand, such
network-wide statistics, most notably, global document frequencies of
the individual terms, would be highly beneficial for ranking global
search results that are compiled from different peers.
This paper develops an efficient and scalable method for estimating
global document frequencies in a large-scale, highly dynamic P2P network
with autonomous peers. The main difficulty that is addressed in this
paper is that the local collections of different peers
may arbitrarily overlap, as many peers may choose to gather popular
documents that fall into their specific interest profile.
Our method is based on hash sketches as an underlying technique for
compact data synopses, and exploits specific properties of hash sketches
for duplicate elimination in the counting process.
We report on experiments with real Web data that demonstrate the
accuracy of our estimation method and also the benefit for better search
result ranking.
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IR, it is difficult and expensive to compute statistical measures about
the entire document collection as it is widely distributed across many
computers in a highly dynamic network. On the other hand, such
network-wide statistics, most notably, global document frequencies of
the individual terms, would be highly beneficial for ranking global
search results that are compiled from different peers.
This paper develops an efficient and scalable method for estimating
global document frequencies in a large-scale, highly dynamic P2P network
with autonomous peers. The main difficulty that is addressed in this
paper is that the local collections of different peers
may arbitrarily overlap, as many peers may choose to gather popular
documents that fall into their specific interest profile.
Our method is based on hash sketches as an underlying technique for
compact data synopses, and exploits specific properties of hash sketches
for duplicate elimination in the counting process.
We report on experiments with real Web data that demonstrate the
accuracy of our estimation method and also the benefit for better search
result ranking.
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moreAbstract
A compelling application of peer-to-peer (P2P) system
technology would be distributed Web search, where each
peer autonomously runs a search engine on a personalized
local corpus (e.g., built from a thematically focused
Web crawl) and peers collaborate by routing queries to remote
peers that can contribute many or particularly good
results for these specific queries. Such systems typically
rely on a decentralized directory, e.g., built on top of a
distributed hash table (DHT), that holds compact, aggregated
statistical metadata about the peers which is used
to identify promising peers for a particular query. To support
an a-priori unlimited number of peers, it is crucial to
keep the load on the distributed directory low. Moreover,
each peer should ideally tailor its postings to the directory
to reflect its particular strengths, such as rich information
about specialized topics that no or only few other
peers would also cover. This paper addresses this problem
by proposing strategies for peers that identify suitable
subsets of the most beneficial statistical metadata. We argue
that posting a carefully selected subset of metadata can
achieve almost the same result quality as a complete metadata
directory, for only the most relevant peers are eventually
involved in the execution of a given query. Additionally,
asking only relevant peers will result in higher precision, as
the noise introduced by poor peers is reduced. We have implemented
these strategies in our fully operational P2P Web
search prototype Minerva, and present experimental results
on real-world Web data that show the viability of the strategies
and their gains in terms of high search result quality at
low networking costs.
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ABSTRACT = {A compelling application of peer-to-peer (P2P) system technology would be distributed Web search, where each peer autonomously runs a search engine on a personalized local corpus (e.g., built from a thematically focused Web crawl) and peers collaborate by routing queries to remote peers that can contribute many or particularly good results for these specific queries. Such systems typically rely on a decentralized directory, e.g., built on top of a distributed hash table (DHT), that holds compact, aggregated statistical metadata about the peers which is used to identify promising peers for a particular query. To support an a-priori unlimited number of peers, it is crucial to keep the load on the distributed directory low. Moreover, each peer should ideally tailor its postings to the directory to reflect its particular strengths, such as rich information about specialized topics that no or only few other peers would also cover. This paper addresses this problem by proposing strategies for peers that identify suitable subsets of the most beneficial statistical metadata. We argue that posting a carefully selected subset of metadata can achieve almost the same result quality as a complete metadata directory, for only the most relevant peers are eventually involved in the execution of a given query. Additionally, asking only relevant peers will result in higher precision, as the noise introduced by poor peers is reduced. We have implemented these strategies in our fully operational P2P Web search prototype Minerva, and present experimental results on real-world Web data that show the viability of the strategies and their gains in terms of high search result quality at low networking costs.},
BOOKTITLE = {Proceedings of the 22nd International Conference on Data Engineering Workshops (ICDEW'06)},
PAGES = {1--10},
}

Endnote
%0 Conference Proceedings
%A Bender, Matthias
%A Michel, Sebastian
%A Weikum, Gerhard
%E Barga, Roger S.
%E Zhou, Xiaofang
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T P2P Directories for Distributed Web Search: From Each According to His Ability, to Each According to His Needs : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-23B3-2
%F EDOC: 314518
%F OTHER: Local-ID: C1256DBF005F876D-994B56EFCB9347D7C12570EA00418847-WIRI2006
%I IEEE
%D 2006
%B Untitled Event
%Z date of event: 2006-04-03 - 
%C Atlanta, GA, USA
%X A compelling application of peer-to-peer (P2P) system
technology would be distributed Web search, where each
peer autonomously runs a search engine on a personalized
local corpus (e.g., built from a thematically focused
Web crawl) and peers collaborate by routing queries to remote
peers that can contribute many or particularly good
results for these specific queries. Such systems typically
rely on a decentralized directory, e.g., built on top of a
distributed hash table (DHT), that holds compact, aggregated
statistical metadata about the peers which is used
to identify promising peers for a particular query. To support
an a-priori unlimited number of peers, it is crucial to
keep the load on the distributed directory low. Moreover,
each peer should ideally tailor its postings to the directory
to reflect its particular strengths, such as rich information
about specialized topics that no or only few other
peers would also cover. This paper addresses this problem
by proposing strategies for peers that identify suitable
subsets of the most beneficial statistical metadata. We argue
that posting a carefully selected subset of metadata can
achieve almost the same result quality as a complete metadata
directory, for only the most relevant peers are eventually
involved in the execution of a given query. Additionally,
asking only relevant peers will result in higher precision, as
the noise introduced by poor peers is reduced. We have implemented
these strategies in our fully operational P2P Web
search prototype Minerva, and present experimental results
on real-world Web data that show the viability of the strategies
and their gains in terms of high search result quality at
low networking costs.
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moreAbstract
Information retrieval (IR) in peer-to-peer (P2P) networks,
where the corpus is spread across many loosely coupled peers,
has recently gained importance. In contrast to IR systems
on a centralized server or server farm, P2P IR faces the
additional challenge of either being oblivious to global
corpus statistics or having to compute the global measures
from local statistics at the individual peers in an efficient,
distributed manner. One specific measure of interest is the
global document frequency for different terms, which would be
very beneficial as term-specific weights in the scoring and
ranking of merged search results that have been obtained
from different peers.
 
This paper presents an efficient solution for the problem of
estimating global document frequencies in a large-scale P2P
network with very high dynamics where peers can join and leave
the network on short notice. In particular, the developed method
takes into account the fact that the local document collections
of autonomous peers may arbitrarily overlap, so that global counting
needs to be duplicate-insensitive. The method is based on hash sketches
as a technique for compact data synopses. Experimental studies
demonstrate the estimator's accuracy, scalability,
and ability to cope with high dynamics. Moreover, the benefit for
ranking P2P search results is shown by experiments with real-world Web data and 
queries.
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corpus statistics or having to compute the global measures
from local statistics at the individual peers in an efficient,
distributed manner. One specific measure of interest is the
global document frequency for different terms, which would be
very beneficial as term-specific weights in the scoring and
ranking of merged search results that have been obtained
from different peers.

This paper presents an efficient solution for the problem of
estimating global document frequencies in a large-scale P2P
network with very high dynamics where peers can join and leave
the network on short notice. In particular, the developed method
takes into account the fact that the local document collections
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        “To Infinity and Beyond’': P2P Web Search with Minerva and Minerva∞,” in Global Data Management, vol. 8, R. Baldoni, G. Cortese, F. Davide, and A. Melpignano, Eds. Amsterdam, The Netherlands: IOSPress, 2006.
    
moreAbstract
Peer-to-peer (P2P) computing is an intriguing paradigm for Web search for 
several reasons: 
1) the computational resources of a huge computer network can facilitate richer 
mathematical and linguistic models for ranked retrieval, 
2) the network provides a collaborative infrastructure where recommendations of 
many users and the community behavior can be leveraged for better search result 
quality, and 
3) the decentralized architecture of a P2P search engine is a great alternative 
to the de-facto monopoly of the few large-scale commercial search services with 
the potential risk of information bias or even censorship. 
The challenges of implementing this visionary approach lie in coping with the 
huge scale and high dynamics of P2P networks. This paper discusses the 
architectural design space for a scalable P2P Web search engine and presents 
two specific architectures in more detail. The paper's focus is on query 
routing and query execution and their performance as the network grows to 
larger scales.
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1) the computational resources of a huge computer network can facilitate richer 
mathematical and linguistic models for ranked retrieval, 
2) the network provides a collaborative infrastructure where recommendations of 
many users and the community behavior can be leveraged for better search result 
quality, and 
3) the decentralized architecture of a P2P search engine is a great alternative 
to the de-facto monopoly of the few large-scale commercial search services with 
the potential risk of information bias or even censorship. 
The challenges of implementing this visionary approach lie in coping with the 
huge scale and high dynamics of P2P networks. This paper discusses the 
architectural design space for a scalable P2P Web search engine and presents 
two specific architectures in more detail. The paper's focus is on query 
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moreAbstract
Information filtering has been a research issue for years. In an information 
filtering scenario users information needs are expressed by user subscriptions, 
and users are notified about published documents or events that match these 
interests. The combination of the publish/subscribe scenario with the 
peer-to-peer (P2P) approach of autonomous peers makes high demands on the 
scalability and the efficiency of such a given highly distributed network. 
However, in many cases a subscriber is not interested in all the events that 
match his profile, but rather in a small representative set. In this paper, we 
present our approach of an approximate publish/subscribe system, that relaxes 
the assumption for receiving notifications from every information producer in 
the network. Our work builds upon distributed hash table technology to create 
and maintain a distributed global directory that contains information about 
peers' publishing behavior and combines the current peer state and the 
prediction of the future publishing behavior of a peer to store a subscription 
only to the most promising peers in the network. Our experimental evaluation 
shows that approximate information filtering results satisfying recall level 
and is able to accommodate changes in peer publishing behaviour.
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the network. Our work builds upon distributed hash table technology to create 
and maintain a distributed global directory that contains information about 
peers' publishing behavior and combines the current peer state and the 
prediction of the future publishing behavior of a peer to store a subscription 
only to the most promising peers in the network. Our experimental evaluation 
shows that approximate information filtering results satisfying recall level 
and is able to accommodate changes in peer publishing behaviour.
%B ADPUC '06: Proceedings of the 1st International Workshop on Advanced Data Processing in Ubiquitous Computing (ADPUC 2006)
%P 1 - 6
%I ACM
%@ 1-59593-422-7
%B ACM International Conference Proceeding Series




	PuRe
	BibTeX

	


        1350
    
                Article
            
D5


        K. Berberich, M. Vazirgiannis, and G. Weikum
    

        “Time-Aware Authority Ranking,” Internet Mathematics, vol. 2, 2006.
    
moreAbstract
The link structure of the web is analyzed to measure the authority of pages, 
which can be taken into account for ranking query results. Due to the enormous 
dynamics of the web, with millions of pages created, updated, deleted, and 
linked to every day, temporal aspects of web pages and links are crucial 
factors for their evaluation. Users are interested in important pages (i.e., 
pages with high authority score) but are equally interested in the recency of 
information. Time-and thus the freshness of web content and link 
structure-emanates as a factor that should be taken into account in link 
analysis when computing the importance of a page. So far only minor effort has 
been spent on the integration of temporal aspects into link-analysis
techniques. In this paper we introduce T-Rank Light and T-Rank, two 
link-analysis approaches that take into account the temporal aspects freshness 
(i.e., timestamps of most recent updates) and activity (i.e., update rates) of 
pages and links. Experimental results show that T-Rank Light and T-Rank can 
produce better rankings of web pages.
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moreAbstract
Ranking methods like PageRank assess the importance of Web pages based on the 
current state of the rapidly evolving Web graph. The dynamics of the resulting 
importance scores, however, have not been considered yet, although they provide 
the key to an understanding of the Zeitgeist on the Web. This paper proposes 
the BuzzRank method that quantifies trends in time series of importance scores 
and is based on a relevant growth model of importance scores. We experimentally 
demonstrate the usefulness of BuzzRank on a bibliographic dataset.
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moreAbstract
Our society is more dependent on information systems than ever before. However, 
managing the information systems infrastructure in a cost-effective manner is a 
growing challenge. The total cost of ownership (TCO) of information technology 
is increasingly dominated by people costs. In fact, mistakes in operations and 
administration of information systems are the single most reasons for system 
outage and unacceptable performance. For information systems to provide value 
to their customers, we must reduce the complexity associated with their 
deployment and usage.
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        “Probabilistic information retrieval approach for ranking of database query results,” ACM Transactions on Database Systems, vol. 31, 2006.
    
moreAbstract
We investigate the problem of ranking the answers to a database query when many 
tuples are returned. In particular, we present methodologies to tackle the 
problem for conjunctive and range queries, by adapting and applying principles 
of probabilistic models from information retrieval for structured data. Our 
solution is domain independent and leverages data and workload statistics and 
correlations. We evaluate the quality of our approach with a user survey on a 
real database. Furthermore, we present and experimentally evaluate algorithms 
to efficiently retrieve the top ranked results, which demonstrate the 
feasibility of our ranking system.
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        “Structured Peer-to-Peer Search to build a Bibliographic Paper Recommendation System,” Universität des Saarlandes, Saarbrücken, 2006.
    
moreAbstract
Performing automated tests can help to identify errors with much less effort than testing complex programs manually. Setting up such tests on Peer-to-Peer networks is not an easy task because many machines have to be synchronized while peers should follow a join and leave pattern similar to the real-world behavior. This work develops real-world user behavior models and a simulation framework which is subsequently used to evaluate Minerva, a Peer-to-Peer Web search prototype system developed at MPI. The simulation framework is deployed on the MPI cluster to set up large-scale networks in a fully automated way. Measurements are conducted on the freshness and availability of data in Minerva and compared to theoretical forecasts that are calculated with help of the user behavior models. The experimental results show that the general system design is scalable and the implementation of Minerva is correct.
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moreAbstract
For the effective prevention and elemination of defects and failures in a 
software system, it is important to know which parts of the software are mor 
likely to contain errors, and therefore, can be considered as "risky". To 
increase reliability and quality, more effort should be spent in risky 
components during design, implementation, and testing.
Examining the version archive and the code of a large open-source project, we 
have investigated the relation between the risk of components as measured by 
post-release failures, and different code structures; such as method calls, 
variables, exception handling expressions and inheritnace statements. We have 
analyzed the different types of usage relations between components, and their 
affects on the failures. We utilized three commonly used statistical techniques 
to build failure prediction models. As a realistic opponent to our models, we 
introduced a "simple prediction model" which makes use of the riskiness 
information from the available components, rather than making random guesses.
While the results from the classification experiments supported the use of code 
structures to predict failur-proneness, our regression analyses showed that the 
design time decisions also effected component riskiness. Our models were able 
to make precise predictions, with even only the knowledge of the inheritnace 
relations. since inheritance relations are defined aerliest at design time; 
based on the results of this study, we can say that it may be possible to 
initialize preventive actions against failures even early in the design phase 
of a project.
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ABSTRACT = {For the effective prevention and elemination of defects and failures in a software system, it is important to know which parts of the software are mor likely to contain errors, and therefore, can be considered as "risky". To increase reliability and quality, more effort should be spent in risky components during design, implementation, and testing. Examining the version archive and the code of a large open-source project, we have investigated the relation between the risk of components as measured by post-release failures, and different code structures; such as method calls, variables, exception handling expressions and inheritnace statements. We have analyzed the different types of usage relations between components, and their affects on the failures. We utilized three commonly used statistical techniques to build failure prediction models. As a realistic opponent to our models, we introduced a "simple prediction model" which makes use of the riskiness information from the available components, rather than making random guesses. While the results from the classification experiments supported the use of code structures to predict failur-proneness, our regression analyses showed that the design time decisions also effected component riskiness. Our models were able to make precise predictions, with even only the knowledge of the inheritnace relations. since inheritance relations are defined aerliest at design time; based on the results of this study, we can say that it may be possible to initialize preventive actions against failures even early in the design phase of a project.},
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%X For the effective prevention and elemination of defects and failures in a 
software system, it is important to know which parts of the software are mor 
likely to contain errors, and therefore, can be considered as "risky". To 
increase reliability and quality, more effort should be spent in risky 
components during design, implementation, and testing.
Examining the version archive and the code of a large open-source project, we 
have investigated the relation between the risk of components as measured by 
post-release failures, and different code structures; such as method calls, 
variables, exception handling expressions and inheritnace statements. We have 
analyzed the different types of usage relations between components, and their 
affects on the failures. We utilized three commonly used statistical techniques 
to build failure prediction models. As a realistic opponent to our models, we 
introduced a "simple prediction model" which makes use of the riskiness 
information from the available components, rather than making random guesses.
While the results from the classification experiments supported the use of code 
structures to predict failur-proneness, our regression analyses showed that the 
design time decisions also effected component riskiness. Our models were able 
to make precise predictions, with even only the knowledge of the inheritnace 
relations. since inheritance relations are defined aerliest at design time; 
based on the results of this study, we can say that it may be possible to 
initialize preventive actions against failures even early in the design phase 
of a project.
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moreAbstract
We present a generative model based approach for transductive
learning for text classification. Our approach combines three
methodological ingredients: learning from background corpora, latent
variable models for decomposing the topic-word space into topic-concept
and concept-word spaces, and explicit knowledge models (light-weight
ontologies, thesauri, e.g. WordNet) with named concepts for populating
latent variables. The combination has synergies that can boost the combined
performance. This paper presents the theoretical model and extensive
experimental results on three data collections. Our experiments
show improved classification results over state-of-the-art classification
techniques such as the Spectral Graph Transducer and Transductive Support
Vector Machines, particularly for the case of sparse training.
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moreAbstract
Search engines are a vital part of the Web and thus the Internet 
infrastructure. Therefore understanding the behavior of users searching the Web 
gives insights into trends, and enables enhancements of future search 
capabilities. Possible data sources for studying Web search behavior are either 
server-side logs or client-side logs. Unfortunately, current server-side logs 
are hard to obtain as they are considered proprietary by the search engine 
operators. Therefore we in this paper present a methodology for extracting 
client-side logs from the traffic exchanged between a large user group and the 
Internet. The added benefit of our methodology is that we do not only extract 
the search terms, the query sequences, and search results of each individual 
user but also the full \textit{clickstrea}, i.e., the result pages users view 
and the subsequently visited hyperlinked pages. We propose a finite-state 
Markov model that captures the user web searching and browsing behavior and 
allows us to deduce users' prevalent search patterns. To our knowledge, this is 
the first such detailed client-side analysis of clickstreams.


BibTeX
@inproceedings{KaIMC06,
TITLE = {Web Search Clickstreams},
AUTHOR = {Kammenhuber, Nils and Luxenburger, Julia and Feldmann, Anja and Weikum, Gerhard},
EDITOR = {Almeida, Jussara M. and Almeida, Virg{\'i}lio A. F. and Barford, Paul},
LANGUAGE = {eng},
ISBN = {1-59593-561-4},
LOCALID = {Local-ID: C1256DBF005F876D-2D9E3BE41F26F9E0C12572660048E531-KaIMC06},
PUBLISHER = {ACM},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {Search engines are a vital part of the Web and thus the Internet infrastructure. Therefore understanding the behavior of users searching the Web gives insights into trends, and enables enhancements of future search capabilities. Possible data sources for studying Web search behavior are either server-side logs or client-side logs. Unfortunately, current server-side logs are hard to obtain as they are considered proprietary by the search engine operators. Therefore we in this paper present a methodology for extracting client-side logs from the traffic exchanged between a large user group and the Internet. The added benefit of our methodology is that we do not only extract the search terms, the query sequences, and search results of each individual user but also the full \textit{clickstrea}, i.e., the result pages users view and the subsequently visited hyperlinked pages. We propose a finite-state Markov model that captures the user web searching and browsing behavior and allows us to deduce users' prevalent search patterns. To our knowledge, this is the first such detailed client-side analysis of clickstreams.},
BOOKTITLE = {Proceedings of the 2006 ACM SIGCOMM Internet Measurement Conference (IMC 2006)},
PAGES = {245--250},
ADDRESS = {Rio de Janeiro, Brazil},
}

Endnote
%0 Conference Proceedings
%A Kammenhuber, Nils
%A Luxenburger, Julia
%A Feldmann, Anja
%A Weikum, Gerhard
%E Almeida, Jussara M.
%E Almeida, Virg&#237;lio A. F.
%E Barford, Paul
%+ External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Web Search Clickstreams : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2479-D
%F EDOC: 314572
%F OTHER: Local-ID: C1256DBF005F876D-2D9E3BE41F26F9E0C12572660048E531-KaIMC06
%D 2006
%B ACM SIGCOMM Internet Measurement Conference
%Z date of event: 2006-10-25 - 2006-10-27
%C Rio de Janeiro, Brazil
%X Search engines are a vital part of the Web and thus the Internet 
infrastructure. Therefore understanding the behavior of users searching the Web 
gives insights into trends, and enables enhancements of future search 
capabilities. Possible data sources for studying Web search behavior are either 
server-side logs or client-side logs. Unfortunately, current server-side logs 
are hard to obtain as they are considered proprietary by the search engine 
operators. Therefore we in this paper present a methodology for extracting 
client-side logs from the traffic exchanged between a large user group and the 
Internet. The added benefit of our methodology is that we do not only extract 
the search terms, the query sequences, and search results of each individual 
user but also the full \textit{clickstrea}, i.e., the result pages users view 
and the subsequently visited hyperlinked pages. We propose a finite-state 
Markov model that captures the user web searching and browsing behavior and 
allows us to deduce users' prevalent search patterns. To our knowledge, this is 
the first such detailed client-side analysis of clickstreams.
%B Proceedings of the 2006 ACM SIGCOMM Internet Measurement Conference
%P 245 - 250
%I ACM
%@ 1-59593-561-4




	PuRe
	BibTeX

	


        1364
    
                Report
            
D5


        G. Kasneci, F. Suchanek, and G. Weikum
    

        “Yago - a core of semantic knowledge,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-5-006, 2006.
    
moreAbstract
We present YAGO, a light-weight and extensible ontology with high coverage and quality.
YAGO builds on entities and relations and currently contains roughly 900,000 entities and 5,000,000 facts.
This includes the Is-A hierarchy as well as non-taxonomic relations between entities (such as relation{hasWonPrize}).
The facts have been automatically extracted from the unification of Wikipedia and WordNet,
using a carefully designed combination of rule-based and heuristic methods described in this paper.
The resulting knowledge base is a major step beyond WordNet: in quality by adding knowledge about
individuals like persons, organizations, products, etc. with their semantic relationships --
and in quantity by increasing the number of facts by more than an order of magnitude.
Our empirical evaluation of fact correctness shows an accuracy of about 95%.
YAGO is based on a logically clean model, which is decidable, extensible, and compatible with RDFS.
Finally, we show how YAGO can be further extended by state-of-the-art information extraction techniques.
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and in quantity by increasing the number of facts by more than an order of magnitude.
Our empirical evaluation of fact correctness shows an accuracy of about 95%.
YAGO is based on a logically clean model, which is decidable, extensible, and compatible with RDFS.
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moreAbstract
In this paper we address the query routing problem in peer-to-peer ({P2P}) 
information retrieval. Our system builds up on the idea of a {S}emantic 
{O}verlay {N}etwork ({SON}), in which each peer becomes neighbor of a small 
number of peers, chosen among those that are most similar to it. Peers in the 
network are represented by a statistical Language Model derived from their 
local data collections but, instead of using the non-metric Kullback-Leibler 
divergence to compute the similarity between them, we use a symmetrized and 
"metricized" related measure, the square root of the Jensen-Shannon divergence, 
which let us map the problem to a metric search problem. The search strategy 
exploits the triangular inequality to efficiently prune the search space and 
relies on a priority queue to visit the most promising peers first. To keep 
communications costs low and to perform an efficient comparison between 
Language Models, we devise a compression technique that builds on Bloom-filters 
and histograms and we provide error bounds for the approximation and a cost 
analysis for the algorithms used to build and maintain the {SON}.
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information retrieval. Our system builds up on the idea of a {S}emantic 
{O}verlay {N}etwork ({SON}), in which each peer becomes neighbor of a small 
number of peers, chosen among those that are most similar to it. Peers in the 
network are represented by a statistical Language Model derived from their 
local data collections but, instead of using the non-metric Kullback-Leibler 
divergence to compute the similarity between them, we use a symmetrized and 
"metricized" related measure, the square root of the Jensen-Shannon divergence, 
which let us map the problem to a metric search problem. The search strategy 
exploits the triangular inequality to efficiently prune the search space and 
relies on a priority queue to visit the most promising peers first. To keep 
communications costs low and to perform an efficient comparison between 
Language Models, we devise a compression technique that builds on Bloom-filters 
and histograms and we provide error bounds for the approximation and a cost 
analysis for the algorithms used to build and maintain the {SON}.
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moreAbstract
Transaction time databases retain and provide access to prior states of a 
database. An update ''inserts'' a new record while preserving the old version. 
Immortal DB builds transaction time database support into a database engine, 
not in middleware. It supports as of queries returning records current at the 
specified time. It also supports snapshot isolation concurrency control. 
Versions are stamped with the ''clock times'' of their updating transactions. 
The timestamp order agrees with transaction serialization order. Lazy 
timestamping propagates timestamps to transaction updates after commit. 
Versions are kept in an integrated storage structure, with historical versions 
initially stored with current data. Time-splits of pages permit large histories 
to be maintained, and enable time based indexing, which is essential for high 
performance historical queries. Experiments show that Immortal DB introduces 
little overhead for accessing recent database states while providing access to 
past states.
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specified time. It also supports snapshot isolation concurrency control. 
Versions are stamped with the ''clock times'' of their updating transactions. 
The timestamp order agrees with transaction serialization order. Lazy 
timestamping propagates timestamps to transaction updates after commit. 
Versions are kept in an integrated storage structure, with historical versions 
initially stored with current data. Time-splits of pages permit large histories 
to be maintained, and enable time based indexing, which is essential for high 
performance historical queries. Experiments show that Immortal DB introduces 
little overhead for accessing recent database states while providing access to 
past states.
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moreAbstract
Methods for Web link analysis and authority ranking such as PageRank are based 
on the assumption that a user endorses a Web page when creating a hyperlink to 
this page. There is a wealth of additional user-behavior information that could 
be considered for improving authority analysis, for example, the history of 
queries that a user community posed to a search engine over an extended time 
period, or observations about which query-result pages were clicked on and 
which ones were not clicked on after a user saw the summary snippets of the 
top-10 results. This paper enhances link analysis methods by incorporating 
additional user assessments based on query logs and click streams, including 
negative feedback when a query-result page does not satisfy the user demand or 
is even perceived as spam. Our methods use various novel forms of advanced 
Markov models whose states correspond to users and queries in addition to Web 
pages and whose links also reflect the relationships derived from query-result 
clicks, query refinements, and explicit ratings. Preliminary experiments are 
presented as a proof of concept.
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this page. There is a wealth of additional user-behavior information that could 
be considered for improving authority analysis, for example, the history of 
queries that a user community posed to a search engine over an extended time 
period, or observations about which query-result pages were clicked on and 
which ones were not clicked on after a user saw the summary snippets of the 
top-10 results. This paper enhances link analysis methods by incorporating 
additional user assessments based on query logs and click streams, including 
negative feedback when a query-result page does not satisfy the user demand or 
is even perceived as spam. Our methods use various novel forms of advanced 
Markov models whose states correspond to users and queries in addition to Web 
pages and whose links also reflect the relationships derived from query-result 
clicks, query refinements, and explicit ratings. Preliminary experiments are 
presented as a proof of concept.
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moreAbstract
Methods for Web link analysis and authority ranking such as PageRank are based 
on the assumption that a user endorses a Web page when creating a hyperlink to 
this page. There is a wealth of additional user-behavior information that could 
be considered for improving authority analysis, for example, the history of 
queries that a user community posed to a search engine over an extended time 
period, or observations about which query-result pages were clicked on and 
which ones were not clicked on after a user saw the summary snippets of the 
top-10 results.
This paper enhances link analysis methods by incorporating additional user 
assessments based on query logs and click streams, including negative feedback 
when a query-result page does not satisfy the user demand or is even perceived 
as spam. Our methods use various novel forms of advanced Markov models whose 
states correspond to users and queries in addition to Web pages and whose links 
also reflect the relationships derived from query-result clicks, query 
refinements, and explicit ratings. Preliminary experiments are presented as a 
proof of concept.


BibTeX
@inproceedings{LuxenburgerWE06,
TITLE = {Exploiting Community Behavior for Enhanced Link Analysis and Web Search},
AUTHOR = {Luxenburger, Julia and Weikum, Gerhard},
EDITOR = {Zhou, Dayou},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256DBF005F876D-12E83CDAB8D3CEBEC12571B9003F6B5E-LuxenburgerWE06},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {Methods for Web link analysis and authority ranking such as PageRank are based on the assumption that a user endorses a Web page when creating a hyperlink to this page. There is a wealth of additional user-behavior information that could be considered for improving authority analysis, for example, the history of queries that a user community posed to a search engine over an extended time period, or observations about which query-result pages were clicked on and which ones were not clicked on after a user saw the summary snippets of the top-10 results. This paper enhances link analysis methods by incorporating additional user assessments based on query logs and click streams, including negative feedback when a query-result page does not satisfy the user demand or is even perceived as spam. Our methods use various novel forms of advanced Markov models whose states correspond to users and queries in addition to Web pages and whose links also reflect the relationships derived from query-result clicks, query refinements, and explicit ratings. Preliminary experiments are presented as a proof of concept.},
BOOKTITLE = {Proceedings of the 9th International Workshop on the Web and Databases (WebDB 2006)},
PAGES = {14--19},
}

Endnote
%0 Conference Proceedings
%A Luxenburger, Julia
%A Weikum, Gerhard
%E Zhou, Dayou
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Exploiting Community Behavior for Enhanced Link Analysis and Web Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-22C7-D
%F EDOC: 314494
%F OTHER: Local-ID: C1256DBF005F876D-12E83CDAB8D3CEBEC12571B9003F6B5E-LuxenburgerWE06
%D 2006
%B Untitled Event
%Z date of event: 2006-06-30 - 
%C Chicago, Illinois, USA
%X Methods for Web link analysis and authority ranking such as PageRank are based 
on the assumption that a user endorses a Web page when creating a hyperlink to 
this page. There is a wealth of additional user-behavior information that could 
be considered for improving authority analysis, for example, the history of 
queries that a user community posed to a search engine over an extended time 
period, or observations about which query-result pages were clicked on and 
which ones were not clicked on after a user saw the summary snippets of the 
top-10 results.
This paper enhances link analysis methods by incorporating additional user 
assessments based on query logs and click streams, including negative feedback 
when a query-result page does not satisfy the user demand or is even perceived 
as spam. Our methods use various novel forms of advanced Markov models whose 
states correspond to users and queries in addition to Web pages and whose links 
also reflect the relationships derived from query-result clicks, query 
refinements, and explicit ratings. Preliminary experiments are presented as a 
proof of concept.
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moreAbstract
We consider a collaboration of peers autonomously crawling the Web. 
A pivotal issue when designing a peer-to-peer (P2P) Web search engine in this 
environment 
is \textit{query routing}: selecting a small subset of (a potentially very 
large number of relevant) 
peers to contact to satisfy a keyword query. Existing approaches for query 
routing work well 
on disjoint data sets. However, naturally, the peers' data collections often 
highly overlap, 
as popular documents are highly crawled. Techniques for estimating the 
cardinality of the 
overlap between sets, designed for and incorporated into information retrieval 
engines 
are very much lacking. In this paper we present a comprehensive evaluation of 
appropriate 
overlap estimators, showing how they can be incorporated into an efficient, 
iterative approach 
to query routing, coined \textit{Integrated Quality Novelty (IQN)}. We propose 
to further 
enhance our approach using histograms, combining overlap estimation with the 
available 
score/ranking information. Finally, we conduct a performance evaluation in 
MINERVA, 
our prototype P2P Web search engine.
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peers to contact to satisfy a keyword query. Existing approaches for query 
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are very much lacking. In this paper we present a comprehensive evaluation of 
appropriate 
overlap estimators, showing how they can be incorporated into an efficient, 
iterative approach 
to query routing, coined \textit{Integrated Quality Novelty (IQN)}. We propose 
to further 
enhance our approach using histograms, combining overlap estimation with the 
available 
score/ranking information. Finally, we conduct a performance evaluation in 
MINERVA, 
our prototype P2P Web search engine.
%B Advances in Database Technology - EDBT 2006:&#160;10th International Conference on Extending Database Technology
%P 149 - 166
%I Springer
%@ 3-540-32960-9
%B Lecture Notes in Computer Science
%N 3896




	PuRe
	BibTeX

	


        1371
    
                Conference paper
            
D5


        S. Michel, M. Bender, N. Ntarmos, P. Triantafillou, G. Weikum, and C. Zimmer
    

        “Discovering and Exploiting Keyword and Attribute-Value Co-occurrences to Improve P2P Routing Indices,” in ACM 15th Conference on Information and Knowledge Management (CIKM2006), 2006.
    
moreAbstract
Peer-to-Peer (P2P) search requires intelligent decisions for
{\em query routing}: selecting the best peers to which a given query,
initiated at some peer, should be forwarded for retrieving additional
search results. These decisions are based on statistical summaries
for each peer, which are usually organized on a per-keyword basis and
managed in a distributed directory of routing indices. 
Such architectures disregard the
possible correlations among keywords. Together with the coarse granularity
of per-peer summaries, which are mandated for scalability,
this limitation may lead to poor search result quality. 
 
This paper develops and evaluates two solutions to this problem, {\em sk-STAT} 
based on single-key statistics only, 
and {\em mk-STAT} based
on additional multi-key statistics. For both cases, hash sketch synopses are 
used to compactly 
represent a peer's data items and 
are efficiently disseminated in the P2P network to form a decentralized 
directory. Experimental studies with Gnutella and Web data demonstrate
the viability and the trade-offs of the approaches.
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        “Analysis of Two Existing and One New Dynamic Programming Algorithm for the Generation of Optimal Bushy Join Trees without Cross Products,” in Proceedings of the 32nd International Conference on Very Large Data Bases (VLDB 2006), 2006.
    
moreAbstract
Two approaches to derive dynamic programming algorithms for constructing join 
trees are described in the literature. We show analytically and experimentally 
that these two variants exhibit vastly diverging runtime behaviors for 
different query graphs. More specifically, each variant is superior to the 
other for one kind of query graph (chain or clique), but fails for the other. 
Moreover, neither of them handles star queries well. This motivates us to 
derive an algorithm that is superior to the two existing algorithms because it 
adapts to the search space implied by the query graph.
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        “A Reproducible Benchmark for P2P Retrieval,” in Proceedings of the 1st International Workshop on Performance and Evaluation of Data Management Systems, ExpDB 2006, in cooperation with ACM SIGMOD, 2006.
    
moreAbstract
With the growing popularity of information retrieval (IR)
in distributed systems and in particular {P2P} Web search, a
huge number of protocols and prototypes have been introduced
in the literature. However, nearly every paper considers
a different benchmark for its experimental evaluation,
rendering their mutual comparison and the quantification of
performance improvements an impossible task.
We present a standardized, general purpose benchmark
for {P2P IR} systems that finally makes this possible. We
start by presenting a detailed requirement analysis for such
a standardized benchmark framework that allows for reproducible
and comparable experimental setups without sacrificing
flexibility to suit different system models. We further
suggest Wikipedia as a publicly-available and all-purpose
document corpus and finally introduce a simple but yet flexible
clustering strategy that assigns the Wikipedia articles as
documents to an arbitrary number of peers. After proposing
a standardized, real-world query set as the benchmark
workload, we review the metrics to evaluate the benchmark
results and present an example benchmark run for our fullyimplemented
{P2P} Web search prototype {MINERVA}.
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        “On the Optimal Ordering of Maps, Selections, and Joins Under Factorization,” in Flexible and efficient information handling : 23rd British National Conference on Databases, BNCOD 23, Belfast,Northern Ireland, UK, 2006.
    
moreAbstract
We examine the problem of producing the optimal evaluation order for queries 
containing joins, selections, and maps. Specifically, we look at the case where 
common subexpressions involving expensive UDF calls can be factored out. First, 
we show that ignoring factorization during optimization can lead to plans that 
are far of the best possible plan: the difference in cost between the best plan 
considering factorization and the best plan not considering factorization can 
easily reach several orders of magnitude. Then, we introduce optimization 
strategies that produce op- timal left-deep and bushy plans when factorization 
is taken into account. Experiments (1) confirm that factorization is a critical 
issue when it comes to generating optimal plans and (2) we show that to 
consider factorization does not make plan generation significantly  more 
expensive.
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        “Counting at Large: Efficient Cardinality Estimation in Internet-Scale Data Networks,” in Proceedings of the 22nd International Conference on Data Engineering (ICDE 2006), 2006.
    
moreAbstract
Counting in general, and estimating the cardinality of (multi-) sets in 
particular, is highly desirable for a large variety of applications, 
representing a foundational block for the efficient deployment and access of 
emerging internetscale information systems. Examples of such applications range 
from optimizing query access plans in internet-scale databases, to evaluating 
the significance (rank/score) of various data items in information retrieval 
applications. The key constraints that any acceptable solution must satisfy 
are: (i) efficiency: the number of nodes that need be contacted for counting 
purposes must be small in order to enjoy small latency and bandwidth 
requirements; (ii) scalability, seemingly contradicting the efficiency goal: 
arbitrarily large numbers of nodes nay need to add elements to a (multi-) set, 
which dictates the need for a highly distributed solution, avoiding 
server-based scalability, bottleneck, and availability problems; (iii) access 
and storage load balancing: counting and related overhead chores should be 
distributed fairly to the nodes of the network; (iv) accuracy: tunable, robust 
(in the presence of dynamics and failures) and highly accurate cardinality 
estimation; (v) simplicity and ease of integration: special, solution-specific 
indexing structures should be avoided. In this paper, first we contribute a 
highly-distributed, scalable, efficient, and accurate (multi-) set cardinality 
estimator. Subsequently, we show how to use our solution to build and maintain 
histograms, which have been a basic building block for query optimization for 
centralized databases, facilitating their porting into the realm of 
internet-scale data networks.
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purposes must be small in order to enjoy small latency and bandwidth 
requirements; (ii) scalability, seemingly contradicting the efficiency goal: 
arbitrarily large numbers of nodes nay need to add elements to a (multi-) set, 
which dictates the need for a highly distributed solution, avoiding 
server-based scalability, bottleneck, and availability problems; (iii) access 
and storage load balancing: counting and related overhead chores should be 
distributed fairly to the nodes of the network; (iv) accuracy: tunable, robust 
(in the presence of dynamics and failures) and highly accurate cardinality 
estimation; (v) simplicity and ease of integration: special, solution-specific 
indexing structures should be avoided. In this paper, first we contribute a 
highly-distributed, scalable, efficient, and accurate (multi-) set cardinality 
estimator. Subsequently, we show how to use our solution to build and maintain 
histograms, which have been a basic building block for query optimization for 
centralized databases, facilitating their porting into the realm of 
internet-scale data networks.
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moreAbstract
Publish/Subscribe systems have become an established model to provide content 
delivery from publishers to subscribers. Many approaches based on top of a P2P 
network have been proposed and evaluated, but typically each approach is 
evaluated on its own. We identify two approaches to implement Publish/Subscribe 
based on a structured P2P network and provide a mathematical analysis of their 
complexity. Furthermore, we compare the two approaches for several choices of 
system parameters and associate the
outcomes to certain usage scenarios. Thus, we can provide evidence of which of 
these approaches is suitable for certain scenarios. Finally, we design and 
implement a discrete
event simulator and present results of experimental measurements of both 
approaches.
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%X Publish/Subscribe systems have become an established model to provide content 
delivery from publishers to subscribers. Many approaches based on top of a P2P 
network have been proposed and evaluated, but typically each approach is 
evaluated on its own. We identify two approaches to implement Publish/Subscribe 
based on a structured P2P network and provide a mathematical analysis of their 
complexity. Furthermore, we compare the two approaches for several choices of 
system parameters and associate the
outcomes to certain usage scenarios. Thus, we can provide evidence of which of 
these approaches is suitable for certain scenarios. Finally, we design and 
implement a discrete
event simulator and present results of experimental measurements of both 
approaches.
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moreAbstract
PageRank authority scores have proven to be a powerful ingredient to local 
document scoring. This paper presents several possible strategies to 
incorporate authority scores into that process. We showcase JXP, an authority 
score measure that converges to true global PageRank scores in a distributed 
environment. We develop a hybrid strategy that leverages from the combined 
power of authority scores and other popular query routing measures, such as 
CORI. We present preliminary experimental results that support our hypothesis 
that authority scores can be highly beneficial to query routing.
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moreAbstract
PageRank-style (PR) link analyses are a cornerstone of Web
search engines and Web mining, but they are computationally
expensive. Recently, various techniques have been proposed
for speeding up these analyses by distributing the link
graph among multiple sites. However, none of these advanced
methods is suitable for a fully decentralized PR computation
in a peer-to-peer (P2P) network with autonomous
peers, where each peer can independently crawl Web fragments
according to the user's thematic interests. In such
a setting the graph fragments that different peers have locally
available or know about may arbitrarily overlap among
peers, creating additional complexity for the PR computation.
This paper presents the JXP algorithm for dynamically
and collaboratively computing PR scores of Web pages that
are arbitrarily distributed in a P2P network. The algorithm
runs at every peer, and it works by combining locally computed
PR scores with random meetings among the peers in
the network. It is scalable as the number of peers on the
network grows, and experiments as well as theoretical arguments
show that JXP scores converge to the true PR scores
that one would obtain by a centralized computation.
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in a peer-to-peer (P2P) network with autonomous
peers, where each peer can independently crawl Web fragments
according to the user's thematic interests. In such
a setting the graph fragments that different peers have locally
available or know about may arbitrarily overlap among
peers, creating additional complexity for the PR computation.
This paper presents the JXP algorithm for dynamically
and collaboratively computing PR scores of Web pages that
are arbitrarily distributed in a P2P network. The algorithm
runs at every peer, and it works by combining locally computed
PR scores with random meetings among the peers in
the network. It is scalable as the number of peers on the
network grows, and experiments as well as theoretical arguments
show that JXP scores converge to the true PR scores
that one would obtain by a centralized computation.
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moreAbstract
Keyword-based queries are an important means to retrieve information from XML 
collections with unknown or complex schemas. Relevance Feedback integrates  
relevance information provided by a user to enhance retrieval quality. For 
keyword-based XML queries, feedback engines usually generate an expanded 
keyword query from the content of elements marked as relevant or nonrelevant. 
This approach that is inspired by text-based IR completely ignores the 
semistructured nature of XML. This paper makes the important step from pure 
content-based to structural feedback. It presents two independent approaches 
that include structural dimensions in a feedback-driven query evaluation: The 
first approach reranks the result list of a keyword-based search engine, using 
structural features derived from results with known relevance. The second 
approach expands a keyword query into a full-fledged content-and-structure 
query with weighted conditions.
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content-based to structural feedback. It presents two independent approaches 
that include structural dimensions in a feedback-driven query evaluation: The 
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moreAbstract
Relevance Feedback is an important way to enhance retrieval quality by 
integrating relevance information provided by a user. In XML retrieval, 
feedback engines usually generate an expanded query from the content of 
elements marked as relevant or nonrelevant. This approach that is inspired by 
text-based IR completely ignores the semistructured nature of XML. This paper 
makes the important step from content-based to structural feedback. It presents 
an integrated solution for expanding keyword queries with new content, path, 
and document constraints. An extensible framework evaluates such query 
conditions with existing keyword-based XML search engines while allowing to 
easily integrate new dimensions of feedback. Extensive experiments with the 
established INEX benchmark show the feasibility of our approach.
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moreAbstract
Keyword-based queries are an important means to retrieve information from XML 
collections with unknown or complex schemas. Relevance Feedback integrates 
relevance information provided by a user to enhance retrieval quality. For 
keyword-based XML queries, feedback engines usually generate an expanded 
keyword query from the content of elements marked as relevant or nonrelevant. 
This approach that is inspired by text-based IR completely ignores the 
semistructured nature of XML. This paper makes the important step from pure 
content-based to structural feedback. It presents a framework that expands a 
keyword query into a full-fledged content-and-structure query. Extensive 
experiments with the established INEX benchmark and our TopX search engine show 
the feasibility of our approach.
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moreAbstract
This paper presents the architecture and implementation of the EOS2 
failure-masking framework for composite Web Services. EOS2 is based on the 
recently proposed notion of interaction contracts (IC), and provides 
exactly-once execution semantics for general, arbitrarily distributed Web 
Services in the presence of message losses and component crashes without 
requiring explicit coding effort by the application programmer. The EOS2 
implementation masks failures by adding a recovery layer to popular Web 
technology products: (i) the server-side script language PHP run on Apache Web 
server, and (ii) Internet browsers like IE to deliver recovery guarantees to 
the end-user.
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moreAbstract
This paper presents the architecture and implementation of the EOS2 
failure-masking framework for composite Web Services. EOS2 is based on the 
recently proposed notion of interaction contracts (IC), and provides 
exactly-once execution semantics for general, arbitrarily distributed Web 
Services in the presence of message losses and component crashes without 
requiring explicit coding effort by the application programmer. The EOS2 
implementation masks failures by adding a recovery layer to popular Web 
technology products: 
(i) the server-side script language PHP run on Apache Web server, and 
(ii) Internet browsers like IE to deliver recovery guarantees to the end-user.
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moreAbstract
This paper describes an efficient method to construct reliable machine
learning applications in peer-to-peer (P2P) networks by building ensemble
based meta methods. We consider this problem in the context of distributed Web
exploration applications like focused crawling. Typical applications are 
user-specific classification of retrieved Web contents into personalized topic 
hierarchies as well as automatic refinements of such taxonomies using 
unsupervised machine learning methods (e.g. clustering).
Our approach is to combine models from multiple peers and to construct the 
advanced decision model that takes the generalization performance of multiple 
'local' peer models into account.
In addition, meta algorithms can be applied in a restrictive manner, i.e. by 
leaving out some 'uncertain' documents. The results of our systematic 
evaluation show the viability of the proposed approach.
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moreAbstract
Search engines, question answering systems and classification systems
alike can greatly profit from formalized world knowledge.
Unfortunately, manually compiled collections of world knowledge (such
as WordNet or the Suggested Upper Merged Ontology SUMO) often suffer
from low coverage, high assembling costs and fast aging. In contrast,
the World Wide Web provides an endless source of knowledge, assembled
by millions of people, updated constantly and available for free. In
this paper, we propose a novel method for learning arbitrary binary
relations from natural language Web documents, without human
interaction. Our system, LEILA, combines linguistic analysis and
machine learning techniques to find robust patterns in the text and to
generalize them. For initialization, we only require a set of examples
of the target relation and a set of counterexamples (e.g. from
WordNet). The architecture consists of 3 stages: Finding patterns in
the corpus based on the given examples, assessing the patterns based on
probabilistic confidence, and applying the generalized patterns to
propose pairs for the target relation. We prove the benefits and
practical viability of our approach by extensive experiments, showing
that LEILA achieves consistent improvements over existing comparable
techniques (e.g. Snowball, TextToOnto).
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Unfortunately, manually compiled collections of world knowledge (such
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from low coverage, high assembling costs and fast aging. In contrast,
the World Wide Web provides an endless source of knowledge, assembled
by millions of people, updated constantly and available for free. In
this paper, we propose a novel method for learning arbitrary binary
relations from natural language Web documents, without human
interaction. Our system, LEILA, combines linguistic analysis and
machine learning techniques to find robust patterns in the text and to
generalize them. For initialization, we only require a set of examples
of the target relation and a set of counterexamples (e.g. from
WordNet). The architecture consists of 3 stages: Finding patterns in
the corpus based on the given examples, assessing the patterns based on
probabilistic confidence, and applying the generalized patterns to
propose pairs for the target relation. We prove the benefits and
practical viability of our approach by extensive experiments, showing
that LEILA achieves consistent improvements over existing comparable
techniques (e.g. Snowball, TextToOnto).
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        “LEILA: Learning to Extract Information by Linguistic Analysis,” in Proceedings of the 2nd Workshop on Ontology Learning and Population (OLP2) @COLING/ACL 2006, 2006.
    
moreAbstract
One of the challenging tasks in the context of the Semantic Web is to 
automatically extract  instances of binary relations from Web documents - for 
example all pairs of a person and the corresponding birthdate. In this paper, 
we present LEILA, a system that can extract instances of arbitrary given binary 
relations from natural language Web documents - without human interaction. 
Different from previous approaches, LEILA uses a deep syntactic analysis. This 
results in consistent improvements over comparable systems (such as e.g. 
Snowball or TextToOnto).
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moreAbstract
abstract 1:
 
The World Wide Web provides a nearly endless source of knowledge, which is 
mostly given in natural language. A first step towards exploiting this data 
automatically could be to extract pairs of a given semantic relation from text 
documents - for example all pairs of a person and her birthdate. One strategy 
for this task is to find text patterns that express the semantic relation, to 
generalize these patterns, and to apply them to a corpus to find new pairs. In 
this paper, we show that this approach profits significantly when deep 
linguistic structures are used instead of surface text patterns. We demonstrate 
how linguistic structures can be represented for machine learning, and we 
provide a theoretical analysis of the pattern matching approach. We show the 
benefits of our approach by extensive experiments with our prototype system 
LEILA.
 
abstract 2:
Search engines, question answering systems and classification systems
alike can greatly profit from formalized world knowledge.
Unfortunately, manually compiled collections of world knowledge (such
as WordNet or the Suggested Upper Merged Ontology SUMO) often suffer
from low coverage, high assembling costs and fast aging. In contrast,
the World Wide Web provides an endless source of knowledge, assembled
by millions of people, updated constantly and available for free. In
this paper, we propose a novel method for learning arbitrary binary
relations from natural language Web documents, without human
interaction. Our system, LEILA, combines linguistic analysis and
machine learning techniques to find robust patterns in the text and to
generalize them. For initialization, we only require a set of examples
of the target relation and a set of counterexamples (e.g. from
WordNet). The architecture consists of 3 stages: Finding patterns in
the corpus based on the given examples, assessing the patterns based on
probabilistic confidence, and applying the generalized patterns to
propose pairs for the target relation. We prove the benefits and
practical viability of our approach by extensive experiments, showing
that LEILA achieves consistent improvements over existing comparable
techniques (e.g. Snowball, TextToOnto).
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%X abstract 1:

The World Wide Web provides a nearly endless source of knowledge, which is 
mostly given in natural language. A first step towards exploiting this data 
automatically could be to extract pairs of a given semantic relation from text 
documents - for example all pairs of a person and her birthdate. One strategy 
for this task is to find text patterns that express the semantic relation, to 
generalize these patterns, and to apply them to a corpus to find new pairs. In 
this paper, we show that this approach profits significantly when deep 
linguistic structures are used instead of surface text patterns. We demonstrate 
how linguistic structures can be represented for machine learning, and we 
provide a theoretical analysis of the pattern matching approach. We show the 
benefits of our approach by extensive experiments with our prototype system 
LEILA.

abstract 2:
Search engines, question answering systems and classification systems
alike can greatly profit from formalized world knowledge.
Unfortunately, manually compiled collections of world knowledge (such
as WordNet or the Suggested Upper Merged Ontology SUMO) often suffer
from low coverage, high assembling costs and fast aging. In contrast,
the World Wide Web provides an endless source of knowledge, assembled
by millions of people, updated constantly and available for free. In
this paper, we propose a novel method for learning arbitrary binary
relations from natural language Web documents, without human
interaction. Our system, LEILA, combines linguistic analysis and
machine learning techniques to find robust patterns in the text and to
generalize them. For initialization, we only require a set of examples
of the target relation and a set of counterexamples (e.g. from
WordNet). The architecture consists of 3 stages: Finding patterns in
the corpus based on the given examples, assessing the patterns based on
probabilistic confidence, and applying the generalized patterns to
propose pairs for the target relation. We prove the benefits and
practical viability of our approach by extensive experiments, showing
that LEILA achieves consistent improvements over existing comparable
techniques (e.g. Snowball, TextToOnto).
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moreAbstract
This paper describes the setup and results of our contributions to the INEX 
2006 AdHoc and Feedback tasks.
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moreAbstract
We participated with two different and independent search engines in this 
year's INEX round: The XXL Search Engine and the TopX engine. As this is the 
first participation for TopX, this paper focuses on the design principles, 
scoring, query evaluation and results of TopX. We shortly discuss the results 
with XXL afterwards.
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moreAbstract
The Max-Planck Institute for Informatics (MPI-INF) is one of 80 institutes of 
the Max-Planck Society, Germany's premier scientific organization for 
foundational research with numerous Nobel prizes in natural sciences and 
medicine. MPI-INF hosts about 150 researchers (including graduate students) and 
comprises 5 research groups on algorithms and complexity, programming logics, 
computational biology and applied algorithmics, computer graphics, and 
databases and information systems (DBIS). This report gives an overview of the 
DBIS group's mission and ongoing research.
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DBIS group's mission and ongoing research.
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        “The Lowell Database Research Self-Assessment,” Communications of the ACM, vol. 48, 2005.
    
moreAbstract
Database needs are changing, driven by the Internet and increasing amounts of 
scientific and sensor data. In this article, the authors propose research into 
several important new directions for database management systems.
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        “Report on the DB/IR panel at SIGMOD 2005,” SIGMOD Record, vol. 34, 2005.
    
moreAbstract
This paper summarizes the salient aspects of the SIGMOD 2005 panel on 
"Databases and Information Retrieval: Rethinking the Great Divide". The goal of 
the panel was to discuss whether we should rethink data management systems 
architectures to truly merge Database (DB) and Information Retrieval (IR) 
technologies. The panel had very high attendance and generated lively 
discussions.
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        “Personalized Query Routing in Peer-to-Peer Federations of Digital Libraries,” in DELOS Research Activities 2005, Pisa, Italy: ISTI-CNR, 2005.
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        “MINERVA: Collaborative P2P Search (Demo),” in Proceedings of the 31st International Conference on Very Large Data Bases (VLDB 2005), 2005.
    
moreAbstract
This paper proposes the live demonstration of a prototype of MINERVA, a novel 
P2P
Web search engine. The search engine is layered on top of a DHT-based overlay 
network that connects an a-priori unlimited number of peers, each of which 
maintains a personal local database and a local search facility. Each peer 
posts a small amount of metadata to a physically distributed directory that is 
used to efficiently select promising peers from across the
peer population that can best locally execute a query. The proposed 
demonstration serves as a proof of concept for P2P Web search by deploying the 
project on standard notebook PCs and also invites everybody to join the network 
by instantly installing a small piece of software from a USB memory stick.
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        “Towards Collaborative Search in Digital Libraries Using Peer-to-Peer Technology,” in Peer-to-peer, grid, and service-orientation in digital library architectures : 6th Thematic Workshop of the EU Network of Excellence DELOS, 2005.
    
moreAbstract
We consider the problem of collaborative search across a large number of 
digital libraries and query routing strategies in a peer-to-peer (P2P) 
environment. Both digital libraries and users are equally viewed as peers and, 
thus, as part of the P2P network. Our system provides a versatile platform for 
a scalable search engine combining local index structures of autonomous peers 
with a global directory based on a distributed hash table (DHT) as an overlay 
network.
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        “Challenges of Distributed Search Across Digital Libraries,” in Proceedings of the 8th International Workshop of the DELOS Network of Excellence on Digital Libraries on Future Digital Library Management Systems (System Architecture & Information Access), 2005.
    
moreAbstract
We present the MINERVA project that tackles the problem of collaborative search 
across a large number of digital libraries. The search engine is layered on top 
of a Chord-style peer-to-peer overlay network that connects an a-priori 
unlimited number of peers or digital libraries. Each library posts a small 
amount of metadata to a conceptually global, but physically distributed 
directory. This directory is is used to efficiently select promising libraries 
to execute a query based on their local data. The paper discusses current 
challenges regarding replication, caching and proactive dissemination, query 
routing based on local user profiles such as bookmarks, and benefit/cost models 
for query routing.
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        “The MINERVA Project: Database Selection in the Context of P2P Search,” in Datenbanksysteme in Business, Technologie und Web (BTW), Karlsruhe, Germany, 2005.
    
moreAbstract
This paper presents the MINERVA project that protoypes a distributed search 
engine based on P2P techniques. MINERVA is layered on top of a Chord-style 
overlay network and uses a powerful crawling, indexing, and search engine on 
every autonomous peer. We formalize our system model and identify the problem 
of efficiently selecting promising peers for a query as a pivotal issue. We 
revisit existing approaches to the database selection problem and adapt them to 
our system environment. Measurements are performed to compare different 
selection  strategies using real-world data. The experiments show significant 
performance differences between the strategies
and prove the importance of a judicious peer selection strategy. The 
experiments also present first evidence that a small number of carefully 
selected peers already provide the vast majority of all relevant results.
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        “Improving Collection Selection with Overlap-Awareness,” in SIGIR 2005 : Proceedings of the Twenty-Eighth Annual International ACM SIGIR Conference on Research and Development in Information Retrieval (SIGIR ’05), 2005.
    
moreAbstract
Collection selection has been a research issue for years. Most
of the existing literature estimates the expected result quality
of a collection, typically using precomputed statistics,
and ranks the collections accordingly. We believe that this
is insufficient if the collections overlap, e.g., in the scenario of
autonomous peers crawling the web. We argue for the extension
of existing quality measures using estimators of mutual
overlap among collections and present experiments in which
this combination outperforms CORI, a popular approach
based on quality estimation. In our experiments, we use a
prototype implementation of a P2P web search engine that
allows handling large amounts of data in a distributed and
self-organizing manner. Taking overlap into account during
collection selection in this scenario can drastically decrease
the number of collections that have to be contacted in order
to reach a satisfactory level of recall, which is a great step
towards the feasibility of distributed web search.
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moreAbstract
In diesem Artikel wird MINERVA
präsentiert, eine prototypische Implementierung einer verteilten
Suchmaschine basierend auf einer Peer-to-Peer
(P2P)-Architektur. MINERVA setzt auf die in der P2P-Welt
verbreitete Technik verteilter Hashtabellen auf und
benutzt diese zum Aufbau eines verteilten Verzeichnisses.
Peers in unserem Ansatz entsprechen völlig autonomen
Benutzern mit ihren lokalen Suchmöglichkeiten,
die bereit sind, ihr lokales Wissen und ihre lokalen Suchmöglichkeiten
im Rahmen einer Kollaboration zur Verfügung
zu stellen. Wir formalisieren unsere Systemarchitektur
und beschreiben das zentrale Problem einer ef-
fizienten Suche nach vielversprechenden Peers für eine
konkrete Anfrage innerhalb des Verbundes. Wir greifen
dabei auf existierende Methoden zurück and passen diese
an unseren Systemkontext an. Wir präsentieren Experimente
auf realen Daten, die verschiedene dieser Ansätze
vergleichen. Diese Experimente zeigen, dass die Qualität
der Ansätze variiert und untermauern damit dieWichtigkeit
und den Einfluss einer leistungsstarken Methode zur
Auswahl guter Datenbanken. Unsere Experimente deuten
an, dass eine geringe Anzahl sorgfältig ausgewählter
Datenbanken typischerweise bereits einen Großteil aller
relevanten Ergebnisse des Gesamtsystems liefert.
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        “Personalized Query Routing in Peer-to-Peer Federations of Digital Libraries,” 9th European Conference on Research and Advanced Technology for Digital Libraries (ECDL 2005). 2005.
    
moreAbstract
This task explores routing of various types of queries (SQL, XQuery, etc.) over 
a P2P network where, apart from DLs, user agents with powerful personalized 
tools may participate as peers as well. It attempts to design novel strategies 
for query routing that can effectively exploit user profiling information about 
the participating users. This task is an offspring of all technical tasks 
(Tasks 2.1-2.5) from the previous JPA. Its overall goal will be accomplished by 
integrating also contributions from WP1.
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moreAbstract
Databases (DB) and information retrieval (IR)have evolved as separate fields. 
However, modern applications such as customer support, health care, and digital 
libraries require capabilities for both data and text management. In such 
settings, traditional DB queries, in SQL or XQuery, are not flexible enough to 
handle applicationspecific scoring and ranking. IR systems, on the other hand, 
lack efficient support for handling structured parts of the data and metadata, 
and do not give the application developer adequate control over the ranking 
function. This paper analyzes the requirements of advanced text- and data-rich 
applications for an integrated platform. The core functionality must be 
manageable, and the API should be easy to program against. A particularly 
important issue that we highlight is how to reconcile flexibility in scoring 
and ranking models with optimizability, in order to accommodate a wide variety 
of target applications efficiently. We discuss whether such a system needs to 
be designed from scratch, or can be incrementally built on top of existing 
architectures. The results of our analyses are cast into a series of challenges 
to the DB and IR communities.
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moreAbstract
The Challenge of Total Cost of-Ownership Our society is more dependent on 
information systems than ever before. However, managing the information systems 
infrastructure in a cost-effective manner is a growing challenge. The total 
cost of ownership (TCO) of information technology is increasingly dominated by 
people costs. In fact, mistakes in operations and administration of information 
systems are the single most reasons for system outage and unacceptable 
performance. For information systems to provide value to their customers, we 
must reduce the complexity associated with their deployment and usage.
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        “Automatic Query Refinement Using Mined Semantic Relations,” in International Workshop on Challenges in Web Information Retrieval and Integration (WIRI), 2005.
    
moreAbstract
With the Web of today being unstructured and semantically heterogeneous, 
keyword-based queries are likely to miss important results. Therefore, {\em 
refining} and {\em expanding} queries plays an important role today. This paper 
presents a novel approach for query expansion that applies dependency rules 
mined from a large Web crawl, combining several existing techniques for data 
extraction and mining. Additionally, the rules help binding keyword queries to 
the input fields of forms on Web portals, opening up the tremendous resources 
of the Hidden Web. Preliminary, yet convincing experiments from a restricted 
application domain indicate the viability of our approach.
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moreAbstract
For both classification and retrieval of natural language text documents, the 
standard
document representation is a term vector where a term is simply a morphological 
normal
form of the corresponding word. A potentially better approach would be to map 
every word onto a concept, the proper word sense and use this additional 
information in the learning process. In this paper we address the problem of 
automatically classifying natural language text documents. We investigate the 
effect of word to concept mappings and word sense disambiguation techniques on 
improving classification accuracy. We use the WordNet thesaurus as a background 
knowledge base and propose a generative language model approach to document 
classification. We show experimental results comparing the
performance of our model with Naive Bayes and SVM classifiers.
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        “Digital Library Information-Technology Infrastructures,” International Journal on Digital Libraries, vol. 5, 2005.
    
moreAbstract
This paper charts a research agenda on systems-oriented issues in digital 
libraries. It focuses on the most central and generic system issues, including 
system architecture, user-level functionality, and the overall operational 
environment. With respect to user-level functionality, in particular, it 
abstracts the overall information lifecycle in digital libraries to five major 
stages and identifies key research problems that require solution in each 
stage. Finally, it recommends an explicit set of activities that would help 
achieve the research goals outlined and identifies several dimensions along 
which progress of the digital library field can be evaluated.
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        “The Atomic Manifesto: a Story in Four Quarks,” SIGMOD Record, vol. 34, 2005.
    
moreAbstract
This paper is based on a five-day workshop on "Atomicity in System Design and 
Execution" that took place in Schloss Dagstuhl in Germany [5] in April 2004 and 
was attended by 32 people from different scientific communities. The 
participants included researchers from the four areas of• database and 
transaction processing systems,• fault tolerance and dependable systems,• 
formal methods for system design and correctness reasoning, and• to a smaller 
extent, hardware architecture and programming languages.
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moreAbstract
This paper is based on a five-day workshop on "Atomicity in System Design and 
Execution" that took place in Schloss Dagstuhl in Germany in April 2004 and was 
attended by 32 people from different scientific communities. The participants 
included researchers from the four areas of• database and transaction 
processing systems,• fault tolerance and dependable systems,• formal methods 
for system design and correctness reasoning, and• to a smaller extent, hardware 
architecture and programming languages.
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moreAbstract
In this paper, we provide several alternatives to the classical
Bag-Of-Words model for automatic authorship attribution.
To this end, we consider linguistic and writing style infor-
mation such as grammatical structures to construct di®er-
ent document representations. Furthermore we describe two
techniques to combine the obtained representations: combi-
nation vectors and ensemble based meta classi¯cation. Our
experiments show the viability of our approach.
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moreAbstract
Our {\em Immortal DB} prototype provides transaction time database support 
built into the Sql Server database engine, not layered on top. Transaction-time 
databases retain and provide access to all prior states of a database. Thus an 
update "inserts" a new {\em version} of a record while preserving the old 
version. Our prototype supports {\em as of} queries that return record versions
 of the database "as of" a specified time in the past. Immortal DB exploits 
three distinguishing technologies. (1)~Historical versions of a record are 
initially stored in the same disk page as the current version. (2)~Each version 
is lazily stamped with the clock time of its updating transaction after commit. 
(3)~Time-based page splits are used to accommodate arbitrarily large database 
histories and enable effective time-based indexing. We demonstrate the 
functionality of Immortal DB with a moving objects application that tracks cars 
in the Seattle area.
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moreAbstract
The introduction of hierarchical thesauri (HT) that contain significant 
semantic information, has led researchers to investigate their potential for 
improving performance of the text classification task, extending the 
traditional “bag of words” representation, incorporating syntactic and semantic 
relationships among words. In this paper we address this problem by proposing a 
Word Sense Disambiguation (WSD) approach based on the intuition that word 
proximity in the document implies proximity also in the HT graph. We argue that 
the high precision exhibited by our WSD algorithm in various 
humanly-disambiguated benchmark datasets, is appropriate for the classification 
task. Moreover, we define a semantic kernel, based on the general concept of 
GVSM kernels, that captures the semantic relations contained in the 
hierarchical thesaurus. Finally, we conduct experiments using various corpora 
achieving a systematic improvement in classification accuracy using the SVM 
algorithm, especially when the training set is small.
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moreAbstract
This paper addresses the efficient processing of top-k queries in wide-area 
distributed data repositories where the index lists for the attribute values 
(or text terms) of a query are distributed across a number of data peers and 
the computational costs include network latency, bandwidth consumption, and 
local peer work. We present KLEE, a novel algorithmic framework for distributed 
top-k queries, designed for high performance and flexibility. KLEE makes a 
strong case for approximate top-k algorithms over widely distributed data 
sources. It shows how great gains in efficiency can be enjoyed at low 
result-quality penalties. Further, KLEE affords the query-initiating peer the 
flexibility to trade-off result quality and expected performance and to 
trade-off the number of communication phases engaged during query execution 
versus network bandwidth performance. We have implemented KLEE and related 
algorithms and conducted a comprehensive performance evaluation. Our evaluation 
employed real-world and synthetic large, web-data collections, and query 
benchmarks. Our experimental results show that KLEE can achieve major 
performance gains in terms of network bandwidth, query response times, and much 
lighter peer loads, all with small errors in result precision and other 
result-quality measures.
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moreAbstract
MINERVA is a novel approach towards P2P Web search that connects an a-priori 
unlimited number of peers, each of which maintains
a personal local database and a local search facility. Each peer posts a small 
amount of metadata to a physically distributed directory layered on top of a 
DHT-based overlay network that is used to efficiently select promising peers 
from across the peer population that can best locally execute a query. This 
paper proposes a live demonstration of MINERVA, showcasing the full information 
lifecycle: crawling web pages, disseminating
metadata to a distributed directory, and executing queries online. We 
additionally invite all visitors to instantly join the network by executing a 
small piece of software.
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moreAbstract
The promises inherent in users coming together to form data sharing network 
communities, bring to the foreground new problems formulated over such dynamic, 
ever growing, computing, storage, and networking infrastructures. A key open 
challenge is to harness these highly distributed resources toward the 
development of 
an ultra scalable, efficient search engine. From a technical viewpoint, any 
acceptable solution must fully exploit all available resources dictating the 
removal of any centralized points of control, which can also readily lead 
to performance bottlenecks and reliability/availability problems. Equally 
importantly, however, a highly distributed solution can also facilitate 
pluralism in informing users about internet content, which is crucial in order 
to preclude the formation of information-resource monopolies and the biased 
visibility of content from economically-powerful sources. To meet these 
challenges, the work described here puts forward MINERVA$\infty$, a novel 
search engine architecture, designed for scalability and efficiency. 
MINERVA$\infty$ encompasses a suite of novel algorithms, including algorithms 
for creating data networks of interest, placing data on network nodes, load 
balancing, top-k algorithms for retrieving data at query time, and replication 
algorithms for expediting top-k query processing.
We have implemented the proposed architecture and we report on our extensive 
experiments with real-world, web-crawled, and synthetic data and queries, 
showcasing the scalability and efficiency traits of MINERVA$\infty$.
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moreAbstract
There exist a number of approaches for query processing
in Peer-to-Peer information systems that efficiently retrieve relevant 
information from distributed peers. However, very few of them take into 
consideration the overlap between peers: as the most popular resources (e.g., 
documents or files) are often present at most of the peers, a large fraction of 
the documents eventually received by the query initiator are duplicates. We 
develop a technique based on the notion of global document occurrences (GDO) 
that, when processing a query, penalizes  requent documents increasingly as 
more and more peers contribute their local results. We argue that the 
additional effort to create and maintain the GDO information is reasonably low, 
as the necessary information can be piggybacked onto the existing 
communication. Early experiments indicate that our approach significantly 
decreases the number of peers that have to be involved in a query to reach a 
certain level of recall and, thus,
decreases user-perceived latency and the wastage of network resources.
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moreAbstract
This document presents the \textit{JXP} algorithm 
for dynamically and collaboratively computing PageRank-style authority scores 
of 
Web pages distributed in a P2P network. 
In the architecture that we pursue, every peer crawls and indexes Web fragments 
at its
discretion, driven by the thematic profile or overlay neighborhood of the peer.
The JXP algorithm runs at every peer, and is initialized by a local authority 
computation
on the basis of the locally available Web fragment. Peers collaborate by 
periodically ``meeting''
with other peers in the network. 
Whenever two peers meet they exchange their local information and use this new 
information to 
improve their local authority scores. Even though only local computations are 
performed, 
the JXP scores approximate the global importance of pages in the entire network.
The storage demand of each peer is linear in the number of Web pages and the 
locally stored
Web fragment. Experiments show the quality and practical viability of the JXP 
algorithm.
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moreAbstract
We consider a network of autonomous peers forming a logically global but 
physically distributed  search engine, where every peer has its own local 
collection generated by independently crawling the web. A challenging task in 
such systems is to efficiently route user queries to peers that can deliver 
high quality results and be able to rank these returned results, thus 
satisfying the users' information need. However, the problem inherent with this 
scenario is selecting a few promising
peers out of an a priori unlimited number of peers. In recent research a rather 
strict notion of semantic overlay networks has been established. In most 
approaches, peers are squeezed into
a semantic profile by clustering them based on their contents. In the spirit of 
the natural notion of autonomous peers
participating in a P2P system, our strategy creates semantic overlay networks  
based on the notion of ``peer-to-peer dating'': Peers are free to decide which 
connections they create
and which they want to avoid based on various usefulness estimators. The 
proposed techniques can be easily integrated into existing systems as they 
require only small additional bandwidth consumption as most messages can be 
piggybacked onto established communication. We show how we can greatly benefit 
from these additional semantic relations during query routing in search 
engines, such as MINERVA, and in the JXP algorithm, which computes the PageRank 
authority measure in a completely decentralized manner.
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moreAbstract
Die unterschiedliche Graphitausbildung in Gußeisen ist wesentlich für die 
mechanischen Eigenschaften dieses Werkstoffes. Deshalb wurden in der Norm EN 
ISO 945:1994 sechs generelle Formen für die Graphitausbildung und darunter für 
Lamellengraphit fünf Anordnungsklassen definiert. Die subjektive 
Klassifizierung letzterer kann zu widersprüchlichen Ergebnissen führen (Gerber 
et al., Giessereiforschung 54(2002)3,91) und sollte durch eine objektive 
Klassifizierung mit Hilfe der Bildanalyse möglichst ersetzt werden.
Vorgestellt wird der Einsatz des Stützvektorverfahrens, bei dem durch 
Berechnung einer Hyperebene im m-dimensionalen Raum binär klassifiziert wird. 
Die Lage der Hyperebene wird von Stützvektoren definiert, die durch Messung 
bildanalytischer Kenngrößen an Trainingsbildern ermittelt werden.
In der Arbeit wurden zu jedem Bild sechs stereologische und vierzehn 
Haralick-Parameter berechnet. Trainingsbasis waren 350 von Experten 
klassifizierte Traingsbilder. Untersucht wurde die Präzision und die Ausbeute 
der Klassifizierung durch das Verfahren. Außerdem war es möglich, die Relevanz 
der 20 Parameter für die Klassifizierung der einzelnen Graphitanordnungen zu 
bestimmen.
Das Stützvektorverfahren erscheint als interessantes Klassifizierungsverfahren 
der Informatik aus dem Bereich des "Information Retrieval", das zukünftig auch 
allgemeiner für materialographische Bilder eingesetzt werden könnte.
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Die Lage der Hyperebene wird von St&#252;tzvektoren definiert, die durch Messung 
bildanalytischer Kenngr&#246;&#223;en an Trainingsbildern ermittelt werden.
In der Arbeit wurden zu jedem Bild sechs stereologische und vierzehn 
Haralick-Parameter berechnet. Trainingsbasis waren 350 von Experten 
klassifizierte Traingsbilder. Untersucht wurde die Pr&#228;zision und die Ausbeute 
der Klassifizierung durch das Verfahren. Au&#223;erdem war es m&#246;glich, die Relevanz 
der 20 Parameter f&#252;r die Klassifizierung der einzelnen Graphitanordnungen zu 
bestimmen.
Das St&#252;tzvektorverfahren erscheint als interessantes Klassifizierungsverfahren 
der Informatik aus dem Bereich des "Information Retrieval", das zuk&#252;nftig auch 
allgemeiner f&#252;r materialographische Bilder eingesetzt werden k&#246;nnte.
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%P 396 - 410
%I Carl Hanser Verlag
%C M&#252;nchen, Germany
%@ ISSN 0032-678X
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moreAbstract
Query languages for XML such as XPath or XQuery support Boolean retrieval: a 
query result is a (possibly restructured) subset of XML elements or entire 
documents that satisfy the search conditions of the query. This search paradigm 
works for highly schematic XML data collections such as electronic catalogs. 
However, for searching information in open environments such as the Web or 
intranets of large corporations, ranked retrieval is more appropriate: a query 
result is a ranked list of XML elements in descending order of (estimated) 
relevance. Web search engines, which are based on the ranked retrieval 
paradigmdo, however, not consider the additional information and rich 
annotations provided by the structure of XML documents and their element names. 
This article presents the XXL search engine that supports relevance ranking on 
XML data. XXL is particularly geared for path queries with wildcards that can 
span multiple XML collections and contain both exact-match as well as 
semantic-similarity search conditions. In addition, ontological information and 
suitable index structures are used to improve the search efficiency and 
effectiveness. XXL is fully implemented as a suite of Java classes and 
servlets. Experiments in the context of the INEX benchmark demonstrate the 
efficiency of the XXL search engine and underline its effectiveness for ranked 
retrieval.
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However, for searching information in open environments such as the Web or 
intranets of large corporations, ranked retrieval is more appropriate: a query 
result is a ranked list of XML elements in descending order of (estimated) 
relevance. Web search engines, which are based on the ranked retrieval 
paradigmdo, however, not consider the additional information and rich 
annotations provided by the structure of XML documents and their element names. 
This article presents the XXL search engine that supports relevance ranking on 
XML data. XXL is particularly geared for path queries with wildcards that can 
span multiple XML collections and contain both exact-match as well as 
semantic-similarity search conditions. In addition, ontological information and 
suitable index structures are used to improve the search efficiency and 
effectiveness. XXL is fully implemented as a suite of Java classes and 
servlets. Experiments in the context of the INEX benchmark demonstrate the 
efficiency of the XXL search engine and underline its effectiveness for ranked 
retrieval.
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moreAbstract
The HOPI index, a connection index for XML documents based on the concept of a 
2--hop cover, provides space-- and time--efficient reachability tests along the 
ancestor, descendant, and link axes to support path expressions with wildcards 
in XML search engines. 
 
This paper presents enhanced algorithms for building HOPI, shows how to augment 
the index with distance information, and discusses incremental index 
maintenance. Our experiments show substantial improvements over the existing 
divide-and-conquer algorithm for index creation, low space overhead for 
including distance information in the index, and efficient updates.
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moreAbstract
eyword-based queries are an important means to retrieve information from XML 
collections with unknown or complex schemas. Relevance Feedback integrates  
relevance information provided by a user to enhance retrieval quality. For 
keyword-based XML queries, feedback engines usually generate an expanded 
keyword query from the content of elements marked as relevant or nonrelevant. 
This approach that is inspired by text-based IR completely ignores the 
semistructured nature of XML. This paper makes the important step from pure 
content-based to structural feedback. It presents two independent approaches 
that include structural dimensions in a feedback-driven query evaluation: The 
first approach reranks the result list of a keyword-based search engine, using 
structural features derived from results with known relevance. The second 
approach expands a keyword query into a full-fledged content-and-structure 
query with weighted conditions.
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moreAbstract
Modern Web Services applications encompass multiple distributed interacting components, possibly including millions of lines of code written in different programming languages. With this complexity, some bugs often remain undetected despite extensive testing procedures, and occasionally cause transient system failures. Incorrect failure handling in applications often leads to incomplete or to unintentional request executions. A family of recovery protocols called interaction contracts provides a generic solution to this problem by means of system-integrated data, process, and message recovery for multi-tier applications. It is able to mask failures, and allows programmers to concentrate on the application logic, thus speeding up the development process.

This thesis consists of two major parts. The first part formally specifies the interaction contracts using the state-and-activity chart language. Moreover, it presents a formal specification of a concrete Web Service that makes use of interaction contracts, and contains no other error-handling actions. The formal specifications undergo verification where crucial safety and liveness properties expressed in temporal logics are mathematically proved by means of model checking. In particular, it is shown that each end-user request is executed exactly once. The second part of the thesis demonstrates the viability of the interaction framework in a real world system. More specifically, a cascadable Web Service platform, EOS, is built based on widely used components, Microsoft Internet Explorer and PHP application server, with interaction contracts integrated into them.
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moreAbstract
This paper addresses the problem of performing supervised classification on 
document collections containing also junk documents. With junk documents we 
mean documents that do not belong to the topic categories (classes) we are 
interested in. This type of documents can typically not be covered by the 
training set; nevertheless in many real world applications (e.g. classification 
of web or intranet content, focused crawling etc.) such documents occur quite 
often and a classifier has to make a decision about them. We tackle this 
problem by using restrictive methods and ensemble-based meta methods that may 
decide to leave out some documents rather than assigning them to inappropriate 
classes with low confidence. Our experiments with four different data sets show 
that the proposed techniques can eliminate a relatively large fraction of junk 
documents while dismissing only a significantly smaller fraction of potentially 
interesting documents.


BibTeX
@inproceedings{SiersdorferW05,
TITLE = {Using Restrictive Classification and Meta Classification for Junk Elimination},
AUTHOR = {Siersdorfer, Stefan and Weikum, Gerhard},
EDITOR = {Losada, David and Fern{\'a}ndez-Luna, Juan M.},
LANGUAGE = {eng},
ISBN = {3-540-25295-9},
LOCALID = {Local-ID: C1256DBF005F876D-E0BA01CD4D8BA808C1256F8E0061D319-SiersdorferW05},
PUBLISHER = {Springer},
YEAR = {2005},
DATE = {2005},
ABSTRACT = {This paper addresses the problem of performing supervised classification on document collections containing also junk documents. With junk documents we mean documents that do not belong to the topic categories (classes) we are interested in. This type of documents can typically not be covered by the training set; nevertheless in many real world applications (e.g. classification of web or intranet content, focused crawling etc.) such documents occur quite often and a classifier has to make a decision about them. We tackle this problem by using restrictive methods and ensemble-based meta methods that may decide to leave out some documents rather than assigning them to inappropriate classes with low confidence. Our experiments with four different data sets show that the proposed techniques can eliminate a relatively large fraction of junk documents while dismissing only a significantly smaller fraction of potentially interesting documents.},
BOOKTITLE = {Advances in information retrieval : 27th European Conference on IR Research, ECIR 2005},
PAGES = {287--299},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {3408},
}

Endnote
%0 Conference Proceedings
%A Siersdorfer, Stefan
%A Weikum, Gerhard
%E Losada, David
%E Fern&#225;ndez-Luna, Juan M.
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Using Restrictive Classification and Meta Classification for Junk Elimination : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-282F-6
%F EDOC: 278888
%F OTHER: Local-ID: C1256DBF005F876D-E0BA01CD4D8BA808C1256F8E0061D319-SiersdorferW05
%D 2005
%B Untitled Event
%Z date of event: 2005-03-21 - 
%C Santiago de Compostela, Spain
%X This paper addresses the problem of performing supervised classification on 
document collections containing also junk documents. With junk documents we 
mean documents that do not belong to the topic categories (classes) we are 
interested in. This type of documents can typically not be covered by the 
training set; nevertheless in many real world applications (e.g. classification 
of web or intranet content, focused crawling etc.) such documents occur quite 
often and a classifier has to make a decision about them. We tackle this 
problem by using restrictive methods and ensemble-based meta methods that may 
decide to leave out some documents rather than assigning them to inappropriate 
classes with low confidence. Our experiments with four different data sets show 
that the proposed techniques can eliminate a relatively large fraction of junk 
documents while dismissing only a significantly smaller fraction of potentially 
interesting documents.
%B Advances in information retrieval : 27th European Conference on IR Research, ECIR 2005
%P 287 - 299
%I Springer
%@ 3-540-25295-9
%B Lecture Notes in Computer Science
%N 3408




	PuRe
	BibTeX

	


        1443
    
                Thesis
            
D5IMPR-CS


        S. Siersdorfer
    

        “Combination Methods for Automatic Document Organization,” Universität des Saarlandes, Saarbrücken, 2005.
    
moreAbstract
Automatic document classification and clustering are useful for a wide range of applications such as organizing Web, intranet, or portal pages into topic directories, filtering news feeds or mail, focused crawling on the Web or in intranets, and many more. This thesis presents ensemble-based meta methods for supervised classification. In addition, we show how these techniques can be carried forward to clustering based on unsupervised learning (i.e., automatic structuring of document corpora without training data). The algorithms are applied in a restrictive manner, i.e., by leaving out some 'uncertain' documents (rather than assigning them to inappropriate topics or clusters with low confidence). We show how restrictive meta methods can be used to combine different document representations in the context of Web document classification and author recognition. As another application for meta methods we study the combination of different information sources in distributed environments, such as peer-to-peer information systems. Furthermore we address the problem of semi-supervised classification on document collections using retraining.
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moreAbstract
This paper addresses the problem of semi-supervised classification on
document collections using retraining (also called self-training). A 
possible application is focused Web
crawling which may start with very few, manually selected, training 
documents
but can be enhanced by automatically adding initially unlabeled,
positively classified Web pages for retraining.
Such an approach is by itself not robust and faces tuning problems 
regarding parameters
like the number of selected documents, the number of retraining 
iterations, and the ratio of positive
and negative classified samples used for retraining.
The paper develops methods for automatically tuning these parameters, 
based on
predicting the leave-one-out error for a re-trained classifier and
avoiding that the classifier is diluted by selecting too many or weak 
documents for retraining.
Our experiments
with three different datasets
confirm the practical viability of the approach.
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moreAbstract
This paper addresses the problem of semi-supervised classification on document 
collections using retraining (also called self-training). A possible 
application is focused Web crawling which may start with very few, manually 
selected, training documents but can be enhanced by automatically adding 
initially unlabeled, positively classified Web pages for retraining. Such an 
approach is by itself not robust and faces tuning problems regarding parameters 
like the number of selected documents, the number of retraining iterations, and 
the ratio of positive and negative classified samples used for retraining. The 
paper develops methods for automatically tuning these parameters, based on 
predicting the leave-one-out error for a re-trained classifier and avoiding 
that the classifier is diluted by selecting too many or weak documents for 
retraining. Our experiments with three different datasets confirm the practical 
viability of the approach.
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moreAbstract
Finding the desired information on the Web is often a hard and time-consuming task. This thesis presents the
methodology of automatic generation of thematically focused portals from Web data. The key component of the proposed
Web retrieval framework is the thematically focused Web crawler that is interested only in a specific, typically small, set of topics. The focused crawler uses classification methods for filtering of fetched documents and identifying most likely relevant Web sources for further downloads.

We show that the human efforts for preparation of the focused crawl can be minimized by automatic extending of the training dataset using additional training samples 
coined archetypes. This thesis introduces the combining of classification results and link-based authority ranking methods for selecting archetypes, combined with periodical re-training of the classifier. We also explain the architecture of the focused Web retrieval framework and discuss results of comprehensive use-case studies 
and evaluations with a prototype system BINGO!.

Furthermore, the thesis addresses aspects of crawl postprocessing, such as refinements of the topic structure and restrictive document filtering. We introduce postprocessing methods and meta methods that are applied in an restrictive manner, i.e. by leaving out some uncertain documents rather than assigning them to inappropriate topics or clusters with low confidence. We also introduce the methodology of collaborative crawl postprocessing for 
multiple cooperating users in a distributed environment, such as a peer-to-peer overlay network.

An important aspect of the thematically focused Web portal is the ranking of search results. This thesis addresses the aspect of search personalization by aggregating explicit or implicit feedback from multiple users and capturing topic-specific search patterns by profiles. Furthermore, we consider advanced link-based authority ranking algorithms that exploit the crawl-specific information, such as classification confidence grades for particular documents.
This goal is achieved by weighting of edges in the link graph of the crawl and by adding virtual links between highly relevant documents of the topic.

The results of our systematic evaluation on multiple reference collections and real Web data show the viability of the proposed methodology.
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moreAbstract
We participated with two different and independent search engines in this 
year's INEX round: The XXL Search Engine and the TopX engine. As this is the 
first participation for TopX, this paper focuses on the design principles, 
scoring, query evaluation and results of TopX. We shortly discuss the results 
with XXL afterwards.
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moreAbstract
TopX is a top-$k$ retrieval engine for text and XML data. Unlike Boolean 
engines, it stops query processing as soon as it can safely determine the $k$ 
top-ranked result objects according to a monotonous score aggregation function 
with respect to a multidimensional query. The main contributions of the thesis 
unfold into four main points, confirmed by previous publications at 
international conferences or workshops:
\begin{itemize}
\item Top-$k$ query processing with probabilistic guarantees.
\item Index-access optimized top-$k$ query processing.
\item Dynamic and self-tuning, incremental query expansion for top-$k$ query 
processing.
\item Efficient support for ranked XML retrieval and full-text search.
\end{itemize}
Our experiments demonstrate the viability and improved efficiency of our 
approach compared to existing related work for a broad variety of retrieval 
scenarios.
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moreAbstract
We present a novel approach for efficient and self-tuning query expansion that 
is embedded into a top-k query processor with candidate pruning. Traditional 
query expansion methods select expansion terms whose thematic similarity to the 
original query terms is above some specified threshold, thus generating a 
disjunctive query with much higher dimensionality. This poses three major 
problems: 1) the need for hand-tuning the expansion threshold, 2) the potential 
topic dilution with overly aggressive expansion, and 3) the drastically 
increased execution cost of a high-dimensional query. The method developed in 
this paper addresses all three problems by dynamically and incrementally 
merging the inverted lists for the potential expansion terms with the lists for 
the original query terms. A priority queue is used for maintaining result 
candidates, the pruning of candidates is based on Fagin's family of top-k 
algorithms, and optionally probabilistic estimators of candidate scores can be 
used for additional pruning. Experiments on the TREC collections for the 2004 
Robust and Terabyte tracks demonstrate the increased efficiency, effectiveness, 
and scalability of our approach.
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moreAbstract
This paper is a manifesto for future research on "atomicity" in its many guises 
and is based on a five-day workshop on "Atomicity in System Design and 
Execution" that took place in Schloss Dagstuhl in Germany in April 2004.
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moreAbstract
The peer-to-peer computing paradigm is an intriguing alternative to Google-style
search engines for querying and ranking Web content. In a network with many 
thousands
or millions of peers the storage and access load requirements per peer are much 
lighter
than for a centralized Google-like server farm; thus more powerful techniques
from information retrieval, statistical learning, computational linguistics, 
and ontological
reasoning can be employed on each peer's local search engine for boosting the 
quality of search results.
In addition, peers can dynamically collaborate on advanced and particularly 
difficult queries. 
Moroever, a peer-to-peer setting is ideally suited to capture local user 
behavior, like query logs
and click streams, and disseminate and aggregate this information in the 
network, at the discretion
of the corresponding user, in order to incorporate richer cognitive models.
 
This paper gives an overview of ongoing work in the EU Integrated Project DELIS 
that aims to
develop foundations for a peer-to-peer search engine with Google-or-better 
scale, functionality,
and quality, which will operate in a completely decentralized and 
self-organizing manner. 
The paper presents the architecture of such a system and the Minerva prototype 
testbed,
and it discusses various core pieces of the approach:
efficient execution of top-k ranking queries,
strategies for query routing when a search request needs to be forwarded to 
other peers,
maintaining a self-organizing semantic overlay network,
and exploiting and coping with user and community behavior.
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and ontological
reasoning can be employed on each peer's local search engine for boosting the 
quality of search results.
In addition, peers can dynamically collaborate on advanced and particularly 
difficult queries. 
Moroever, a peer-to-peer setting is ideally suited to capture local user 
behavior, like query logs
and click streams, and disseminate and aggregate this information in the 
network, at the discretion
of the corresponding user, in order to incorporate richer cognitive models.

This paper gives an overview of ongoing work in the EU Integrated Project DELIS 
that aims to
develop foundations for a peer-to-peer search engine with Google-or-better 
scale, functionality,
and quality, which will operate in a completely decentralized and 
self-organizing manner. 
The paper presents the architecture of such a system and the Minerva prototype 
testbed,
and it discusses various core pieces of the approach:
efficient execution of top-k ranking queries,
strategies for query routing when a search request needs to be forwarded to 
other peers,
maintaining a self-organizing semantic overlay network,
and exploiting and coping with user and community behavior.
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moreAbstract
A fundamental issue in statistics, pattern recognition, and machine learning is 
that of classification. In a traditional classification problem, we wish to 
assign one of k labels (or classes) to each of n objects (or documents), in a 
way that is consistent with some observed data available about that problem. 
For achieving better classification results, we try to capture the information 
derived by pairwise realtionships between objects, in particular hyperlinks 
between web documents. the usage of hyperlinks poses new problems not addressed 
in the extensive text classification literature. Links contain high quality 
seantic clues that a purely text-based classifier can not take advantage of. 
However, exploiting link inoframtion is non-trivial because it is noisy and a 
naive use of terms in the link neghborhood of a document can degrade accuracy. 
The problem becomes even harder when only a very small fraction of document 
labels ar known to the classifier and can be used for training, as it is the 
case in a real classification scenario. Our work is based on an algorithm 
proposed by Soumen Chakrabarti and uses the theory of Markov Random Fields to 
derive a relaxation labelling technique for the class assignment problem. We 
show that the extra information contaned in the hyperlinks between the 
documents can be explited to achieve significant improvement in the performance 
of classification. We implemente our algorithm in Java and ran our experiments 
on to sets of data obtained from the DBLP and IMDB databases. We oberved up to 
5.5 improvement in the accuracy of the classification and up the 10 higher 
recall and precision resultls.
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assign one of k labels (or classes) to each of n objects (or documents), in a 
way that is consistent with some observed data available about that problem. 
For achieving better classification results, we try to capture the information 
derived by pairwise realtionships between objects, in particular hyperlinks 
between web documents. the usage of hyperlinks poses new problems not addressed 
in the extensive text classification literature. Links contain high quality 
seantic clues that a purely text-based classifier can not take advantage of. 
However, exploiting link inoframtion is non-trivial because it is noisy and a 
naive use of terms in the link neghborhood of a document can degrade accuracy. 
The problem becomes even harder when only a very small fraction of document 
labels ar known to the classifier and can be used for training, as it is the 
case in a real classification scenario. Our work is based on an algorithm 
proposed by Soumen Chakrabarti and uses the theory of Markov Random Fields to 
derive a relaxation labelling technique for the class assignment problem. We 
show that the extra information contaned in the hyperlinks between the 
documents can be explited to achieve significant improvement in the performance 
of classification. We implemente our algorithm in Java and ran our experiments 
on to sets of data obtained from the DBLP and IMDB databases. We oberved up to 
5.5 improvement in the accuracy of the classification and up the 10 higher 
recall and precision resultls.
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moreAbstract
Internet-based e-services require application developers to deal explicitly 
with failures of the underlying
software components, e.g. web servers, servlets, browser sessions, etc. This 
complicates application
programming, and may expose failures to end users. This paper presents a 
framework for an applicationindependent
infrastructure that provides recovery guarantees and masks almost all system 
failures, thus
relieving the application programmer from having to deal with these failures, 
e.g. by making applications
stateless. The main concept is an interaction contract between two components 
regarding message and state
preservation. The framework provides comprehensive recovery encompassing data, 
messages, and the states
of application components. We describe techniques to reduce logging cost, allow 
effective log truncation, and
permit independent recovery for critical components. We illustrate the 
framework's utility via web-based eservices
scenarios. Its feasibility is demonstrated by our prototype implementation of 
interaction contracts
based on the Apache web server and the PHP servlet engine. Finally, we discuss 
industrial relevance for
middleware architectures such as .Net or J2EE.
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moreAbstract
We consider the problem of collaborative search across a large number of 
digital libraries and query routing strategies in a peer-to-peer (P2P) 
environment. Both digital libraries and users are equally viewed as peers and, 
thus, as part of the P2P network. Our system provides a versatile platform for 
a scalable search engine combining local index structures of autonomous peers 
with a global directory based on a distributed hash table (DHT) as an overlay 
network.
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moreAbstract
Workflow-Management ist eine reife Technologie; ihre Erfolgsbilanz beim 
möglichen Einsatz für die Steuerung
unternehmensweiter und organisationsübergreifender Geschäftsprozesse ist aber 
eher bescheiden. 
Zwei neuere Technologien, die die Einsetzbarkeit von Workflow-Management 
vereinfachen und verbessern
könnten, sind Web Services (WS) und Peer-to-Peer-Architekturen (P2P). Durch WS 
können Applikationen und 
ganze Sub-Workflows über Unternehmensgrenzen hinweg einheitlich gekapselt 
werden. 
P2P-Architekturen, für File-Sharing und Publish-Subscribe-Anwendungen sehr 
erfolgreich, 
könnten komplex strukturierte und organisatorisch schwierig zu 
vereinheitlichende Prozesse 
über lose gekoppelte Systeme dezentralisiert abwickeln, ohne in die Engpässe 
zentraler Prozessintegration und Systemadministration zu laufen.
 
Die Rolle von Web Servies in Workflows ist Forschungsgegenstand in aktueller 
Literatur, auch
die Rolle von P2P-Technologie wurde bisher nur angedacht. 
In dieser Arbeit wird eine Architektur vorgestellt, die Workflow-Management im 
Sinne 
einer P2P-Architektur dezentralisiert, ohne dabei Möglichkeiten zu Monitoring 
und Controlling einzubüßen. Mögliche Anwendungen für diesen Ansatz sind z.B. 
gegenseite Leistungserbringungen verschiedener Unternehmen, bei denen 
Unternehmen einerseits Outsourcing an autonome Partner betreiben, 
andererseits aber jederzeit Eingriffs- und Überwachungsmöglichkeiten haben 
möchten.


BibTeX
@inproceedings{P2E2_GI04,
TITLE = {{Peer-to-Peer-Technologie f{\"u}r unternehmensweites und organisations{\"u}bergreifendes Workflow-Management}},
AUTHOR = {Bender, Matthias and Kraus, Steffen and Kupsch, Florian and Shegalov, German and Weikum, Gerhard and Werth, Dirk and Zimmer, Christian},
EDITOR = {Dadam, Peter and Reichert, Manfred},
LANGUAGE = {deu},
ISBN = {3-88579-380-6},
LOCALID = {Local-ID: C1256DBF005F876D-6BAD49EB76AA9AEBC1256ED8004A1B93-P2E2_GI04},
PUBLISHER = {Gesellschaft f{\"u}r Informatik},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {Workflow-Management ist eine reife Technologie; ihre Erfolgsbilanz beim m{\"o}glichen Einsatz f{\"u}r die Steuerung unternehmensweiter und organisations{\"u}bergreifender Gesch{\"a}ftsprozesse ist aber eher bescheiden. Zwei neuere Technologien, die die Einsetzbarkeit von Workflow-Management vereinfachen und verbessern k{\"o}nnten, sind Web Services (WS) und Peer-to-Peer-Architekturen (P2P). Durch WS k{\"o}nnen Applikationen und ganze Sub-Workflows {\"u}ber Unternehmensgrenzen hinweg einheitlich gekapselt werden. P2P-Architekturen, f{\"u}r File-Sharing und Publish-Subscribe-Anwendungen sehr erfolgreich, k{\"o}nnten komplex strukturierte und organisatorisch schwierig zu vereinheitlichende Prozesse {\"u}ber lose gekoppelte Systeme dezentralisiert abwickeln, ohne in die Engp{\"a}sse zentraler Prozessintegration und Systemadministration zu laufen. Die Rolle von Web Servies in Workflows ist Forschungsgegenstand in aktueller Literatur, auch die Rolle von P2P-Technologie wurde bisher nur angedacht. In dieser Arbeit wird eine Architektur vorgestellt, die Workflow-Management im Sinne einer P2P-Architektur dezentralisiert, ohne dabei M{\"o}glichkeiten zu Monitoring und Controlling einzub{\"u}{\ss}en. M{\"o}gliche Anwendungen f{\"u}r diesen Ansatz sind z.B. gegenseite Leistungserbringungen verschiedener Unternehmen, bei denen Unternehmen einerseits Outsourcing an autonome Partner betreiben, andererseits aber jederzeit Eingriffs- und {\"U}berwachungsm{\"o}glichkeiten haben m{\"o}chten.},
BOOKTITLE = {INFORMATIK 2004},
VOLUME = {2},
PAGES = {511--516},
SERIES = {GI-Edition: Lecture Notes in Informatics / Proceedings},
VOLUME = {P-51},
ADDRESS = {Ulm, Germany},
}

Endnote
%0 Conference Proceedings
%A Bender, Matthias
%A Kraus, Steffen
%A Kupsch, Florian
%A Shegalov, German
%A Weikum, Gerhard
%A Werth, Dirk
%A Zimmer, Christian
%E Dadam, Peter
%E Reichert, Manfred
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
Databases and Information Systems, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Peer-to-Peer-Technologie f&#252;r unternehmensweites und organisations&#252;bergreifendes Workflow-Management : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-2AF5-9
%F EDOC: 231878
%F OTHER: Local-ID: C1256DBF005F876D-6BAD49EB76AA9AEBC1256ED8004A1B93-P2E2_GI04
%D 2004
%B GI-Jahrestagung
%Z date of event: 2004-09-16 - 2004-09-20
%C Ulm, Germany
%X Workflow-Management ist eine reife Technologie; ihre Erfolgsbilanz beim 
m&#246;glichen Einsatz f&#252;r die Steuerung
unternehmensweiter und organisations&#252;bergreifender Gesch&#228;ftsprozesse ist aber 
eher bescheiden. 
Zwei neuere Technologien, die die Einsetzbarkeit von Workflow-Management 
vereinfachen und verbessern
k&#246;nnten, sind Web Services (WS) und Peer-to-Peer-Architekturen (P2P). Durch WS 
k&#246;nnen Applikationen und 
ganze Sub-Workflows &#252;ber Unternehmensgrenzen hinweg einheitlich gekapselt 
werden. 
P2P-Architekturen, f&#252;r File-Sharing und Publish-Subscribe-Anwendungen sehr 
erfolgreich, 
k&#246;nnten komplex strukturierte und organisatorisch schwierig zu 
vereinheitlichende Prozesse 
&#252;ber lose gekoppelte Systeme dezentralisiert abwickeln, ohne in die Engp&#228;sse 
zentraler Prozessintegration und Systemadministration zu laufen.

Die Rolle von Web Servies in Workflows ist Forschungsgegenstand in aktueller 
Literatur, auch
die Rolle von P2P-Technologie wurde bisher nur angedacht. 
In dieser Arbeit wird eine Architektur vorgestellt, die Workflow-Management im 
Sinne 
einer P2P-Architektur dezentralisiert, ohne dabei M&#246;glichkeiten zu Monitoring 
und Controlling einzub&#252;&#223;en. M&#246;gliche Anwendungen f&#252;r diesen Ansatz sind z.B. 
gegenseite Leistungserbringungen verschiedener Unternehmen, bei denen 
Unternehmen einerseits Outsourcing an autonome Partner betreiben, 
andererseits aber jederzeit Eingriffs- und &#220;berwachungsm&#246;glichkeiten haben 
m&#246;chten.
%B INFORMATIK 2004
%V 2
%P 511 - 516
%I Gesellschaft f&#252;r Informatik
%@ 3-88579-380-6
%B GI-Edition: Lecture Notes in Informatics / Proceedings
%N P-51




	PuRe
	BibTeX

	


        1463
    
                Conference paper
            
D5


        M. Bender, S. Michel, C. Zimmer, and G. Weikum
    

        “Bookmark-driven Query Routing in Peer-to-Peer Web Search,” in Proceedings of the SIGIR Workshop on Peer-to-Peer Information Retrieval : 27th Annual International ACM SIGIR Conference ; SIGIR 2004 P2PIR Workshop, 2004.
    
moreAbstract
We consider the problem of collaborative Web search and query routing
strategies in a peer-to-peer (P2P) environment.
In our architecture every peer has a full-fledged search engine with a 
(thematically focused) crawler
and a local index whose contents may be tailored to the user's specific 
interest profile.
Peers are autonomous and post meta-information about their bookmarks and index 
lists to
a global directory, which is efficiently implemented in a decentralized manner 
using
Chord-style distributed hash tables. A query posed by one peer is first 
evaluated locally;
if the result is unsatisfactory the query is forwarded to selected peers. These 
peers are
chosen based on a benefit/cost measure where benefit reflects the thematic 
similarity
of peers' interest profiles, derived from bookmarks, and cost captures 
estimated peer load
and response time. The meta-information that is needed for making these query 
routing
decisions is efficiently looked up in the global directory; it can also be 
cached and
proactively disseminated for higher availability and reduced network load.
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moreAbstract
Analyzing the link structure of the web for deriving a page's authority and 
implied importance has deeply affected the way information providers create and 
link content, the ranking in web search engines, and the users' access 
behavior. Due to the enormous dynamics of the web, with millions of pages 
created, updated, deleted, and linked to every day, timeliness of web pages and 
links is a crucial factor for their evaluation. Users are interested in 
important pages (i.e., pages with high authority score) but are equally 
interested in the recency of information. Time – and thus the freshness of web 
content and link structure - emanates as a factor that should be taken into 
account in link analysis when computing the importance of a page. So far only 
minor effort has been spent on the integration of temporal aspects into link 
analysis techniques. In this paper we introduce T-Rank, a link analysis 
approach that takes into account the temporal aspects freshness (i.e., 
timestamps of most recent updates) and activity (i.e., update rates) of pages 
and links. Preliminary experimental results show that T-Rank can improve the 
quality of ranking web pages.
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moreAbstract
We investigate the problem of ranking answers to a database query when many 
tuples are returned. We adapt and apply principles of probabilistic models from 
Information Retrieval structured data. Our proposed solution is domain 
independent. It leverages data and workload statistics and corelations. Our 
ranking functions can be further customized for different applications. We 
present results of preliminary experiments which demonstrate the efficiency as 
well as the quality of our ranking system.
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moreAbstract
The ongoing explosion of web information calls for more intelligent and 
personalied methods towards better search result quality for advanced queries. 
Query log and click streams obtained from web browsers or search engines can 
contribute to better quality by exploiting the collaborative recommendations 
that are implicitly embedded in this information. This paper presents a new 
method that incorporates the notion of query nodes into PageRank model and 
integrates the implicite relevance feedback given by click streams into the 
automated process of authority analysis. This approach generalizes the 
well-known random-surfer model into a random-expert model that mimics the 
behavior of an expert user in an extended session consisting of queries, query 
refinements, and result-navigation steps. The enhanced PageRank scores, coined 
QRank scores, can be computed offline; at query-time they are combined with 
query-specific relevance measures with virtually no overhead. Our preliminary 
experiments, based on real-life query-log and click-stream traces from eight 
different trial users indicate significant improvements in the precision of 
search results.
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The ongoing explosion of web information calls for more intelligent and 
personalized methods towards better search result quality for advanced queries. 
Query logs and click streams obtained from web browsers or search engines can 
contribute to better quality by exploiting the collaborative recommendations 
that are implicitly
embedded in this information. The method presented in this work incorporates 
the notion of query nodes into the PageRank model and integrates the implicit 
relevance feedback given by click streams into the automated process of 
authority analysis.
The enhanced PageRank scores, coined QRank scores, can be computed oine; at 
query-time they are combined with query-specific relevance measures with 
virtually no overhead. In our experiments significant improvements in the 
precision of search results were observed, which demonstrate the eectiveness 
of our model.
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moreAbstract
Highly heterogeneous XML data collections that do not have a global schema, as 
arising, for example, in federations of digital libraries or scientific data 
repositories, cannot be effectively queried with XQuery or XPath alone, but 
rather require a ranked retrieval approach. As known from ample work in the IR 
field, relevance feedback provided by the user that drives automatic query 
refinement or expansion can often lead to improved search result quality (e.g., 
precision or recall). In this paper we present a framework for feedback-driven 
XML query refinement and address several building blocks including reweighting 
of query conditions and ontology-based query expansion.We point out the issues 
that arise specifically in the XML context and cannot be simply addressed by 
straightforward use of traditional IR techniques, and we present our approaches 
towards tackling them.
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moreAbstract
This paper presents an information system that supports a materialographic 
laboratory in classifying material samples based on microstructure images. The 
system uses database and Web technologies to manage its information and make it 
accessible to Internet users. Its core is a classifier, based on support vector 
machines, that provides an automatic diagnosis of the material class of a given 
sample. The classifier uses texture features from an underlying image analysis, 
the so-called Haralick parameters, and stereologic features such as fractal 
dimension, Euler parameter, etc. In addition to the classifier, the system 
provides a sensitivity analysis that allows the user to understand which 
features are most influential for certain classification decisions. The system 
is fully operational and can be used on the Web.
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moreAbstract
Information retrieval on XML combines retrieval on content data (element and 
attribute values) with retrieval on structural data (element and attribute 
names). Standard query languages for XML such as XPath or XQuery support 
Boolean retrieval: a query  result is a (possibly restructured) subset of XML 
elements or entire documents that satisfy the search conditions of the query. 
Such search conditions consist of regular path expressions including wildcards 
for paths of arbitrary length and boolean content conditions.
 
We developed a flexible XML search language called XXL for probabilistic ranked 
retrieval on XML data. XXL offers a special operator '$\sim$' for specifying 
semantic similarity search conditions on element names as well as element 
values. Ontological knowledge and appropriate index structures are necessary 
for semantic similarity search on XML data extracted from the Web, intranets or 
other document collections. The XXL Search Engine is a Java--based prototype 
implementation that support probabilistic ranked retrieval on a large corpus of 
XML data.
 
This paper outlines the architecture of the XXL system and discusses its 
performance in the INEX benchmark.
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names). Standard query languages for XML such as XPath or XQuery support 
Boolean retrieval: a query  result is a (possibly restructured) subset of XML 
elements or entire documents that satisfy the search conditions of the query. 
Such search conditions consist of regular path expressions including wildcards 
for paths of arbitrary length and boolean content conditions.

We developed a flexible XML search language called XXL for probabilistic ranked 
retrieval on XML data. XXL offers a special operator '$\sim$' for specifying 
semantic similarity search conditions on element names as well as element 
values. Ontological knowledge and appropriate index structures are necessary 
for semantic similarity search on XML data extracted from the Web, intranets or 
other document collections. The XXL Search Engine is a Java--based prototype 
implementation that support probabilistic ranked retrieval on a large corpus of 
XML data.

This paper outlines the architecture of the XXL system and discusses its 
performance in the INEX benchmark.
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moreAbstract
In this paper we present {\em HOPI}, a new connection index for XML documents 
based on the concept of the 2--hop cover of a directed graph introduced by 
Cohen et al. 
In contrast to most of the prior work on XML indexing we 
consider not only paths with child or parent relationships between the nodes, 
but also provide space-- and time--efficient reachability tests along the 
ancestor, descendant, and link axes
to support path expressions with wildcards in our XXL search engine.
 
We improve the theoretical concept of a 2--hop cover by developing scalable 
methods for index creation on very large XML data collections with long paths 
and extensive cross--linkage, and for incremental index maintenance. Our 
experiments show substantial savings in the query performance of the 
HOPI index over previously proposed index structures, in combination with low 
space requirements and efficient updates.
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consider not only paths with child or parent relationships between the nodes, 
but also provide space-- and time--efficient reachability tests along the 
ancestor, descendant, and link axes
to support path expressions with wildcards in our XXL search engine.

We improve the theoretical concept of a 2--hop cover by developing scalable 
methods for index creation on very large XML data collections with long paths 
and extensive cross--linkage, and for incremental index maintenance. Our 
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moreAbstract
While there are many proposals for path indexes on XML documents, none of them 
is perfectly suited for indexing large-scale collections of interlinked XML 
documents. Existing strategies lack support for intra- or inter-document links, 
require large amounts of time to build or space to store the index, or cannot 
efficiently answer connection queries. This paper presents the {\em FliX} 
framework for connection indexing that supports large, heterogeneous document 
collections with many links, using the existing path indexes as building 
blocks. We introduce some example configurations of the framework that are 
appropriate for many important application scenarios. Experiments show the 
feasibility of our approach.
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moreAbstract
This paper addresses the problem of automatically structuring
heterogenous document collections by using clustering
methods. In contrast to traditional clustering, we study
restrictive methods and ensemble-based meta methods that
may decide to leave out some documents rather than assigning
them to inappropriate clusters with low confidence.
These techniques result in higher cluster purity, better overall
accuracy, and make unsupervised self-organization more
robust. Our comprehensive experimental studies on three
different real-world data collections demonstrate these benefits.
The proposed methods seem particularly suitable for
automatically substructuring personal email folders or personal Web directories 
that are populated by focused crawlers,
and they can be combined with supervised classification
techniques.
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moreAbstract
Automatic text classification methods come with various
calibration parameters such as thresholds for probabilities in
Bayesian classifiers or for hyperplane distances in SVM
classifiers. In a given application context these parameters
should be set so as to meet the relative importance of various
result quality metrics such as precision versus recall. In this
paper we consider classifiers that can accept a document for a
topic, reject it, or abstain. We aim to meet the application's
goals in terms of accuracy (i.e., avoid false acceptances or
rejections) and loss (i.e., limit the fraction of documents for which no 
decision is
made).
To this end we investigate restrictive forms
of Support Vector Machine classifiers and we develop meta
methods that split the training data into subsets for
independently trained classifiers and then combine the results of
these classifiers. These techniques tend to improve accuracy at
the expense of document loss. We develop estimators that help to
predict the accuracy and loss for a given setting of the methods'
tuning parameters, and a methodology for efficiently deriving
a setting that meets the application's goals. Our experiments
confirm the practical viability of the approach.
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moreAbstract
In dieser Arbeit wird die XXL-Suchmaschine vorgestellt. Sie wertet Anfragen 
aus, die in der XML-Anfragesprache XXL formuliert sind. Eine XXL-Anfrage 
umfasst dabei Suchbedingungen an die Struktur und an den Inhalt von 
XML-Dokumenten.
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moreAbstract
Top-k queries based on ranking elements of multidimensional datasets are a 
fundamental building block for many kinds of information discovery. The best 
known general-purpose algo-rithm for evaluating top-k queries is Fagin’s 
threshold algorithm (TA). Since the user’s goal behind top-k queries is to 
identify one or a few relevant and novel data items, it is intriguing to use 
approximative variants of TA to reduce run-time costs. This paper introduces a 
family of approximative top-k algorithms based on probabilistic arguments. When 
scanning index lists of the underlying multidimensional data space in 
descending order of local scores, various forms of convolution and derived 
bounds are employed to predict when it is safe, with high probability, to drop 
candidate items and to prune the index scans. The precision and the efficiency 
of the developed methods are experimentally evaluated based on a large Web 
corpus and a structured data collection.
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moreAbstract
The envisioned Semantic Web aims to provide richly annotated and
explicitly structured Web pages in XML, RDF, or description logics, based upon 
underlying ontologies and thesauri. Ideally, this should enable a wealth of 
query processing and semantic reasoning capabilities using XQuery and logical 
inference
engines. However, we believe that the diversity and uncertainty of 
terminologies and schema-like annotations will make precise querying on a Web 
scale extremely elusive if not hopeless, and the same argument holds for 
large-scale
dynamic federations of Deep Web sources. Therefore, ontology-based reasoning 
and querying needs to be enhanced by statistical means, leading to 
relevanceranked lists as query results.
 
This paper presents steps towards such a "statistically semantic" Web and 
outlines technical challenges. We discuss how statistically quantified 
ontological relations can be exploited in XML retrieval, how statistics can 
help in making Web-scale
search efficient, and how statistical information extracted from users’ query 
logs and click streams can be leveraged for better search result ranking. We 
believe these are decisive issues for improving the quality of next-generation 
search engines
for intranets, digital libraries, and the Web, and they are crucial also for 
peer-to-peer collaborative Web search.
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moreAbstract
In this work we present a study of different techniques for semantic indexing 
by dimension reduction, with special emphasis on the LSI technique. Dimension 
reduction is important in the Information Retrieval (IR) context to enable fast 
retrieval and elimination of noisy data.
LSI attempts to improve IR quality by deriving a latent semantic space with 
lower dimensionality, based on the co-occurrence of the terms in the documents 
from the document collection. It is a heuristic method and although experiments 
show that the LSI technique often improves the retrieval performance, there are 
deficiencies regarding mathematical models and rigorous theorems. Several 
variants of the LSI technique have been proposed, which differ in the function 
used for the mapping to the lower-dimensional space.
Our comparative study is carried out using mathematical tools, like Linear 
Algebra, and systematic experiments.
We present a theoreticla analysis of the two main LSI variants found in the 
literature - we call them Angle-stretching LSI and Angle-preserving LSI - and 
we prove that the results of the two can, in principle, arbitrarily, differ.
The experiments reveal interesting features of the LSI variants and the 
differences in their behavior. In our experiments, the Angle-stretching LSI 
performs consistently worse than the Angle-preserving LSI.
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moreAbstract
Dieses Papier befasst sich mit der automatischen Klassifikation
von Webdokumenten in eine vorgegebene Taxonomie. Wir betrachten
dabei vektorbasierte Verfahren des maschinellen Lernens am
Beispiel von SVM (Support Vector Machines). In diesem Papier
beschreiben wir Möglichkeiten zur Generierung von Featurevektoren
unter Berücksichtigung der Besonderheiten von Webdokumenten für
solche Verfahren. Weiterhin untersuchen wir die Berechnung von
Metaresultaten aus den partiellen Klassifikationsergebnissen.


BibTeX
@inproceedings{Siersdorfer2003,
TITLE = {{Konstruktion von Featurer{\"a}umen und Metaverfahren zur Klassifikation von Webdokumenten}},
AUTHOR = {Siersdorfer, Stefan and Sizov, Sergej},
EDITOR = {Weikum, Gerhard and Sch{\"o}ning, Harald and Rahm, Erhard},
LANGUAGE = {deu},
ISSN = {1617-5468},
LOCALID = {Local-ID: C1256DBF005F876D-7CA88F028CF3C1F0C1256E19004649D7-Siersdorfer2003},
PUBLISHER = {Bonner K{\"o}llen},
YEAR = {2003},
DATE = {2003},
ABSTRACT = {Dieses Papier befasst sich mit der automatischen Klassifikation von Webdokumenten in eine vorgegebene Taxonomie. Wir betrachten dabei vektorbasierte Verfahren des maschinellen Lernens am Beispiel von SVM (Support Vector Machines). In diesem Papier beschreiben wir M{\"o}glichkeiten zur Generierung von Featurevektoren unter Ber{\"u}cksichtigung der Besonderheiten von Webdokumenten f{\"u}r solche Verfahren. Weiterhin untersuchen wir die Berechnung von Metaresultaten aus den partiellen Klassifikationsergebnissen.},
BOOKTITLE = {Datenbanksysteme f{\"u}r Business, Technologie und Web (BTW) : 10. GI-Fachtagung},
SERIES = {Lecture Notes in Informatics},
VOLUME = {P-26},
ADDRESS = {Leipzig, Germany},
}

Endnote
%0 Conference Proceedings
%A Siersdorfer, Stefan
%A Sizov, Sergej
%E Weikum, Gerhard
%E Sch&#246;ning, Harald
%E Rahm, Erhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Konstruktion von Featurer&#228;umen und Metaverfahren zur Klassifikation von Webdokumenten : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-2D5E-7
%F EDOC: 202236
%F OTHER: Local-ID: C1256DBF005F876D-7CA88F028CF3C1F0C1256E19004649D7-Siersdorfer2003
%D 2003
%B BTW 2003
%Z date of event: 2003-02-26 - 2003-02-28
%C Leipzig, Germany
%X Dieses Papier befasst sich mit der automatischen Klassifikation
von Webdokumenten in eine vorgegebene Taxonomie. Wir betrachten
dabei vektorbasierte Verfahren des maschinellen Lernens am
Beispiel von SVM (Support Vector Machines). In diesem Papier
beschreiben wir M&#246;glichkeiten zur Generierung von Featurevektoren
unter Ber&#252;cksichtigung der Besonderheiten von Webdokumenten f&#252;r
solche Verfahren. Weiterhin untersuchen wir die Berechnung von
Metaresultaten aus den partiellen Klassifikationsergebnissen.
%B Datenbanksysteme f&#252;r Business, Technologie und Web (BTW) : 10. GI-Fachtagung
%I Bonner K&#246;llen
%B Lecture Notes in Informatics
%N P-26
%@ false




	PuRe
	BibTeX

	


        1505
    
                Conference paper
            
D5


        S. Sizov, M. Theobald, S. Siersdorfer, G. Weikum, J. Graupmann, M. Biwer, and P. Zimmer
    

        “The BINGO! System for Information Portal Generation and Expert Web Search,” in CIDR 2003. Proceedings of the 2003 Conference on Innovative Data Systems Research, January 5-8, 2003, Asilomar, USA, 2003.
    
moreBibTeX
@inproceedings{weikum2003g,
TITLE = {The {BINGO}! System for Information Portal Generation and Expert Web Search},
AUTHOR = {Sizov, Sergej and Theobald, Martin and Siersdorfer, Stefan and Weikum, Gerhard and Graupmann, Jens and Biwer, Michael and Zimmer, Patrick},
LANGUAGE = {eng},
LOCALID = {Local-ID: C1256DBF005F876D-EC70B3EEB6BDAFEBC1256E1600359AFC-weikum2003g},
PUBLISHER = {VLDB},
YEAR = {2003},
DATE = {2003},
BOOKTITLE = {CIDR 2003. Proceedings of the 2003 Conference on Innovative Data Systems Research, January 5-8, 2003},
PAGES = {69--80},
ADDRESS = {Asilomar, USA},
}

Endnote
%0 Conference Proceedings
%A Sizov, Sergej
%A Theobald, Martin
%A Siersdorfer, Stefan
%A Weikum, Gerhard
%A Graupmann, Jens
%A Biwer, Michael
%A Zimmer, Patrick
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T The BINGO! System for Information Portal Generation and Expert Web Search : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2E53-6
%F EDOC: 202247
%F OTHER: Local-ID: C1256DBF005F876D-EC70B3EEB6BDAFEBC1256E1600359AFC-weikum2003g
%D 2003
%B CIDR 2003
%Z date of event: 2003-01-05 - 2003-01-08
%C Asilomar, USA
%B CIDR 2003. Proceedings of the 2003 Conference on Innovative Data Systems Research, January 5-8, 2003
%P 69 - 80
%I VLDB




	PuRe
	BibTeX

	


        1506
    
                Book chapter / section
            
D5


        S. Sizov, K. Meier, and G. Weikum
    

        “HIP: Intelligente Suche nach Fachinformationen für das Handwerk,” in INFORMATIK 2003 - Innovative Informatikanwendungen, Band 2, Beiträge der 33. Jahrestagung der Gesellschaft für Informatik e.V. (GI), 29. September - 2. Oktober 2003 in Frankfurt am Main, vol. 35, K. R. Dittrich, W. Koenig, A. Oberweis, K. Rannenberg, and W. Wahlster, Eds. Bonn, Germany: Bonner Köllen, 2003.
    
moreBibTeX
@incollection{weikum2003h,
TITLE = {{{HIP}: Intelligente Suche nach Fachinformationen f{\"u}r das Handwerk}},
AUTHOR = {Sizov, Sergej and Meier, Klaus and Weikum, Gerhard},
EDITOR = {Dittrich, Klaus R. and Koenig, Wolfgang and Oberweis, Andreas and Rannenberg, Kai and Wahlster, Wolfgang},
LANGUAGE = {deu},
ISBN = {3-88579-364-4},
LOCALID = {Local-ID: C1256DBF005F876D-1998741C5A6ED07BC1256E1B0034CC8D-weikum2003h},
PUBLISHER = {Bonner K{\"o}llen},
ADDRESS = {Bonn, Germany},
YEAR = {2003},
DATE = {2003},
BOOKTITLE = {INFORMATIK 2003 -- Innovative Informatikanwendungen, Band 2, Beitr{\"a}ge der 33. Jahrestagung der Gesellschaft f{\"u}r Informatik e.V. (GI), 29. September -- 2. Oktober 2003 in Frankfurt am Main},
DEBUG = {editor: Dittrich, Klaus R.; editor: Koenig, Wolfgang; editor: Oberweis, Andreas; editor: Rannenberg, Kai; editor: Wahlster, Wolfgang},
VOLUME = {35},
PAGES = {268--273},
}

Endnote
%0 Book Section
%A Sizov, Sergej
%A Meier, Klaus
%A Weikum, Gerhard
%E Dittrich, Klaus R.
%E Koenig, Wolfgang
%E Oberweis, Andreas
%E Rannenberg, Kai
%E Wahlster, Wolfgang
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T HIP: Intelligente Suche nach Fachinformationen f&#252;r das Handwerk : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-2D24-7
%F EDOC: 202243
%F OTHER: Local-ID: C1256DBF005F876D-1998741C5A6ED07BC1256E1B0034CC8D-weikum2003h
%I Bonner K&#246;llen
%C Bonn, Germany
%D 2003
%B INFORMATIK 2003 - Innovative Informatikanwendungen, Band 2, Beitr&#228;ge der 33. Jahrestagung der Gesellschaft f&#252;r Informatik e.V. (GI), 29. September - 2. Oktober 2003 in Frankfurt am Main
%E Dittrich, Klaus R.; Koenig, Wolfgang; Oberweis, Andreas; Rannenberg, Kai; Wahlster, Wolfgang
%V 35
%P 268 - 273
%I Bonner K&#246;llen
%C Bonn, Germany
%@ 3-88579-364-4




	PuRe
	BibTeX

	


        1507
    
                Conference paper
            
D5


        A. Theobald
    

        “An Ontology for Domain-oriented Semantic Similarity Search on XML Data,” in Datenbanksysteme für Business, Technologie und Web (BTW) : 10. GI-Fachtagung, Leipzig, Germany, 2003.
    
moreAbstract
Query languages for XML such as XPath or XQuery support Boolean retrieval where 
a query result is a (possibly restructured) subset of XML elements or entire 
documents that satisfy the search conditions of the query. Web search engines, 
on the other hand, are based on the ranked retrieval paradigm, but do not 
consider the additional information and rich annotations provided by the 
structure of XML documents and their element names. Furthermore, web search 
engines have very lit-tle “semantic” data and are thus unable to cope with 
ambiguous search terms. Onto-logical knowledge and appropriate index structures 
are necessary for semantic simi-larity search on XML data extracted from the 
web. In this paper we present a power-ful ontology index which supports 
domain-specific semantic similarity search with a new measure for expressing 
the relevance of query results.
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moreAbstract
Database recovery does not mask failures to applications and users. Recovery is 
needed that considers data, messages, and application components. Special cases 
have been studied, but clear principles for recovery guarantees in general 
multi-tier applications such as web-based e-services are missing. We develop a 
framework for recovery guarantees that masks almost all failures. The main 
concept is an interaction contract between two components, a pledge as to 
message and state persistence, and contract release. Contracts are composed 
into system-wide agreements so that a set of components is provably recoverable 
with exactly-once message delivery and execution, except perhaps for crash 
interrupted user input or output. Our implementation techniques reduce logging 
cost, allow effective log truncation, and provide independent recovery for 
critical server components. Interaction contracts form the basis for our 
Phoenix/{COM} project on persistent components. Our framework's utility is 
demonstrated with a case study of a web-based e-service.
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moreAbstract
{XML} will be the method of choice for representing all kinds of documents in 
product catalogs, digital libraries,
scientific data repositories, and across the Web. This observation creates high 
expectations that {XML} will
be a major catalyst in constructing the “Semantic Web”. However, merely casting 
all documents into {XML}
format does not necessarily make a document’s semantics explicit and more 
amenable for effective information
searching. Rather, to fully leverage {XML} on a global scale, significant 
progress is needed on the following
issues:
1. providing an easy-to-use yet powerful and efficient search language that 
combines concepts from current
{XML} pattern-matching languages (e.g., {XP}ath, {XQ}uery, etc.) with 
ontology-backed information-retrievalstyle
search result ranking,
2. extracting more semantics from existing document collections by constructing 
structural and ontological
skeletons (e.g., in the form of {DTD}s or {XML} schemas) that describe the data 
at a higher semantic level
and can also facilitate new forms of indexing for efficiency, and
3. classifying existing documents according to a given thematic or 
personalized, hierarchical ontology to
make searching more effective (e.g., exploit relevance feedback) and efficient 
(e.g., limit the search focus).
{CLASSIX}, a joint project of the Universities of Dortmund and the Saarland in 
Germany, addresses these three
issues. We describe our approaches for each of these topics in the remainder of 
this paper.
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moreAbstract
Workflow management systems ({WFMS}) that are geared for the orchestration of 
business processes across multiple organizations are complex distributed 
systems: they consist of multiple workflow engines, application servers, and 
communication middleware servers such as {ORB}s, where each of these server 
types can be replicated on multiple computers for scalability and 
availability.Finding an appropriate system configuration with guaranteed 
application-specific quality of service in terms of throughput, response time, 
and tolerable downtime is a major challenge for human system administrators. 
This paper presents a tool that largely automates the task of configuring a 
distributed WFMS. Based on a suite of mathematical models, the tool derives the 
necessary degrees of replication for the various server types in order to meet 
specified goals for performance and availability as well as "performability" 
when service is degraded due to outages of individual servers. The paper 
describes the configuration tool, with emphasis on how to capture the load 
behavior of workflows in a realistic manner. We also present extensive 
experiments that evaluate the accuracy of the tool's underlying models and 
demonstrate the practical feasibility of automating the task of configuring a 
distributed {WFMS}. The experiments use a detailed simulation which in turn has 
been validated through measurements with the Mentor-lite prototype system.
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types can be replicated on multiple computers for scalability and 
availability.Finding an appropriate system configuration with guaranteed 
application-specific quality of service in terms of throughput, response time, 
and tolerable downtime is a major challenge for human system administrators. 
This paper presents a tool that largely automates the task of configuring a 
distributed WFMS. Based on a suite of mathematical models, the tool derives the 
necessary degrees of replication for the various server types in order to meet 
specified goals for performance and availability as well as "performability" 
when service is degraded due to outages of individual servers. The paper 
describes the configuration tool, with emphasis on how to capture the load 
behavior of workflows in a realistic manner. We also present extensive 
experiments that evaluate the accuracy of the tool's underlying models and 
demonstrate the practical feasibility of automating the task of configuring a 
distributed {WFMS}. The experiments use a detailed simulation which in turn has 
been validated through measurements with the Mentor-lite prototype system.
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moreAbstract
Maintaining statistics on multidimensional data distributions is crucial for 
predicting the run-time and result size of queries and data analysis tasks with 
acceptable accuracy. To this end a plethora of techniques have been proposed 
for maintaining a compact data "synopsis" on a single table, ranging from 
variants of histograms to methods based on wavelets and other transforms. 
However, the fundamental question of how to reconcile the synopses for large 
information sources with many tables has been largely unexplored. This paper 
develops a general framework for reconciling the synopses on many tables, which 
may come from different information sources. It shows how to compute the 
optimal combination of synopses for a given workload and a limited amount of 
available memory. The practicality of the approach and the accuracy of the 
proposed heuristics are demonstrated by experiments.
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moreAbstract
The {HEART} tool (Help for Ensuring Acceptable Response Times) has been 
developed by the {IT} Research and Innovations department of Dresdner Bank for 
the computation of viable message prioritization in message-based e-services, 
such as stock brokerage services where service requests of different customer 
classes with class-specific performance goals have to be served by a server. 
{HEART} determines viable message prioritizations in the sense that they 
satisfy the specified performance goals of customer classes. In this paper, we 
describe the practical problem setting we address with {HEART} and outline the 
functionality of {HEART}. The demo will show {HEART}'s underlying concepts, its 
architecture and an example scenario.
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such as stock brokerage services where service requests of different customer 
classes with class-specific performance goals have to be served by a server. 
{HEART} determines viable message prioritizations in the sense that they 
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moreAbstract
Query languages for XML such as XPath or XQuery support Boolean retrieval: a 
query result is a (possibly restructured) subset of XML elements or entire 
documents that satisfy the search conditions of the query. This search paradigm 
works for highly schematic XML data collections such as electronic catalogs. 
However, for searching information in open environments such as the Web or 
intranets of large corporations, ranked retrieval is more appropriate: a query 
result is a rank list of XML elements in descending order of (estimated) 
relevance. Web search engines, which are based on the ranked retrieval 
paradigm, do, however, not consider the additional information and rich 
annotations provided by the structure of XML documents and their element names. 
This paper presents the XXL search engine that supports relevance ranking on 
XML data. XXL is particularly geared for path queries with wildcards that can 
span multiple XML collections and contain both exact-match as well as 
semantic-similarity search conditions. In addition, ontological information and 
suitable index structures are used to improve the search efficiency and 
effectiveness. XXL is fully implemented as a suite of Java servlets. 
Experiments with a variety of structurally diverse XML data demonstrate the 
efficiency of the XXL search engine and underline its effectiveness for ranked 
retrieval.
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moreAbstract
Atomicity and isolation of transactions are key requirements of advanced 
applications in federated systems consisting of distributed and heterogeneous 
components. While all existing federated systems support atomicity using the 
two-phase commit protocol, they lack support for federated concurrency control. 
Many possible solutions have been proposed in the literature, but they failed 
to make impact on real systems because they
completely ignored the widely used concept of isolation levels, which offer 
optimization options to applications at the cost of less rigorous control over 
data consistency.

This thesis compares existing definitions for isolation levels and develops a 
new characterization for Snaphot Isolation, an isolation level provided by 
Oracle, the market leader in the database field. We present algorithms for 
federated concurrency control that provably guarantee the correct execution of 
federated transactions even under local Snapshot Isolation, and discuss 
isolation levels for federated transactions. The algorithms are integrated into 
a federated system prototype. Performance measurements with this prototype show 
the practical viability of the developed methods.
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moreAbstract
Advanced e-services require efficient, flexible, and easy-to-use workflow 
technology that integrates well with mainstream Internet technologies such as 
XML and Web servers. This paper discusses an XML-enabled architecture for 
distributed workflow management that is implemented in the latest version of 
our Mentor-lite prototype system. The key asset of this architecture is an XML 
mediator that handles the exchange of business and flow control data between 
workflow and business-object servers on the one hand and client activities on 
the other via XML messages over http. Our implementation of the mediator has 
made use of Oracle's XSQL servlet. The major benefit of the advocated 
architecture is that it provides seamless integration of client applications 
into e-service workflows with scalable efficiency and very little explicit 
coding, in contrast to an earlier, Java-based, version of our Mentor-lite 
prototype that required much more code and exhibited potential performance 
problems.
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moreAbstract
Database technology is one of the cornerstones for the new millennium's IT 
landscape. However, database systems as a unit of code packaging and deployment 
are at a crossroad: commercial systems have been adding features for a long 
time and have now reached complexity that makes them a difficult choice, in 
terms of their "gain/pain ratio", as a central platform for value-added 
information services such as ERP or e-commerce. It is critical that database 
systems be easy to manage.
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moreAbstract
The Mentor-lite prototype has been developed within the research project 
"Architecture, Configuration, and Administration of Large Workflow Management 
Systems" funded by the German Science Foundation ({DFG}). In this paper, we 
outline the distributed architecture of Mentor-lite and elaborate on a 
goal-driven autoconfiguration tool for Mentor-lite and similar workflow 
management systems ({WFMS}). This tool aims to recommend an appropriate system 
configuration in terms of replicated workflow, application, and communication 
servers, so as to meet given goals for performance, availability, and 
performability at low system costs. The demo will show the monitoring 
capabilities of Mentor-lite and the various components of the autoconfiguration 
tool.
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moreAbstract
Workflow management systems (WFMS) are a cornerstone of mission-criticial, 
possibly cross-organizational business processes. For largescale applications 
both their performance and availability are crucial factors, and the system 
needs to be properly configured to meet the application demands. Despite ample 
work on scalable system architectures for workflow management, the literature 
has neglected the important issues of how to systematically measure the 
performance of a given system.
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        “Performance and Availability Assessment for the Configuration of Distributed Workflow Management Systems,” in Proceedings of the 7th International Conference on Extending Database Technology (EDBT 2000), 2000.
    
moreAbstract
Workflow management systems (WFMSs) that are geared for the orchestration of 
enterprise-wide or even “virtual-enterprise”-style business processes across 
multiple organizations are complex distributed systems. They consist of 
multiple workflow engines, application servers, and ORB-style communication 
servers. Thus, deriving a suitable configuration of an entire distributed WFMS 
for a given application workload is a difficult task. This paper presents a 
mathematically based method for configuring a distributed WFMS such that the 
application's demands regarding performance and availability can be met while 
aiming to minimize the total system costs. The major degree of freedom that the 
configuration method considers is the replication of the underlying software 
components, workflow engines and application servers of different types as well 
as the communication server, on multiple computers for load partitioning and 
enhanced availability. The mathematical core of the method consists of 
Markov-chain models, derived from the application's workflow specifications, 
that allow assessing the overall system's performance, availability, and also 
its performability in the degraded mode when some server replicas are offline, 
for given degrees of replication. By iterating over the space of feasible 
system configurations and assessing the quality of candidate configurations, 
the developed method determines a configuration with near-minimum costs.
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moreAbstract
Numerous applications such as stock market or medical information systems 
require that both historical and current data be logically integrated into a 
temporal database. The underlying access method must support different forms of 
“time-travel” queries, the migration of old record versions onto inexpensive 
archive media, and high insertion and update rates. This paper presents an 
access method for transaction-time temporal data, called the log-structured 
history data access method (LHAM) that meets these demands. The basic principle 
of LHAM is to partition the data into successive components based on the 
timestamps of the record versions. Components are assigned to different levels 
of a storage hierarchy, and incoming data is continuously migrated through the 
hierarchy. The paper discusses the LHAM concepts, including concurrency control 
and recovery, our full-fledged LHAM implementation, and experimental 
performance results based on this implementation. A detailed comparison with 
the TSB-tree, both analytically and based on experiments with real 
implementations, shows that LHAM is highly superior in terms of insert 
performance, while query performance is in almost all cases at least as good as 
for the TSB-tree; in many cases it is much better.
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        “Incremental Scheduling of Mixed Workloads in Multimedia Information Servers,” Multimedia Tools and Applications, vol. 11, no. 1, 2000.
    
moreAbstract
In contrast to pure video servers, advanced multimedia applications such as 
digital libraries or teleteaching exhibit a mixed workload with massive access 
to conventional, discrete data such as text documents, images and indexes as 
well as requests for continuous data, like video and audio data. In addition to 
the service quality guarantees for continuous data requests, quality-conscious 
applications require that the response time of the discrete data requests stay 
below some user-tolerance threshold. In this paper, we study the impact of 
different disk scheduling policies on the service quality for both continuous 
and discrete data. We provide a framework for describing various policies in 
terms of few parameters, and we develop a novel policy that is experimentally 
shown to outperform all other policies.
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moreAbstract
This paper reconsiders the problem of transactional federations, more 
specifically the concurrency control issue, with particular consideration of 
component systems that provide only snapshot isolation, which is the default 
setting in Oracle and widely used in practice. The paper derives criteria and 
practical protocols for guaranteeing global serializability at the federation 
level. The paper generalizes the well-known ticket method and develops novel 
federation-level graph testing methods to incorporate sub-serializability 
component systems like Oracle. These contributions are embedded in a practical 
project that built a CORBA-based federated database architecture suitable for 
modern Internet- or Intranet-based applications such as electronic commerce. 
This prototype system, which includes a federated transaction manager coined 
Trafic (Transactional Federation of Information Systems Based on CORBA), has 
been fully implemented with support for Oracle and O2 as component systems and 
using Orbix as federation mid-dleware. The paper presents performance 
measurements that demonstrate the viability of the developed concurrency 
control methods.
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moreAbstract
Data consistency in transactional federations is a key requirement of advanced 
E-service applications on the Internet, such as electronic auctions or 
real-estate purchase. Federated concurrency control needs to be aware of the 
fact that virtually all commercial database products support 
sub-serializability isolation levels, such as Snapshot Isolation, and that 
applications make indeed use of such local options.
 
This paper discusses the problems that arise with regard to global 
serializability in such a setting, and proposes solutions. Protocols are 
developed that can guarantee global serializability over component systems that 
provide only weaker isolation levels. A full-fledged implementation is 
presented that makes use of OrbixOTS and runs on top of Oracle8i and O2 
databases. Performance measurements with this prototype indicate the practical 
viability of the developed methods.
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moreAbstract
XML query languages proposed so far are limited to Boolean retrieval in the 
sense that query results are sets of qualifying XML elements or subgraphs. This 
search paradigm is intriguing for “closed” collections of XML documents such as 
e-commerce catalogs, but we argue that it is inadequate for searching the Web 
where we would prefer ranked lists of results based on relevance estimation. 
IR-style Web search engines, on the other hand, are incapable of exploiting the 
additional information made explicit in the structure, element names, and 
attributes of XML documents. In this paper we present a compact query language, 
coined XXL for “flexible XML search language”, that reconciles both search 
paradigms by combining XML graph pattern matching with relevance estimations 
and producing ranked lists of XML subgraphs as search results. The paper 
describes the language design, sketches implementation issues, and presents 
preliminary experimental results.
XML query languages proposed so far are limited to Boolean retrieval in the 
sense that query results are sets of qualifying XML elements or subgraphs. This 
search paradigm is intriguing for “closed” collections of XML documents such as 
e-commerce catalogs, but we argue that it is inadequate for searching the Web 
where we would prefer ranked lists of results based on relevance estimation. 
IR-style Web search engines, on the other hand, are incapable of exploiting the 
additional information made explicit in the structure, element names, and 
attributes of XML documents. In this paper we present a compact query language, 
coined XXL for “flexible XML search language”, that reconciles both search 
paradigms by combining XML graph pattern matching with relevance estimations 
and producing ranked lists of XML subgraphs as search results. The paper 
describes the language design, sketches implementation issues, and presents 
preliminary experimental results.
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moreAbstract
XML query languages proposed so far are limited to Boolean retrieval in the 
sense that query results are sets of qualifying XML elements or subgraphs. This 
search paradigm is intriguing for "closed" collections of XML documents such as 
e-commerce catalogs, but we argue that it is inadequate for searching the Web 
where we would prefer ranked lists of results based on relevance estimation. 
IR-style Web search engines, on the other hand, are incapable of exploiting the 
additional information made.


BibTeX
@inproceedings{TheobaldW00,
TITLE = {Adding Relevance to {XML}},
AUTHOR = {Theobald, Anja and Weikum, Gerhard},
LANGUAGE = {eng},
ISBN = {3-540-41826-1},
URL = {http://www.research.att.com/conf/webdb2000/PAPERS/3a.ps},
LOCALID = {Local-ID: C1256DBF005F876D-ECAB0E9CCA5C0DD7C125713E004B4785-TheobaldW00},
PUBLISHER = {Springer},
YEAR = {2000},
DATE = {2000},
ABSTRACT = {XML query languages proposed so far are limited to Boolean retrieval in the sense that query results are sets of qualifying XML elements or subgraphs. This search paradigm is intriguing for "closed" collections of XML documents such as e-commerce catalogs, but we argue that it is inadequate for searching the Web where we would prefer ranked lists of results based on relevance estimation. IR-style Web search engines, on the other hand, are incapable of exploiting the additional information made.},
BOOKTITLE = {Proceedings of the Third International Workshop The World Wide Web and Databases, WebDB 2000 (Informal Proceedings)},
EDITOR = {Suciu, Dan and Vossen, Gottfried},
PAGES = {35--40},
SERIES = {Lecture Notes in Computer Science},
}

Endnote
%0 Conference Proceedings
%A Theobald, Anja
%A Weikum, Gerhard
%+ Databases and Information Systems, MPI for Informatics, Max Planck Society
Databases and Information Systems, MPI for Informatics, Max Planck Society
%T Adding Relevance to XML : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-350B-5
%F EDOC: 520328
%U http://www.research.att.com/conf/webdb2000/PAPERS/3a.ps
%F OTHER: Local-ID: C1256DBF005F876D-ECAB0E9CCA5C0DD7C125713E004B4785-TheobaldW00
%I Springer
%D 2000
%B Untitled Event
%Z date of event: 2000-05-18 - 2000-05-19
%C Dallas, Texas, USA
%X XML query languages proposed so far are limited to Boolean retrieval in the 
sense that query results are sets of qualifying XML elements or subgraphs. This 
search paradigm is intriguing for "closed" collections of XML documents such as 
e-commerce catalogs, but we argue that it is inadequate for searching the Web 
where we would prefer ranked lists of results based on relevance estimation. 
IR-style Web search engines, on the other hand, are incapable of exploiting the 
additional information made.
%B Proceedings of the Third International Workshop The World Wide Web and Databases, WebDB 2000 (Informal Proceedings)
%E Suciu, Dan; Vossen, Gottfried
%P 35 - 40
%I Springer
%@ 3-540-41826-1
%B Lecture Notes in Computer Science




	PuRe
	BibTeX

	


        1552
    
                Article
            
D5


        G. Weikum
    

        “Review - Data Placement In Bubba,” ACM SIGMOD Digital Review, vol. 2, 2000.
    
moreAbstract
This paper, which came out of the Bubba project at MCC, was the first to 
address the physical database design problem for parallel database servers, 
with particular focus on the partitioning and allocation of (relational) data 
across multiple disks or processing nodes. These issues are key to good 
performance tuning. To this end, the paper introduced the fundamental notion of 
data heat as a measure for the disk access load attributed to a data unit or 
collection of units, and the notion of temperature to normalize heat by the 
consumed space. Based on these metrics, the paper developed an elegant 
framework and heuristic algorithms for choosing which data should be placed on 
which disk so as to balance the disk load, and which data should be cached in 
memory so as to minimize the overall disk load.
I had the great opportunity of spending a postdoc year in the Bubba group at 
MCC where I could learn about this subject directly from the paper's authors. 
Later, their work was my main inspiration when I started working on dynamic 
data placement and migration in the early nineties. In this research of mine 
the notions of heat and temperature proved to be extremely useful for reasoning 
about load distribution and for developing algorithms that continuously adjust 
the allocation of data based on online statistics about access patterns, for 
example, to "cool down" hot disks. I have also seen fairly recent papers on the 
caching of query results in data warehouses to benefit greatly from the Bubba 
tuning framework. The paper by Copeland et al. is a true landmark paper, 
especially when you consider that this work was done before the industrial 
advent of parallel database systems. The problem of automating the physical 
database design for a cluster-based parallel data server, in the spirit of a 
zero-admin, self-tuning solution, has still not been solved in a truly 
comprehensive, industrial-strength manner, but this seminal paper is an 
excellent starting point and absolutely mandatory reading for everybody working 
on this highly relevant problem.
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memory so as to minimize the overall disk load.
I had the great opportunity of spending a postdoc year in the Bubba group at 
MCC where I could learn about this subject directly from the paper's authors. 
Later, their work was my main inspiration when I started working on dynamic 
data placement and migration in the early nineties. In this research of mine 
the notions of heat and temperature proved to be extremely useful for reasoning 
about load distribution and for developing algorithms that continuously adjust 
the allocation of data based on online statistics about access patterns, for 
example, to "cool down" hot disks. I have also seen fairly recent papers on the 
caching of query results in data warehouses to benefit greatly from the Bubba 
tuning framework. The paper by Copeland et al. is a true landmark paper, 
especially when you consider that this work was done before the industrial 
advent of parallel database systems. The problem of automating the physical 
database design for a cluster-based parallel data server, in the spirit of a 
zero-admin, self-tuning solution, has still not been solved in a truly 
comprehensive, industrial-strength manner, but this seminal paper is an 
excellent starting point and absolutely mandatory reading for everybody working 
on this highly relevant problem.
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moreAbstract
The paper describes the architecture of XTRACT, a system for inferring an 
accurate, meaningful, near optimal DTD schema for a repository of XML 
documents. The paper presents some very interesting ideas on an important and 
challenging subject.
The XTRACT system executes three steps:
1. Generalization (finding patterns in the input sequences and replacing them 
with regular expressions to generate general candidate DTDs) 
2. Factoring (factoring candidate DTDs using adaptions of algorithms for the 
optimization of Boolean functions) 
3. applying MDL principle (applying the Minimum Description Length principle to 
find the near optimal DTD among the candidates). 
The authors provide experimental results in comparison with DDbE (Data 
Description by Example generated by IBM alphaworks(R))
The paper's key contribution lies in applying the MDL principle for defining an 
information-theoretic measure to quantify and resolve the tradeoff between the 
conciseness and precision of DTDs. This is indeed a reasonable and intriguing 
first cut on this difficult problem, but I am not fully convinced that this 
should be the bottom line. It could well be that conciseness by general regular 
expressions may reduce the readability and intuitiveness of a DTD. But this 
paper should be an excellent starting point for more intensive work along these 
lines.
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documents. The paper presents some very interesting ideas on an important and 
challenging subject.
The XTRACT system executes three steps:
1. Generalization (finding patterns in the input sequences and replacing them 
with regular expressions to generate general candidate DTDs) 
2. Factoring (factoring candidate DTDs using adaptions of algorithms for the 
optimization of Boolean functions) 
3. applying MDL principle (applying the Minimum Description Length principle to 
find the near optimal DTD among the candidates). 
The authors provide experimental results in comparison with DDbE (Data 
Description by Example generated by IBM alphaworks(R))
The paper's key contribution lies in applying the MDL principle for defining an 
information-theoretic measure to quantify and resolve the tradeoff between the 
conciseness and precision of DTDs. This is indeed a reasonable and intriguing 
first cut on this difficult problem, but I am not fully convinced that this 
should be the bottom line. It could well be that conciseness by general regular 
expressions may reduce the readability and intuitiveness of a DTD. But this 
paper should be an excellent starting point for more intensive work along these 
lines.
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moreAbstract
The paper presents the application design, system architecture, and operational 
procedures of the TerraServer web site. This server manages satellite images of 
the earth and their relationships to maps and other geographical information in 
a SQL database and makes them Internet-accessible through a middle-tier web 
application server. Practical experiences illustrate advantages and 
disadvantages of the design decisions.
I find the comprehensive discussion of the TerraServer application extremely 
insightful in terms of how to build and operate a very large, data-intensive, 
Internet-accessible application with non-standard forms of data. Most notably, 
the section on the data cleansing and loading process contains important 
lessons that everybody in our community should be made aware of.
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a SQL database and makes them Internet-accessible through a middle-tier web 
application server. Practical experiences illustrate advantages and 
disadvantages of the design decisions.
I find the comprehensive discussion of the TerraServer application extremely 
insightful in terms of how to build and operate a very large, data-intensive, 
Internet-accessible application with non-standard forms of data. Most notably, 
the section on the data cleansing and loading process contains important 
lessons that everybody in our community should be made aware of.
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moreAbstract
This paper aims to improve the accuracy of query result-size estimations in 
query optimizers by leveraging the dynamic feedback obtained from observations 
on the executed query workload. To this end, an approximate "synopsis" of 
data-value distributions is devised that combines histograms with parametric 
curve fitting, leading to a specific class of linear splines. The approach 
reconciles the benefits of histograms, simplicity and versatility, with those 
of parametric techniques especially the adaptivity to statistically biased and 
dynamically evolving query workloads.
The paper presents efficient algorithms for constructing the linear-spline 
synopsis for data-value distributions from a moving window of the most recent 
observations on (the most critical) query executions. The approach is worked 
out in full detail for capturing frequency as well as density distributions of 
data values, and it is shown how result size estimations are inferred for 
exact-match and range queries as well as projections and grouping. To a large 
extent, the developed methods can be generalized to multi-dimensional 
distributions, thus bearing the ability to capture correlations among 
attributes as well. Experimental studies underline the accuracy of the 
developed estimation methods, outperforming the best known classes of 
histograms.
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moreAbstract
Enterprise-spanning workflows require workflow management systems that can be 
tailored to specific application needs, as well as enhanced support for 
interoperability between different workflow management systems. In virtual 
enterprises, the interoperability problem is not limited to workflow execution, 
but also entails facilities like worklist management and history management to 
be interoperable.We present a light-weight system architecture, consisting of a 
small system kernel on top of which extensions like history management and 
worklist management are implemented as workflows themselves. The functionality 
of the kernel such as distributed workflow execution and interoperability 
interfaces is available for all extensions. We show the feasibility of our 
approach by presenting the implementation of history management in our workflow 
specification language, based on state and activity charts, on top of our 
light-weight kernel, coined Mentor-lite.
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moreAbstract
Workflow management systems support the eficient, largely automated execution 
of business processes. However; using a workflow management system typically 
requires implementing the application's control flow exclusively by the 
workflow management system. This approach is powerful if the control flow is 
specified and implemented from scratch, but it has severe drawbacks if a 
workflow management system is to be integrated within environments with 
existing solutions for implementing control flow. Usually, the existing 
solutions are too complex to be substituted by the workflow management system 
at once. Hence, the workflow management system must support an incremental 
integration, i.e. the reuse of existing implementations of control flow as well 
as their incremental substitution.Extending the workflow management system's 
functionality according to future application needs, e.g. by worklist and 
history management, must also be possible. In particular at the beginning of an 
incremental integration process, only a limited amount of a workflow management 
system's functionality is actually exploited by the workflow application. Later 
on, as the integration proceeds, more advanced requirements arise and demand 
the customization of the workfow management system to the evolving application 
needs.In this paper; we present the architecture and implementation of a 
light-weight workflow management system, coined Mentor-lite, which aims to 
overcome the above mentioned shortcomings of conventional workflow management 
systems. Mentor-lite supports an easy integration of workflow functionality 
into an existing environment, and can be tailored to specific workflow 
application needs.
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moreAbstract
This paper analyzes a recently published algorithm for page replacement in 
hierarchical paged memory systems [O'Neil et al. 1993]. The algorithm is called 
the LRU-K method, and reduces to the well-known LRU (Least Recently Used) 
method for K = 1. Previous work [O'Neil et al. 1993; Weikum et al. 1994; 
Johnson and Shasha 1994] has shown the effectiveness for K > 1 by simulation, 
especially in the most common case of K = 2. The basic idea in LRU-K is to keep 
track of the times of the last K references to memory pages, and to use this 
statistical information to rank-order the pages as to their expected future 
behavior. Based on this the page replacement policy decision is made: which 
memory-resident page to replace when a newly accessed page must be read into 
memory. In the current paper, we prove, under the assumptions of the 
independent reference model, that LRU-K is optimal. Specifically we show: given 
the times of the (up to) K most recent references to each disk page, no other 
algorithm A making decisions to keep pages in a memory buffer holding n - 1 
pages based on this infomation can improve on the expected number of I/Os to 
access pages over the LRU-K algorithm using a memory buffer holding n pages. 
The proof uses the Bayesian formula to relate the space of actual page 
probabilities of the model to the space of observable page numbers on which the 
replacement decision is acutally made.
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moreAbstract
Federated transaction management (also known as multidatabase transaction 
management in the literature) is needed to ensure the consistency of data that 
is distributed across multiple, largely autonomous, and possibly heterogeneous 
component databases and accessed by both global and local transactions. While 
the global atomicity of such transactions can be enforced by using a 
standardized commit protocol like XA or its CORBA counterpart OTS, global 
serializability is not self-guaranteed as the underlying component systems may 
use a variety of potentially incompatible local concurrency control protocols. 
The problem of how to achieve global serializability, by either constraining 
the component systems or implementing additional global protocols at the 
federation level, has been intensively studied in the literature, but did not 
have much impact on the practical side. A major deficiency of the prior work 
has been that it focused on the idealized correctness criterion of 
serializability and disregarded the subtle but important variations of SQL 
isolation levels supported by most commercial database systems.
 
This paper reconsiders the problem of federated transaction management, more 
specifically its concurrency control issues, with particular focus on isolation 
levels used in practice, especially the popular snapshot isolation provided by 
Oracle. As pointed out in a SIGMOD 1995 paper by Berenson et al., a rigorous 
foundation for rea-soning about such concurrency control features of commercial 
systems is sorely missing. The current paper aims to close this gap by 
developing a formal framework that allows us to reason about local and global 
transaction executions where some (or all) transactions are run under snapshot 
isolation. The paper derives criteria and prac-tical protocols for guaranteeing 
global snapshot isolation at the federation level. It further generalizes the 
well-known ticket method to cope with combinations of isolation levels in a 
federated system.
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moreAbstract
Federated transaction management is needed to ensure the consistency of data 
that is distributed across multiple, largely autonomous, and possibly 
heterogeneous component databases and accessed by both global and local 
transactions. The problem of how to achieve global serializability has been 
intensively studied in the literature, but none of the proposed approaches can 
be considered as a universally 'best' strategy. Rather a federated transaction 
manager should support a suite of strategies and allow selecting the most 
suitable protocol for each application. Furthermore, it should not only 
concentrate on the idealized correctness criterion of serializability, but also 
offer support for different isolation levels, which are widely used in existing 
database systems. 
 
This paper presents the design and implementation of a CORBA-based customizable 
transaction manager for a federate database system. It gives a discussion of 
how OTS, the CORBA approach to distributed transactions, can be used in this 
setting. The paper discusses both the benefits of OTS and the difficulties in 
mapping advanced protocols for federated concurrency control onto OTS.
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moreAbstract
The impressive advances in global networking and information
technology provide great opportunities for all kinds of ubiquitous information 
services,
ranging from digital libraries and information discovery to virtual-enterprise 
workflows and electronic commerce. However, many of these services too often 
exhibit
rather poor quality and are thus unsuitable for mission-critical applications. 
In
this paper I would like to encourage more intensive research efforts
towards service quality guarantees, the ultimate goal being the ability to
construct and deploy truly dependable systems with provable correctness, 
continuous
availability, and predictable performance. The paper aims to sort out some of 
the
issues towards these elusive goals, mainly by discussing a case study
on workflow management. (only the first paragraph)
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moreAbstract
Payment protocols for electronic commerce have traditionally been studied 
mostly by the cryptography, security, and distributed computing communities. 
However, as pointed out by this invited paper, the database-style notion of 
atomicity is of crucial importance for such protocols as well and has been 
neglected so far. In fact, one could argue that keeping distributed data 
consistent in the presence of server failures is an absolutely critical concern 
in electronic commerce, whereas perfect protection against tampering, albeit 
highly desirable, is not the most pressing issue given that a decent suite of 
security measures is already in place. In fact, being billed for some goods 
that one has never received or accidentally receiving some ordered goods twice 
may turn out to be as troublesome as a stolen credit card number.
Using atomic transactions for the distributed processing across multiple 
servers on behalf of the merchant, the bank, and the customer is, of course, 
state of the art in the database community. Regardless of the fact that many 
deployed e-commerce solutions may exhibit severe engineering deficiencies in 
this regard, adding distributed transactions does by itself not pose any 
research challenges. Rather, it is the combination of payment protocols and 
transactional protocols that needs to be studied carefully. For example, to 
what extent do protocols for anonymous payment and atomic commit influence each 
other?
This paper provides an excellent overview of the issues in this contemporary 
area where payment and transactional protocols need to be reconciled. It points 
out a variety of open problems and research opportunities in the intersection 
of these two avenues (beyond merely emphasizing the need for atomic 
transactions in electronic commerce). I highly recommend reading this paper and 
particularly its Section 7 on open problems to everybody doing research on 
electronic commerce.
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moreAbstract
Large multimedia document archives may hold a major fraction of their data in 
tertiary storage libraries for cost reasons. This paper develops an integrated 
approach to the vertical data migration between the tertiary, secondary, and 
primary storage in that it reconciles speculative prefetching, to mask the high 
latency of the tertiary storage, with the replacement policy of the document 
caches at the secondary and primary storage level, and also considers the 
interaction of these policies with the tertiary and secondary storage request 
scheduling.
The integrated migration policy is based on a continuous-time Markov chain 
model for predicting the expected number of accesses to a document within a 
specified time horizon. Prefetching is initiated only if that expectation is 
higher than those of the documents that need to be dropped from secondary 
storage to free up the necessary space. In addition, the possible resource 
contention at the tertiary and secondary storage is taken into account by 
dynamically assessing the response-time benefit of prefetching a document 
versus the penalty that it would incur on the response time of the pending 
document requests.
The parameters of the continuous-time Markov chain model, the probabilities of 
co-accessing certain documents and the interaction times between successive 
accesses, are dynamically estimated and adjusted to evolving workload patterns 
by keeping online statistics. The integrated policy for vertical data migration 
has been implemented in a prototype system. The system makes profitable use of 
the Markov chain model also for the scheduling of volume exchanges in the 
tertiary storage library. Detailed simulation experiments with Web-server-like 
synthetic workloads indicate significant gains in terms of client response 
time. The experiments also show that the overhead of the statistical 
bookkeeping and the computations for the access predictions is affordable.
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