[bookmark: top]


    

    

    
            Skip to 
        main content
     or 
        main navigation
    
    


    
    

    






    
        
    

    
        
    

    
        
    

    
        
    

    
        
    

    
        
    

    
        
    

    
        
    

    
        
    

    
        
    




    
        
    
    	
            
                    
                        
    
        
            
        
        
            Institute
        
    

                    
                
        
	
                
                    
                        
                            
                                D1
                            
                        
                        
                            Algorithms & Complexity
                        
                    
                
            
	
                
                    
                        
                            
                                D2
                            
                        
                        
                            Computer Vision and Machine Learning
                        
                    
                
            
	
                
                    
                        
                            
                                D3
                            
                        
                        
                            Internet Architecture
                        
                    
                
            
	
                
                    
                        
                            
                                D4
                            
                        
                        
                            Computer Graphics
                        
                    
                
            
	
                
                    
                        
                            
                                D5
                            
                        
                        
                            Databases and Information Systems
                        
                    
                
            
	
                
                    
                        
                            
                                D6
                            
                        
                        
                            Visual Computing and Artificial Intelligence
                        
                    
                
            
	
                
                    
                        
                            
                                BIO
                            
                        
                        
                            Research Group Computational Biology
                        
                    
                
            
	
                
                    
                        
                            
                                RG1
                            
                        
                        
                            Automation of Logic
                        
                    
                
            
	
                
                    
                        
                            
                                RG2
                            
                        
                        
                            Network and Cloud Systems
                        
                    
                
            
	
                
                    
                        
                            
                                RG3
                            
                        
                        
                            Multimodal Language Processing
                        
                    
                
            


    
        
            
                
                
            
        
    




    
        

            

                
                    
                        
                                [image: Logo Max Planck Institute for Informatics]
                            
                    
                    
                        
                            
                                Computer Graphics
                            
                        
                    
                


                
                    
                        
                        
                        
                        
                    
                

            


            
                

                    
                        
	
	
    
        
            

            

            
            
                
            
        

    






                    


                    
                        
    
        	
                    
                        People
                    

                    
                
	
                    
                        D4/D6 Joint Talk Series "CG-Lunch"
                    

                    
                
	
                    
                        Research
                    

                    
                        
                            
                                
                            
                        
                        
                            
                                
                                        
                                            
                                                	
                                                            
                                                                HDR Imaging, Perception, and Advanced Displays
                                                            
                                                            
                                                        
	
                                                            
                                                                Sensorimotor Interaction
                                                            
                                                            
                                                        


                                            

                                        
                                            
                                                	
                                                            
                                                                Artificial Intelligence aided Design and Manufacturing
                                                            
                                                            
                                                        
	
                                                            
                                                                Sampling and Rendering
                                                            
                                                            
                                                        


                                            

                                        
                                            
                                                	
                                                            
                                                                High Performance Digital Geometry Processing
                                                            
                                                            
                                                        
	
                                                            
                                                                Image Synthesis and Machine Learning
                                                            
                                                            
                                                        


                                            

                                        
                                    
                            

                        

                    
                
	
                    
                        Offers
                    

                    
                
	
                    
                        Teaching
                    

                    
                
	
                    
                        Publications
                    

                    
                        
                            
                                
                            
                        
                        
                            
                                
                                        
                                            
                                                	
                                                            
                                                                Current Year
                                                            
                                                            
                                                        


                                            

                                        
                                            
                                                	
                                                            
                                                                Last Year
                                                            
                                                            
                                                        


                                            

                                        
                                            
                                                	
                                                            
                                                                The Year Before Last
                                                            
                                                            
                                                        
	
                                                            
                                                                Research Reports
                                                            
                                                            
                                                        


                                            

                                        
                                    
                            

                        

                    
                
	
                    
                        Useful Links
                    

                    
                
	
                    
                        D4 Intranet
                    

                    
                


    



                    


                    
                        
                                Deutsch
                            
                    


                

            


        

    







        
            
                
                    	
                                
                                        
                                            Departments
                                        
                                    
                            
	
                                
                                        
                                            Computer Graphics
                                        
                                    
                            
	
                                
                                        Publications
                                    
                            


                

            
        
    






    
        
    

                
                    Publications
                
            

                            2024
                        
	









        1
    
                Article
            
D4


        N. Ansari, V. Babaei, and M. M. Najafpour
    

        “Enhancing Catalysis Studies with Chat Generative Pre-trained Transformer (ChatGPT): Conversation with ChatGPT,” Dalton Transactions, 2024.
    
moreBibTeX
@article{Ansari24,
TITLE = {Enhancing catalysis studies with chat generative pre-trained transformer ({ChatGPT}): {C}onversation with {ChatGPT}},
AUTHOR = {Ansari, Navid and Babaei, Vahid and Najafpour, Mohammad Mahdi},
LANGUAGE = {eng},
ISSN = {1477-9226},
DOI = {10.1039/d3dt04178f},
PUBLISHER = {Royal Society of Chemistry},
ADDRESS = {Cambridge, UK},
YEAR = {2024},
JOURNAL = {Dalton Transactions},
}

Endnote
%0 Journal Article
%A Ansari, Navid
%A Babaei, Vahid
%A Najafpour, Mohammad Mahdi
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
%T Enhancing Catalysis Studies with Chat Generative Pre-trained Transformer (ChatGPT): Conversation with ChatGPT : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-690B-1
%R 10.1039/d3dt04178f
%7 2024
%D 2024
%J Dalton Transactions
%O Dalton Trans.
%I Royal Society of Chemistry
%C Cambridge, UK
%@ false




	DOI
	PuRe
	BibTeX


                            2023
                        
	


        2
    
                Thesis
            
D4


        E. Arabadzhiyska
    

        “Perceptually Driven Methods for Improved Gaze-contingent Rendering,” Universität des Saarlandes, Saarbrücken, 2023.
    
moreBibTeX
@phdthesis{Arabadzhiyska_PhD2023,
TITLE = {Perceptually Driven Methods for Improved Gaze-contingent Rendering},
AUTHOR = {Arabadzhiyska, Elena},
URL = {urn:nbn:de:bsz:291--ds-402489},
DOI = {10.22028/D291-40248},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
}

Endnote
%0 Thesis
%A Arabadzhiyska, Elena
%Y Didyk, Piotr
%A referee: Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Perceptually Driven Methods for Improved Gaze-contingent Rendering : 
%U http://hdl.handle.net/21.11116/0000-000D-87B0-3
%U urn:nbn:de:bsz:291--ds-402489
%F OTHER: hdl:20.500.11880/36181
%R 10.22028/D291-40248
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2023
%P xxiv, 119 p.
%V phd
%9 phd
%U https://publikationen.sulb.uni-saarland.de/handle/20.500.11880/36181




	DOI
	PuRe
	BibTeX
	fulltext version

	


        3
    
                Article
            
D4


        E. Arabadzhiyska, C. Tursun, H.-P. Seidel, and P. Didyk
    

        “Practical Saccade Prediction for Head-Mounted Displays: Towards a Comprehensive Model,” ACM Transactions on Applied Perception, vol. 20, no. 1, 2023.
    
moreBibTeX
@article{Arabadzhiyska23,
TITLE = {Practical Saccade Prediction for Head-Mounted Displays: {T}owards a Comprehensive Model},
AUTHOR = {Arabadzhiyska, Elena and Tursun, Cara and Seidel, Hans-Peter and Didyk, Piotr},
LANGUAGE = {eng},
ISSN = {1544-3558},
DOI = {10.1145/3568311},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
JOURNAL = {ACM Transactions on Applied Perception},
VOLUME = {20},
NUMBER = {1},
PAGES = {1--23},
EID = {2},
}

Endnote
%0 Journal Article
%A Arabadzhiyska, Elena
%A Tursun, Cara
%A Seidel, Hans-Peter
%A Didyk, Piotr
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
%T Practical Saccade Prediction for Head-Mounted Displays: Towards a Comprehensive Model : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-B76B-E
%R 10.1145/3568311
%7 2023
%D 2023
%J ACM Transactions on Applied Perception
%V 20
%N 1
%& 1
%P 1 - 23
%Z sequence number: 2
%I ACM
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        4
    
                Conference paper
            
D4


        M. Balint, K. Wolski, K. Myszkowski, H.-P. Seidel, and R. Mantiuk
    

        “Neural Partitioning Pyramids for Denoising Monte Carlo Renderings,” in Proceedings SIGGRAPH 2023 Conference Papers, Los Angeles, CA, USA, 2023.
    
moreBibTeX
@inproceedings{Balint_SIGGRAPH23,
TITLE = {Neural Partitioning Pyramids for Denoising {Monte Carlo} Renderings},
AUTHOR = {Balint, Maritin and Wolski, Krzysztof and Myszkowski, Karol and Seidel, Hans-Peter and Mantiuk, Rafa{\l}},
LANGUAGE = {eng},
ISBN = {979-8-4007-0159-7},
DOI = {10.1145/3588432.3591562},
PUBLISHER = {ACM},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
BOOKTITLE = {Proceedings SIGGRAPH 2023 Conference Papers},
EDITOR = {Brunvand, Erik and Sheffer, Alla and Wimmer, Michael},
PAGES = {1--11},
EID = {60},
ADDRESS = {Los Angeles, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Balint, Maritin
%A Wolski, Krzysztof
%A Myszkowski, Karol
%A Seidel, Hans-Peter
%A Mantiuk, Rafa&#322;
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
%T Neural Partitioning Pyramids for Denoising Monte Carlo Renderings : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000E-3740-C
%R 10.1145/3588432.3591562
%D 2023
%B ACM SIGGRAPH Conference
%Z date of event: 2023-08-06 - 2023-08-10
%C Los Angeles, CA, USA
%B Proceedings SIGGRAPH 2023 Conference Papers
%E Brunvand, Erik; Sheffer, Alla; Wimmer, Michael
%P 1 - 11
%Z sequence number: 60
%I ACM
%@ 979-8-4007-0159-7




	DOI
	PuRe
	BibTeX
	publisher version

	


        5
    
                Thesis
            
D4


        M. Bemana
    

        “Efficient Image-Based Rendering,” Universität des Saarlandes, Saarbrücken, 2023.
    
moreBibTeX
@phdthesis{Bemana_PhD2023,
TITLE = {Efficient Image-Based Rendering},
AUTHOR = {Bemana, Mojtaba},
URL = {urn:nbn:de:bsz:291-scidok-2279},
DOI = {10.22028/D291-25735},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
DATE = {2023},
}

Endnote
%0 Thesis
%A Bemana, Mojtaba
%Y Myszkowski, K.
%A referee: Seidel, Hans-Peter
%A referee: Kellnhofer, Petr
%A referee: Ritschel, Tobias
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Efficient Image-Based Rendering : 
%U http://hdl.handle.net/21.11116/0000-000D-D171-7
%R 10.22028/D291-25735
%U urn:nbn:de:bsz:291-scidok-2279
%F OTHER: hdl:20.500.11880/25791
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2023
%P xi, 112 p.
%V phd
%9 phd
%U https://scidok.sulb.uni-saarland.de/handle/20.500.11880/36287




	DOI
	PuRe
	BibTeX
	fulltext version

	


        6
    
                Article
            
D4


        U. Çoğalan, M. Bemana, H.-P. Seidel, and K. Myszkowski
    

        “Video Frame Interpolation for High Dynamic Range Sequences Captured with Dual-exposure Sensors,” Computer Graphics Forum (Proc. EUROGRAPHICS 2023), vol. 42, no. 2, 2023.
    
moreBibTeX
@article{Cogalan_Eurographics23,
TITLE = {Video Frame Interpolation for High Dynamic Range Sequences Captured with Dual-exposure Sensors},
AUTHOR = {{\c C}o{\u g}alan, U{\u g}ur and Bemana, Mojtaba and Seidel, Hans-Peter and Myszkowski, Karol},
LANGUAGE = {eng},
ISSN = {0167-7055},
DOI = {10.1111/cgf.14748},
PUBLISHER = {Blackwell-Wiley},
ADDRESS = {Oxford},
YEAR = {2023},
MARGINALMARK = {$\bullet$},
JOURNAL = {Computer Graphics Forum (Proc. EUROGRAPHICS)},
VOLUME = {42},
NUMBER = {2},
PAGES = {119--131},
BOOKTITLE = {The European Association for Computer Graphics 43rdAnnual Conference (EUROGRAPHICS 2023)},
}

Endnote
%0 Journal Article
%A &#199;o&#287;alan, U&#287;ur
%A Bemana, Mojtaba
%A Seidel, Hans-Peter
%A Myszkowski, Karol
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Video Frame Interpolation for High Dynamic Range Sequences 
Captured with Dual-exposure Sensors : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-F953-E
%R 10.1111/cgf.14748
%7 2023
%D 2023
%J Computer Graphics Forum
%O Computer Graphics Forum : journal of the European Association for Computer Graphics Comput. Graph. Forum
%V 42
%N 2
%& 119
%P 119 - 131
%I Blackwell-Wiley
%C Oxford
%@ false
%B The European Association for Computer Graphics 43rdAnnual Conference
%O EUROGRAPHICS 2023 EG 2023 Saarbr&#252;cken, Germany, May 8-12, 2023




	DOI
	PuRe
	BibTeX

	


        7
    
                Article
            
D6D4D2


        M. Habermann, W. Xu, M. Zollhöfer, G. Pons-Moll, and C. Theobalt
    

        “A Deeper Look into DeepCap,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 45, no. 4, 2023.
    
moreAbstract
Human performance capture is a highly important computer vision problem with
many applications in movie production and virtual/augmented reality. Many
previous performance capture approaches either required expensive multi-view
setups or did not recover dense space-time coherent geometry with
frame-to-frame correspondences. We propose a novel deep learning approach for
monocular dense human performance capture. Our method is trained in a weakly
supervised manner based on multi-view supervision completely removing the need
for training data with 3D ground truth annotations. The network architecture is
based on two separate networks that disentangle the task into a pose estimation
and a non-rigid surface deformation step. Extensive qualitative and
quantitative evaluations show that our approach outperforms the state of the
art in terms of quality and robustness. This work is an extended version of
DeepCap where we provide more detailed explanations, comparisons and results as
well as applications.
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moreAbstract
Image deblurring aims to recover the latent sharp image from its blurry
counterpart and has a wide range of applications in computer vision. The
Convolution Neural Networks (CNNs) have performed well in this domain for many
years, and until recently an alternative network architecture, namely
Transformer, has demonstrated even stronger performance. One can attribute its
superiority to the multi-head self-attention (MHSA) mechanism, which offers a
larger receptive field and better input content adaptability than CNNs.
However, as MHSA demands high computational costs that grow quadratically with
respect to the input resolution, it becomes impractical for high-resolution
image deblurring tasks. In this work, we propose a unified lightweight CNN
network that features a large effective receptive field (ERF) and demonstrates
comparable or even better performance than Transformers while bearing less
computational costs. Our key design is an efficient CNN block dubbed LaKD,
equipped with a large kernel depth-wise convolution and spatial-channel mixing
structure, attaining comparable or larger ERF than Transformers but with a
smaller parameter scale. Specifically, we achieve +0.17dB / +0.43dB PSNR over
the state-of-the-art Restormer on defocus / motion deblurring benchmark
datasets with 32% fewer parameters and 39% fewer MACs. Extensive experiments
demonstrate the superior performance of our network and the effectiveness of
each module. Furthermore, we propose a compact and intuitive ERFMeter metric
that quantitatively characterizes ERF, and shows a high correlation to the
network performance. We hope this work can inspire the research community to
further explore the pros and cons of CNN and Transformer architectures beyond
image deblurring tasks.
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moreAbstract
Eye-tracking technology is an integral component of new display devices such
as virtual and augmented reality headsets. Applications of gaze information
range from new interaction techniques exploiting eye patterns to
gaze-contingent digital content creation. However, system latency is still a
significant issue in many of these applications because it breaks the
synchronization between the current and measured gaze positions. Consequently,
it may lead to unwanted visual artifacts and degradation of user experience. In
this work, we focus on foveated rendering applications where the quality of an
image is reduced towards the periphery for computational savings. In foveated
rendering, the presence of latency leads to delayed updates to the rendered
frame, making the quality degradation visible to the user. To address this
issue and to combat system latency, recent work proposes to use saccade landing
position prediction to extrapolate the gaze information from delayed
eye-tracking samples. While the benefits of such a strategy have already been
demonstrated, the solutions range from simple and efficient ones, which make
several assumptions about the saccadic eye movements, to more complex and
costly ones, which use machine learning techniques. Yet, it is unclear to what
extent the prediction can benefit from accounting for additional factors. This
paper presents a series of experiments investigating the importance of
different factors for saccades prediction in common virtual and augmented
reality applications. In particular, we investigate the effects of saccade
orientation in 3D space and smooth pursuit eye-motion (SPEM) and how their
influence compares to the variability across users. We also present a simple
yet efficient correction method that adapts the existing saccade prediction
methods to handle these factors without performing extensive data collection.
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moreAbstract
Video frame interpolation (VFI) enables many important applications that
might involve the temporal domain, such as slow motion playback, or the spatial
domain, such as stop motion sequences. We are focusing on the former task,
where one of the key challenges is handling high dynamic range (HDR) scenes in
the presence of complex motion. To this end, we explore possible advantages of
dual-exposure sensors that readily provide sharp short and blurry long
exposures that are spatially registered and whose ends are temporally aligned.
This way, motion blur registers temporally continuous information on the scene
motion that, combined with the sharp reference, enables more precise motion
sampling within a single camera shot. We demonstrate that this facilitates a
more complex motion reconstruction in the VFI task, as well as HDR frame
reconstruction that so far has been considered only for the originally captured
frames, not in-between interpolated frames. We design a neural network trained
in these tasks that clearly outperforms existing solutions. We also propose a
metric for scene motion complexity that provides important insights into the
performance of VFI methods at the test time.



BibTeX
@online{Cogalan2206.09485,
TITLE = {Video Frame Interpolation for High Dynamic Range Sequences Captured with Dual-exposure Sensors},
AUTHOR = {{\c C}o{\u g}alan, U{\u g}ur and Bemana, Mojtaba and Seidel, Hans-Peter and Myszkowski, Karol},
LANGUAGE = {eng},
URL = {https://arxiv.org/abs/2206.09485},
EPRINT = {2206.09485},
EPRINTTYPE = {arXiv},
YEAR = {2022},
MARGINALMARK = {$\bullet$},
ABSTRACT = {Video frame interpolation (VFI) enables many important applications that<br>might involve the temporal domain, such as slow motion playback, or the spatial<br>domain, such as stop motion sequences. We are focusing on the former task,<br>where one of the key challenges is handling high dynamic range (HDR) scenes in<br>the presence of complex motion. To this end, we explore possible advantages of<br>dual-exposure sensors that readily provide sharp short and blurry long<br>exposures that are spatially registered and whose ends are temporally aligned.<br>This way, motion blur registers temporally continuous information on the scene<br>motion that, combined with the sharp reference, enables more precise motion<br>sampling within a single camera shot. We demonstrate that this facilitates a<br>more complex motion reconstruction in the VFI task, as well as HDR frame<br>reconstruction that so far has been considered only for the originally captured<br>frames, not in-between interpolated frames. We design a neural network trained<br>in these tasks that clearly outperforms existing solutions. We also propose a<br>metric for scene motion complexity that provides important insights into the<br>performance of VFI methods at the test time.<br>},
}

Endnote
%0 Report
%A &#199;o&#287;alan, U&#287;ur
%A Bemana, Mojtaba
%A Seidel, Hans-Peter
%A Myszkowski, Karol
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Video Frame Interpolation for High Dynamic Range Sequences Captured with Dual-exposure Sensors : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-16E8-6
%U https://arxiv.org/abs/2206.09485
%D 2022
%X   Video frame interpolation (VFI) enables many important applications that<br>might involve the temporal domain, such as slow motion playback, or the spatial<br>domain, such as stop motion sequences. We are focusing on the former task,<br>where one of the key challenges is handling high dynamic range (HDR) scenes in<br>the presence of complex motion. To this end, we explore possible advantages of<br>dual-exposure sensors that readily provide sharp short and blurry long<br>exposures that are spatially registered and whose ends are temporally aligned.<br>This way, motion blur registers temporally continuous information on the scene<br>motion that, combined with the sharp reference, enables more precise motion<br>sampling within a single camera shot. We demonstrate that this facilitates a<br>more complex motion reconstruction in the VFI task, as well as HDR frame<br>reconstruction that so far has been considered only for the originally captured<br>frames, not in-between interpolated frames. We design a neural network trained<br>in these tasks that clearly outperforms existing solutions. We also propose a<br>metric for scene motion complexity that provides important insights into the<br>performance of VFI methods at the test time.<br>
%K Computer Science, Computer Vision and Pattern Recognition, cs.CV




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        34
    
                Article
            
D4


        J. Hladký, M. Stengel, N. Vining, B. Kerbl, H.-P. Seidel, and M. Steinberger
    

        “QuadStream: A Quad-Based Scene Streaming Architecture for Novel Viewpoint Reconstruction,” ACM Transactions on Graphics (Proc. ACM SIGGRAPH Asia 2022), vol. 41, no. 6, 2022.
    
moreBibTeX
@article{HladkySIGGRAPHAsia22,
TITLE = {QuadStream: {A} Quad-Based Scene Streaming Architecture for Novel Viewpoint Reconstruction},
AUTHOR = {Hladk{\'y}, Jozef and Stengel, Michael and Vining, Nicholas and Kerbl, Bernhard and Seidel, Hans-Peter and Steinberger, Markus},
LANGUAGE = {eng},
ISSN = {0730-0301},
DOI = {10.1145/3550454.3555524},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2022},
MARGINALMARK = {$\bullet$},
JOURNAL = {ACM Transactions on Graphics (Proc. ACM SIGGRAPH Asia)},
VOLUME = {41},
NUMBER = {6},
PAGES = {1--13},
EID = {233},
BOOKTITLE = {Proceedings of ACM SIGGRAPH Asia 2022},
}

Endnote
%0 Journal Article
%A Hladk&#253;, Jozef
%A Stengel, Michael
%A Vining, Nicholas
%A Kerbl, Bernhard
%A Seidel, Hans-Peter
%A Steinberger, Markus
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T QuadStream: A Quad-Based Scene Streaming Architecture for Novel Viewpoint Reconstruction : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-208B-3
%R 10.1145/3550454.3555524
%7 2022
%D 2022
%J ACM Transactions on Graphics
%V 41
%N 6
%& 1
%P 1 - 13
%Z sequence number: 233
%I ACM
%C New York, NY
%@ false
%B Proceedings of ACM SIGGRAPH Asia 2022

%O ACM SIGGRAPH Asia 2022 SA '22 SA 2022




	DOI
	PuRe
	BibTeX
	publisher version

	


        35
    
                Article
            
D4


        X. Huang, P. Memari, H.-P. Seidel, and G. Singh
    

        “Point-Pattern Synthesis using Gabor and Random Filters,” Computer Graphics Forum (Proc. Eurographics Symposium on Rendering 2022), vol. 41, no. 4, 2022.
    
moreBibTeX
@article{Huang_EGSR2022,
TITLE = {Point-Pattern Synthesis using {Gabor} and Random Filters},
AUTHOR = {Huang, Xingchang and Memari, Pooran and Seidel, Hans-Peter and Singh, Gurprit},
LANGUAGE = {eng},
ISSN = {0167-7055},
DOI = {10.1111/cgf.14596},
PUBLISHER = {Wiley-Blackwell},
ADDRESS = {Oxford},
YEAR = {2022},
MARGINALMARK = {$\bullet$},
DATE = {2022},
JOURNAL = {Computer Graphics Forum (Proc. Eurographics Symposium on Rendering)},
VOLUME = {41},
NUMBER = {4},
PAGES = {169--179},
BOOKTITLE = {Eurographics Symposium on Rendering 2022},
EDITOR = {Ghosh, Abhijeet and Wei, Li-Yi and Wilkie, Alexander},
}

Endnote
%0 Journal Article
%A Huang, Xingchang
%A Memari, Pooran
%A Seidel, Hans-Peter
%A Singh, Gurprit
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Point-Pattern Synthesis using Gabor and Random Filters : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-1675-8
%R 10.1111/cgf.14596
%7 2022
%D 2022
%J Computer Graphics Forum
%V 41
%N 4
%& 169
%P 169 - 179
%I Wiley-Blackwell
%C Oxford
%@ false
%B Eurographics Symposium on Rendering 2022
%O Eurographics Symposium on Rendering 2022 EGSR 2022 Prague, Czech Republic & Virtual ; 4 - 6 July 2022
%U https://onlinelibrary.wiley.com/share/X44DPUPXHCYNCUKSEBEE?target=10.1111/cgf.14596




	DOI
	PuRe
	BibTeX
	publisher version

	


        36
    
                Article
            
D4


        G. Kopanas, T. Leimkühler, G. Rainer, C. Jambon, and G. Drettakis
    

        “Neural Point Catacaustics for Novel-View Synthesis of Reflections,” ACM Transactions on Graphics (Proc. ACM SIGGRAPH Asia 2022), vol. 41, no. 6, 2022.
    
moreBibTeX
@article{KopanasSIGGRAPHAsia22,
TITLE = {Neural Point Catacaustics for Novel-View Synthesis of Reflections},
AUTHOR = {Kopanas, Georgios and Leimk{\"u}hler, Thomas and Rainer, Gilles and Jambon, Cl{\'e}ment and Drettakis, George},
LANGUAGE = {eng},
ISSN = {0730-0301},
DOI = {10.1145/3550454.3555497},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2022},
MARGINALMARK = {$\bullet$},
JOURNAL = {ACM Transactions on Graphics (Proc. ACM SIGGRAPH Asia)},
VOLUME = {41},
NUMBER = {6},
PAGES = {1--15},
EID = {201},
BOOKTITLE = {Proceedings of ACM SIGGRAPH Asia 2022},
}

Endnote
%0 Journal Article
%A Kopanas, Georgios
%A Leimk&#252;hler, Thomas
%A Rainer, Gilles
%A Jambon, Cl&#233;ment
%A Drettakis, George
%+ External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
%T Neural Point Catacaustics for Novel-View Synthesis of Reflections : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000C-209B-1
%R 10.1145/3550454.3555497
%7 2022
%D 2022
%J ACM Transactions on Graphics
%V 41
%N 6
%& 1
%P 1 - 15
%Z sequence number: 201
%I ACM
%C New York, NY
%@ false
%B Proceedings of ACM SIGGRAPH Asia 2022

%O ACM SIGGRAPH Asia 2022 SA '22 SA 2022




	DOI
	PuRe
	BibTeX

	


        37
    
                Paper
            
D4


        J. Li, B. Chen, G. Zan, G. Qian, P. Pianetta, and Y. Liu
    

        “Subspace Modeling for Fast and High-sensitivity X-ray Chemical Imaging,” 2022. [Online]. Available: https://arxiv.org/abs/2201.00259.
    
moreAbstract
Resolving morphological chemical phase transformations at the nanoscale is of
vital importance to many scientific and industrial applications across various
disciplines. The TXM-XANES imaging technique, by combining full field
transmission X-ray microscopy (TXM) and X-ray absorption near edge structure
(XANES), has been an emerging tool which operates by acquiring a series of
microscopy images with multi-energy X-rays and fitting to obtain the chemical
map. Its capability, however, is limited by the poor signal-to-noise ratios due
to the system errors and low exposure illuminations for fast acquisition. In
this work, by exploiting the intrinsic properties and subspace modeling of the
TXM-XANES imaging data, we introduce a simple and robust denoising approach to
improve the image quality, which enables fast and high-sensitivity chemical
imaging. Extensive experiments on both synthetic and real datasets demonstrate
the superior performance of the proposed method.
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        “Learning to Deblur using Light Field Generated and Real Defocus Images,” in IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR 2022), New Orleans, LA, USA, 2022.
    
moreAbstract
Although considerable progress has been made in semantic scene understanding
under clear weather, it is still a tough problem under adverse weather
conditions, such as dense fog, due to the uncertainty caused by imperfect
observations. Besides, difficulties in collecting and labeling foggy images
hinder the progress of this field. Considering the success in semantic scene
understanding under clear weather, we think it is reasonable to transfer
knowledge learned from clear images to the foggy domain. As such, the problem
becomes to bridge the domain gap between clear images and foggy images. Unlike
previous methods that mainly focus on closing the domain gap caused by fog --
defogging the foggy images or fogging the clear images, we propose to alleviate
the domain gap by considering fog influence and style variation simultaneously.
The motivation is based on our finding that the style-related gap and the
fog-related gap can be divided and closed respectively, by adding an
intermediate domain. Thus, we propose a new pipeline to cumulatively adapt
style, fog and the dual-factor (style and fog). Specifically, we devise a
unified framework to disentangle the style factor and the fog factor
separately, and then the dual-factor from images in different domains.
Furthermore, we collaborate the disentanglement of three factors with a novel
cumulative loss to thoroughly disentangle these three factors. Our method
achieves the state-of-the-art performance on three benchmarks and shows
generalization ability in rainy and snowy scenes.
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Most in-the-wild images are stored in Low Dynamic Range (LDR) form, serving
as a partial observation of the High Dynamic Range (HDR) visual world. Despite
limited dynamic range, these LDR images are often captured with different
exposures, implicitly containing information about the underlying HDR image
distribution. Inspired by this intuition, in this work we present, to the best
of our knowledge, the first method for learning a generative model of HDR
images from in-the-wild LDR image collections in a fully unsupervised manner.
The key idea is to train a generative adversarial network (GAN) to generate HDR
images which, when projected to LDR under various exposures, are
indistinguishable from real LDR images. The projection from HDR to LDR is
achieved via a camera model that captures the stochasticity in exposure and
camera response function. Experiments show that our method GlowGAN can
synthesize photorealistic HDR images in many challenging cases such as
landscapes, lightning, or windows, where previous supervised generative models
produce overexposed images. We further demonstrate the new application of
unsupervised inverse tone mapping (ITM) enabled by GlowGAN. Our ITM method does
not need HDR images or paired multi-exposure images for training, yet it
reconstructs more plausible information for overexposed regions than
state-of-the-art supervised learning models trained on such data.
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moreAbstract
In computational design and fabrication, neural networks are becoming
important surrogates for bulky forward simulations. A long-standing,
intertwined question is that of inverse design: how to compute a design that
satisfies a desired target performance? Here, we show that the piecewise linear
property, very common in everyday neural networks, allows for an inverse design
formulation based on mixed-integer linear programming. Our mixed-integer
inverse design uncovers globally optimal or near optimal solutions in a
principled manner. Furthermore, our method significantly facilitates emerging,
but challenging, combinatorial inverse design tasks, such as material
selection. For problems where finding the optimal solution is not desirable or
tractable, we develop an efficient yet near-optimal hybrid optimization.
Eventually, our method is able to find solutions provably robust to possible
fabrication perturbations among multiple designs with similar performances.
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moreAbstract
Most of the images one finds in the media, such as on the Internet or in textbooks and magazines, contain humans as the main point of attention. Thus, there is an inherent necessity for industry, society, and private persons to be able to thoroughly analyze and synthesize the human-related content in these images. One aspect of this analysis and subject of this thesis is to infer the 3D pose and surface deformation, using only visual information, which is also known as human performance capture. Human performance capture enables the tracking of virtual characters from real-world observations, and this is key for visual effects, games, VR, and AR, to name just a few application areas. However, traditional capture methods usually rely on expensive multi-view (marker-based) systems that are prohibitively expensive for the vast majority of people, or they use depth sensors, which are still not as common as single color cameras. Recently, some approaches have attempted to solve the task by assuming only a single RGB image is given. Nonetheless, they can either not track the dense deforming geometry of the human, such as the clothing layers, or they are far from real time, which is indispensable for many applications. To overcome these shortcomings, this thesis proposes two monocular human performance capture methods, which for the first time allow the real-time capture of the dense deforming geometry as well as an unseen 3D accuracy for pose and surface deformations. At the technical core, this work introduces novel GPU-based and data-parallel optimization strategies in conjunction with other algorithmic design choices that are all geared towards real-time performance at high accuracy. Moreover, this thesis presents a new weakly supervised multiview training strategy combined with a fully differentiable character representation that shows superior 3D accuracy. However, there is more to human-related Computer Vision than only the analysis of people in images. It is equally important to synthesize new images of humans in unseen poses and also from camera viewpoints that have not been observed in the real world. Such tools are essential for the movie industry because they, for example, allow the synthesis of photo-realistic virtual worlds with real-looking humans or of contents that are too dangerous for actors to perform on set. But also video conferencing and telepresence applications can benefit from photo-real 3D characters, as they can enhance the immersive experience of these applications. Here, the traditional Computer Graphics pipeline for rendering photo-realistic images involves many tedious and time-consuming steps that require expert knowledge and are far from real time. Traditional rendering involves character rigging and skinning, the modeling of the surface appearance properties, and physically based ray tracing. Recent learning-based methods attempt to simplify the traditional rendering pipeline and instead learn the rendering function from data resulting in methods that are easier accessible to non-experts. However, most of them model the synthesis task entirely in image space such that 3D consistency cannot be achieved, and/or they fail to model motion- and view-dependent appearance effects. To this end, this thesis presents a method and ongoing work on character synthesis, which allow the synthesis of controllable photoreal characters that achieve motion- and view-dependent appearance effects as well as 3D consistency and which run in real time. This is technically achieved by a novel coarse-to-fine geometric character representation for efficient synthesis, which can be solely supervised on multi-view imagery. Furthermore, this work shows how such a geometric representation can be combined with an implicit surface representation to boost synthesis and geometric quality.
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%X Most of the images one finds in the media, such as on the Internet or in textbooks and magazines, contain humans as the main point of attention. Thus, there is an inherent necessity for industry, society, and private persons to be able to thoroughly analyze and synthesize the human-related content in these images. One aspect of this analysis and subject of this thesis is to infer the 3D pose and surface deformation, using only visual information, which is also known as human performance capture. Human performance capture enables the tracking of virtual characters from real-world observations, and this is key for visual effects, games, VR, and AR, to name just a few application areas. However, traditional capture methods usually rely on expensive multi-view (marker-based) systems that are prohibitively expensive for the vast majority of people, or they use depth sensors, which are still not as common as single color cameras. Recently, some approaches have attempted to solve the task by assuming only a single RGB image is given. Nonetheless, they can either not track the dense deforming geometry of the human, such as the clothing layers, or they are far from real time, which is indispensable for many applications. To overcome these shortcomings, this thesis proposes two monocular human performance capture methods, which for the first time allow the real-time capture of the dense deforming geometry as well as an unseen 3D accuracy for pose and surface deformations. At the technical core, this work introduces novel GPU-based and data-parallel optimization strategies in conjunction with other algorithmic design choices that are all geared towards real-time performance at high accuracy. Moreover, this thesis presents a new weakly supervised multiview training strategy combined with a fully differentiable character representation that shows superior 3D accuracy. However, there is more to human-related Computer Vision than only the analysis of people in images. It is equally important to synthesize new images of humans in unseen poses and also from camera viewpoints that have not been observed in the real world. Such tools are essential for the movie industry because they, for example, allow the synthesis of photo-realistic virtual worlds with real-looking humans or of contents that are too dangerous for actors to perform on set. But also video conferencing and telepresence applications can benefit from photo-real 3D characters, as they can enhance the immersive experience of these applications. Here, the traditional Computer Graphics pipeline for rendering photo-realistic images involves many tedious and time-consuming steps that require expert knowledge and are far from real time. Traditional rendering involves character rigging and skinning, the modeling of the surface appearance properties, and physically based ray tracing. Recent learning-based methods attempt to simplify the traditional rendering pipeline and instead learn the rendering function from data resulting in methods that are easier accessible to non-experts. However, most of them model the synthesis task entirely in image space such that 3D consistency cannot be achieved, and/or they fail to model motion- and view-dependent appearance effects. To this end, this thesis presents a method and ongoing work on character synthesis, which allow the synthesis of controllable photoreal characters that achieve motion- and view-dependent appearance effects as well as 3D consistency and which run in real time. This is technically achieved by a novel coarse-to-fine geometric character representation for efficient synthesis, which can be solely supervised on multi-view imagery. Furthermore, this work shows how such a geometric representation can be combined with an implicit surface representation to boost synthesis and geometric quality.
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We propose the first approach to automatically and jointly synthesize both
the synchronous 3D conversational body and hand gestures, as well as 3D face
and head animations, of a virtual character from speech input. Our algorithm
uses a CNN architecture that leverages the inherent correlation between facial
expression and hand gestures. Synthesis of conversational body gestures is a
multi-modal problem since many similar gestures can plausibly accompany the
same input speech. To synthesize plausible body gestures in this setting, we
train a Generative Adversarial Network (GAN) based model that measures the
plausibility of the generated sequences of 3D body motion when paired with the
input audio features. We also contribute a new way to create a large corpus of
more than 33 hours of annotated body, hand, and face data from in-the-wild
videos of talking people. To this end, we apply state-of-the-art monocular
approaches for 3D body and hand pose estimation as well as dense 3D face
performance capture to the video corpus. In this way, we can train on orders of
magnitude more data than previous algorithms that resort to complex in-studio
motion capture solutions, and thereby train more expressive synthesis
algorithms. Our experiments and user study show the state-of-the-art quality of
our speech-synthesized full 3D character animations.
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moreAbstract
Virtual reality has the potential to change the way we create and consume
content in our everyday life. Entertainment, training, design and
manufacturing, communication, or advertising are all applications that already
benefit from this new medium reaching consumer level. VR is inherently
different from traditional media: it offers a more immersive experience, and
has the ability to elicit a sense of presence through the place and
plausibility illusions. It also gives the user unprecedented capabilities to
explore their environment, in contrast with traditional media. In VR, like in
the real world, users integrate the multimodal sensory information they receive
to create a unified perception of the virtual world. Therefore, the sensory
cues that are available in a virtual environment can be leveraged to enhance
the final experience. This may include increasing realism, or the sense of
presence; predicting or guiding the attention of the user through the
experience; or increasing their performance if the experience involves the
completion of certain tasks. In this state-of-the-art report, we survey the
body of work addressing multimodality in virtual reality, its role and benefits
in the final user experience. The works here reviewed thus encompass several
fields of research, including computer graphics, human computer interaction, or
psychology and perception. Additionally, we give an overview of different
applications that leverage multimodal input in areas such as medicine, training
and education, or entertainment; we include works in which the integration of
multiple sensory information yields significant improvements, demonstrating how
multimodality can play a fundamental role in the way VR systems are designed,
and VR experiences created and consumed.
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moreAbstract
Human re-rendering from a single image is a starkly under-constrained
problem, and state-of-the-art algorithms often exhibit undesired artefacts,
such as over-smoothing, unrealistic distortions of the body parts and garments,
or implausible changes of the texture. To address these challenges, we propose
a new method for neural re-rendering of a human under a novel user-defined pose
and viewpoint, given one input image. Our algorithm represents body pose and
shape as a parametric mesh which can be reconstructed from a single image and
easily reposed. Instead of a colour-based UV texture map, our approach further
employs a learned high-dimensional UV feature map to encode appearance. This
rich implicit representation captures detailed appearance variation across
poses, viewpoints, person identities and clothing styles better than learned
colour texture maps. The body model with the rendered feature maps is fed
through a neural image-translation network that creates the final rendered
colour image. The above components are combined in an end-to-end-trained neural
network architecture that takes as input a source person image, and images of
the parametric body model in the source pose and desired target pose.
Experimental evaluation demonstrates that our approach produces higher quality
single image re-rendering results than existing methods.
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moreAbstract
Foveated image reconstruction recovers full image from a sparse set of
samples distributed according to the human visual system's retinal sensitivity
that rapidly drops with eccentricity. Recently, the use of Generative
Adversarial Networks was shown to be a promising solution for such a task as
they can successfully hallucinate missing image information. Like for other
supervised learning approaches, also for this one, the definition of the loss
function and training strategy heavily influences the output quality. In this
work, we pose the question of how to efficiently guide the training of foveated
reconstruction techniques such that they are fully aware of the human visual
system's capabilities and limitations, and therefore, reconstruct visually
important image features. Due to the nature of GAN-based solutions, we
concentrate on the human's sensitivity to hallucination for different input
sample densities. We present new psychophysical experiments, a dataset, and a
procedure for training foveated image reconstruction. The strategy provides
flexibility to the generator network by penalizing only perceptually important
deviations in the output. As a result, the method aims to preserve perceived
image statistics rather than natural image statistics. We evaluate our strategy
and compare it to alternative solutions using a newly trained objective metric
and user experiments.
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moreAbstract
We propose Blue Noise Plots, two-dimensional dot plots that depict data
points of univariate data sets. While often one-dimensional strip plots are
used to depict such data, one of their main problems is visual clutter which
results from overlap. To reduce this overlap, jitter plots were introduced,
whereby an additional, non-encoding plot dimension is introduced, along which
the data point representing dots are randomly perturbed. Unfortunately, this
randomness can suggest non-existent clusters, and often leads to visually
unappealing plots, in which overlap might still occur. To overcome these
shortcomings, we introduce BlueNoise Plots where random jitter along the
non-encoding plot dimension is replaced by optimizing all dots to keep a
minimum distance in 2D i. e., Blue Noise. We evaluate the effectiveness as well
as the aesthetics of Blue Noise Plots through both, a quantitative and a
qualitative user study.
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moreAbstract
High Dynamic Range (HDR) content is becoming ubiquitous due to the rapid
development of capture technologies. Nevertheless, the dynamic range of common
display devices is still limited, therefore tone mapping (TM) remains a key
challenge for image visualization. Recent work has demonstrated that neural
networks can achieve remarkable performance in this task when compared to
traditional methods, however, the quality of the results of these
learning-based methods is limited by the training data. Most existing works use
as training set a curated selection of best-performing results from existing
traditional tone mapping operators (often guided by a quality metric),
therefore, the quality of newly generated results is fundamentally limited by
the performance of such operators. This quality might be even further limited
by the pool of HDR content that is used for training. In this work we propose a
learning-based self-supervised tone mapping operator that is trained at test
time specifically for each HDR image and does not need any data labeling. The
key novelty of our approach is a carefully designed loss function built upon
fundamental knowledge on contrast perception that allows for directly comparing
the content in the HDR and tone mapped images. We achieve this goal by
reformulating classic VGG feature maps into feature contrast maps that
normalize local feature differences by their average magnitude in a local
neighborhood, allowing our loss to account for contrast masking effects. We
perform extensive ablation studies and exploration of parameters and
demonstrate that our solution outperforms existing approaches with a single set
of fixed parameters, as confirmed by both objective and subjective metrics.
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        “A Variational Loop Shrinking Analogy for Handle and Tunnel Detection and Reeb Graph Construction on Surfaces,” 2021. [Online]. Available: https://arxiv.org/abs/2105.13168.
    
moreAbstract
The humble loop shrinking property played a central role in the inception of
modern topology but it has been eclipsed by more abstract algebraic formalism.
This is particularly true in the context of detecting relevant non-contractible
loops on surfaces where elaborate homological and/or graph theoretical
constructs are favored in algorithmic solutions. In this work, we devise a
variational analogy to the loop shrinking property and show that it yields a
simple, intuitive, yet powerful solution allowing a streamlined treatment of
the problem of handle and tunnel loop detection. Our formalization tracks the
evolution of a diffusion front randomly initiated on a single location on the
surface. Capitalizing on a diffuse interface representation combined with a set
of rules for concurrent front interactions, we develop a dynamic data structure
for tracking the evolution on the surface encoded as a sparse matrix which
serves for performing both diffusion numerics and loop detection and acts as
the workhorse of our fully parallel implementation. The substantiated results
suggest our approach outperforms state of the art and robustly copes with
highly detailed geometric models. As a byproduct, our approach can be used to
construct Reeb graphs by diffusion thus avoiding commonly encountered issues
when using Morse functions.
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moreAbstract
This article introduces a new physics-based method for rigid point set
alignment called Fast Gravitational Approach (FGA). In FGA, the source and
target point sets are interpreted as rigid particle swarms with masses
interacting in a globally multiply-linked manner while moving in a simulated
gravitational force field. The optimal alignment is obtained by explicit
modeling of forces acting on the particles as well as their velocities and
displacements with second-order ordinary differential equations of motion.
Additional alignment cues (point-based or geometric features, and other
boundary conditions) can be integrated into FGA through particle masses. We
propose a smooth-particle mass function for point mass initialization, which
improves robustness to noise and structural discontinuities. To avoid
prohibitive quadratic complexity of all-to-all point interactions, we adapt a
Barnes-Hut tree for accelerated force computation and achieve quasilinear
computational complexity. We show that the new method class has characteristics
not found in previous alignment methods such as efficient handling of partial
overlaps, inhomogeneous point sampling densities, and coping with large point
clouds with reduced runtime compared to the state of the art. Experiments show
that our method performs on par with or outperforms all compared competing
non-deep-learning-based and general-purpose techniques (which do not assume the
availability of training data and a scene prior) in resolving transformations
for LiDAR data and gains state-of-the-art accuracy and speed when coping with
different types of data disturbances.
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moreAbstract
We suggest to represent an X-Field -a set of 2D images taken across different
view, time or illumination conditions, i.e., video, light field, reflectance
fields or combinations thereof-by learning a neural network (NN) to map their
view, time or light coordinates to 2D images. Executing this NN at new
coordinates results in joint view, time or light interpolation. The key idea to
make this workable is a NN that already knows the "basic tricks" of graphics
(lighting, 3D projection, occlusion) in a hard-coded and differentiable form.
The NN represents the input to that rendering as an implicit map, that for any
view, time, or light coordinate and for any pixel can quantify how it will move
if view, time or light coordinates change (Jacobian of pixel position with
respect to view, time, illumination, etc.). Our X-Field representation is
trained for one scene within minutes, leading to a compact set of trainable
parameters and hence real-time navigation in view, time and illumination.
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moreAbstract
We present a convex mixed-integer programming formulation for non-rigid shape
matching. To this end, we propose a novel shape deformation model based on an
efficient low-dimensional discrete model, so that finding a globally optimal
solution is tractable in (most) practical cases. Our approach combines several
favourable properties: it is independent of the initialisation, it is much more
efficient to solve to global optimality compared to analogous quadratic
assignment problem formulations, and it is highly flexible in terms of the
variants of matching problems it can handle. Experimentally we demonstrate that
our approach outperforms existing methods for sparse shape matching, that it
can be used for initialising dense shape matching methods, and we showcase its
flexibility on several examples.
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        “LoopReg: Self-supervised Learning of Implicit Surface Correspondences, Pose and Shape for 3D Human Mesh Registration,” 2020. [Online]. Available: https://arxiv.org/abs/2010.12447.
    
moreAbstract
We address the problem of fitting 3D human models to 3D scans of dressed
humans. Classical methods optimize both the data-to-model correspondences and
the human model parameters (pose and shape), but are reliable only when
initialized close to the solution. Some methods initialize the optimization
based on fully supervised correspondence predictors, which is not
differentiable end-to-end, and can only process a single scan at a time. Our
main contribution is LoopReg, an end-to-end learning framework to register a
corpus of scans to a common 3D human model. The key idea is to create a
self-supervised loop. A backward map, parameterized by a Neural Network,
predicts the correspondence from every scan point to the surface of the human
model. A forward map, parameterized by a human model, transforms the
corresponding points back to the scan based on the model parameters (pose and
shape), thus closing the loop. Formulating this closed loop is not
straightforward because it is not trivial to force the output of the NN to be
on the surface of the human model - outside this surface the human model is not
even defined. To this end, we propose two key innovations. First, we define the
canonical surface implicitly as the zero level set of a distance field in R3,
which in contrast to morecommon UV parameterizations, does not require cutting
the surface, does not have discontinuities, and does not induce distortion.
Second, we diffuse the human model to the 3D domain R3. This allows to map the
NN predictions forward,even when they slightly deviate from the zero level set.
Results demonstrate that we can train LoopRegmainly self-supervised - following
a supervised warm-start, the model becomes increasingly more accurate as
additional unlabelled raw scans are processed. Our code and pre-trained models
can be downloaded for research.
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%X   We address the problem of fitting 3D human models to 3D scans of dressed<br>humans. Classical methods optimize both the data-to-model correspondences and<br>the human model parameters (pose and shape), but are reliable only when<br>initialized close to the solution. Some methods initialize the optimization<br>based on fully supervised correspondence predictors, which is not<br>differentiable end-to-end, and can only process a single scan at a time. Our<br>main contribution is LoopReg, an end-to-end learning framework to register a<br>corpus of scans to a common 3D human model. The key idea is to create a<br>self-supervised loop. A backward map, parameterized by a Neural Network,<br>predicts the correspondence from every scan point to the surface of the human<br>model. A forward map, parameterized by a human model, transforms the<br>corresponding points back to the scan based on the model parameters (pose and<br>shape), thus closing the loop. Formulating this closed loop is not<br>straightforward because it is not trivial to force the output of the NN to be<br>on the surface of the human model - outside this surface the human model is not<br>even defined. To this end, we propose two key innovations. First, we define the<br>canonical surface implicitly as the zero level set of a distance field in R3,<br>which in contrast to morecommon UV parameterizations, does not require cutting<br>the surface, does not have discontinuities, and does not induce distortion.<br>Second, we diffuse the human model to the 3D domain R3. This allows to map the<br>NN predictions forward,even when they slightly deviate from the zero level set.<br>Results demonstrate that we can train LoopRegmainly self-supervised - following<br>a supervised warm-start, the model becomes increasingly more accurate as<br>additional unlabelled raw scans are processed. Our code and pre-trained models<br>can be downloaded for research.<br>
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moreAbstract
Implicit functions represented as deep learning approximations are powerful
for reconstructing 3D surfaces. However, they can only produce static surfaces
that are not controllable, which provides limited ability to modify the
resulting model by editing its pose or shape parameters. Nevertheless, such
features are essential in building flexible models for both computer graphics
and computer vision. In this work, we present methodology that combines
detail-rich implicit functions and parametric representations in order to
reconstruct 3D models of people that remain controllable and accurate even in
the presence of clothing. Given sparse 3D point clouds sampled on the surface
of a dressed person, we use an Implicit Part Network (IP-Net)to jointly predict
the outer 3D surface of the dressed person, the and inner body surface, and the
semantic correspondences to a parametric body model. We subsequently use
correspondences to fit the body model to our inner surface and then non-rigidly
deform it (under a parametric body + displacement model) to the outer surface
in order to capture garment, face and hair detail. In quantitative and
qualitative experiments with both full body data and hand scans we show that
the proposed methodology generalizes, and is effective even given incomplete
point clouds collected from single-view depth images. Our models and code can
be downloaded from virtualhumans.mpi-inf.mpg.de/ipnet.
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moreAbstract
Realistic image synthesis involves computing high-dimensional light transport
integrals which in practice are numerically estimated using Monte Carlo
integration. The error of this estimation manifests itself in the image as
visually displeasing aliasing or noise. To ameliorate this, we develop a
theoretical framework for optimizing screen-space error distribution. Our model
is flexible and works for arbitrary target error power spectra. We focus on
perceptual error optimization by leveraging models of the human visual system's
(HVS) point spread function (PSF) from halftoning literature. This results in a
specific optimization problem whose solution distributes the error as visually
pleasing blue noise in image space. We develop a set of algorithms that provide
a trade-off between quality and speed, showing substantial improvements over
prior state of the art. We perform evaluations using both quantitative and
perceptual error metrics to support our analysis, and provide extensive
supplemental material to help evaluate the perceptual improvements achieved by
our methods.
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moreAbstract
We seek to reconstruct sharp and noise-free high-dynamic range (HDR) video
from a dual-exposure sensor that records different low-dynamic range (LDR)
information in different pixel columns: Odd columns provide low-exposure,
sharp, but noisy information; even columns complement this with less noisy,
high-exposure, but motion-blurred data. Previous LDR work learns to deblur and
denoise (DISTORTED->CLEAN) supervised by pairs of CLEAN and DISTORTED images.
Regrettably, capturing DISTORTED sensor readings is time-consuming; as well,
there is a lack of CLEAN HDR videos. We suggest a method to overcome those two
limitations. First, we learn a different function instead: CLEAN->DISTORTED,
which generates samples containing correlated pixel noise, and row and column
noise, as well as motion blur from a low number of CLEAN sensor readings.
Second, as there is not enough CLEAN HDR video available, we devise a method to
learn from LDR video in-stead. Our approach compares favorably to several
strong baselines, and can boost existing methods when they are re-trained on
our data. Combined with spatial and temporal super-resolution, it enables
applications such as re-lighting with low noise or blur.
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moreAbstract
New approaches to synthesize and manipulate face videos at very high quality
have paved the way for new applications in computer animation, virtual and
augmented reality, or face video analysis. However, there are concerns that
they may be used in a malicious way, e.g. to manipulate videos of public
figures, politicians or reporters, to spread false information. The research
community therefore developed techniques for automated detection of modified
imagery, and assembled benchmark datasets showing manipulatons by
state-of-the-art techniques. In this paper, we contribute to this initiative in
two ways: First, we present a new audio-visual benchmark dataset. It shows some
of the highest quality visual manipulations available today. Human observers
find them significantly harder to identify as forged than videos from other
benchmarks. Furthermore we propose new family of deep-learning-based fake
detectors, demonstrating that existing detectors are not well-suited for
detecting fakes of a quality as high as presented in our dataset. Our detectors
examine spatial and temporal features. This allows them to outperform existing
approaches both in terms of high detection accuracy and generalization to
unseen fake generation methods and unseen identities.
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        “Smooth Polyhedral Surfaces,” Advances in Mathematics, vol. 363, 2020.
    
moreAbstract
Polyhedral surfaces are fundamental objects in architectural geometry and industrial design. Whereas closeness of a given mesh to a smooth reference surface and its suitability for numerical simulations were already studied extensively, the aim of our work is to find and to discuss suitable assessments of smoothness of polyhedral surfaces that only take the geometry of the polyhedral surface itself into account. Motivated by analogies to classical differential geometry, we propose a theory of smoothness of polyhedral surfaces including suitable notions of normal vectors, tangent planes, asymptotic directions, and parabolic curves that are invariant under projective transformations. It is remarkable that seemingly mild conditions significantly limit the shapes of faces of a smooth polyhedral surface. Besides being of theoretical interest, we believe that smoothness of polyhedral surfaces is of interest in the architectural context, where vertices and edges of polyhedral surfaces are highly visible.
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        “DeepCap: Monocular Human Performance Capture Using Weak Supervision,” 2020. [Online]. Available: https://arxiv.org/abs/2003.08325.
    
moreAbstract
Human performance capture is a highly important computer vision problem with
many applications in movie production and virtual/augmented reality. Many
previous performance capture approaches either required expensive multi-view
setups or did not recover dense space-time coherent geometry with
frame-to-frame correspondences. We propose a novel deep learning approach for
monocular dense human performance capture. Our method is trained in a weakly
supervised manner based on multi-view supervision completely removing the need
for training data with 3D ground truth annotations. The network architecture is
based on two separate networks that disentangle the task into a pose estimation
and a non-rigid surface deformation step. Extensive qualitative and
quantitative evaluations show that our approach outperforms the state of the
art in terms of quality and robustness.
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        “High-Fidelity Neural Human Motion Transfer from Monocular Video,” 2020. [Online]. Available: https://arxiv.org/abs/2012.10974.
    
moreAbstract
Video-based human motion transfer creates video animations of humans
following a source motion. Current methods show remarkable results for
tightly-clad subjects. However, the lack of temporally consistent handling of
plausible clothing dynamics, including fine and high-frequency details,
significantly limits the attainable visual quality. We address these
limitations for the first time in the literature and present a new framework
which performs high-fidelity and temporally-consistent human motion transfer
with natural pose-dependent non-rigid deformations, for several types of loose
garments. In contrast to the previous techniques, we perform image generation
in three subsequent stages, synthesizing human shape, structure, and
appearance. Given a monocular RGB video of an actor, we train a stack of
recurrent deep neural networks that generate these intermediate representations
from 2D poses and their temporal derivatives. Splitting the difficult motion
transfer problem into subtasks that are aware of the temporal motion context
helps us to synthesize results with plausible dynamics and pose-dependent
detail. It also allows artistic control of results by manipulation of
individual framework stages. In the experimental results, we significantly
outperform the state-of-the-art in terms of video realism. Our code and data
will be made publicly available.
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moreAbstract
Photo-realistic free-viewpoint rendering of real-world scenes using classical
computer graphics techniques is challenging, because it requires the difficult
step of capturing detailed appearance and geometry models. Recent studies have
demonstrated promising results by learning scene representations that
implicitly encode both geometry and appearance without 3D supervision. However,
existing approaches in practice often show blurry renderings caused by the
limited network capacity or the difficulty in finding accurate intersections of
camera rays with the scene geometry. Synthesizing high-resolution imagery from
these representations often requires time-consuming optical ray marching. In
this work, we introduce Neural Sparse Voxel Fields (NSVF), a new neural scene
representation for fast and high-quality free-viewpoint rendering. NSVF defines
a set of voxel-bounded implicit fields organized in a sparse voxel octree to
model local properties in each cell. We progressively learn the underlying
voxel structures with a differentiable ray-marching operation from only a set
of posed RGB images. With the sparse voxel octree structure, rendering novel
views can be accelerated by skipping the voxels containing no relevant scene
content. Our method is typically over 10 times faster than the state-of-the-art
(namely, NeRF(Mildenhall et al., 2020)) at inference time while achieving
higher quality results. Furthermore, by utilizing an explicit sparse voxel
representation, our method can easily be applied to scene editing and scene
composition. We also demonstrate several challenging tasks, including
multi-scene learning, free-viewpoint rendering of a moving human, and
large-scale scene rendering. Code and data are available at our website:
github.com/facebookresearch/NSVF.
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moreAbstract
We present a novel method for multi-view depth estimation from a single
video, which is a critical task in various applications, such as perception,
reconstruction and robot navigation. Although previous learning-based methods
have demonstrated compelling results, most works estimate depth maps of
individual video frames independently, without taking into consideration the
strong geometric and temporal coherence among the frames. Moreover, current
state-of-the-art (SOTA) models mostly adopt a fully 3D convolution network for
cost regularization and therefore require high computational cost, thus
limiting their deployment in real-world applications. Our method achieves
temporally coherent depth estimation results by using a novel Epipolar
Spatio-Temporal (EST) transformer to explicitly associate geometric and
temporal correlation with multiple estimated depth maps. Furthermore, to reduce
the computational cost, inspired by recent Mixture-of-Experts models, we design
a compact hybrid network consisting of a 2D context-aware network and a 3D
matching network which learn 2D context information and 3D disparity cues
separately. Extensive experiments demonstrate that our method achieves higher
accuracy in depth estimation and significant speedup than the SOTA methods.
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moreAbstract
We present a new learning-based method for multi-frame depth estimation from
a color video, which is a fundamental problem in scene understanding, robot
navigation or handheld 3D reconstruction. While recent learning-based methods
estimate depth at high accuracy, 3D point clouds exported from their depth maps
often fail to preserve important geometric feature (e.g., corners, edges,
planes) of man-made scenes. Widely-used pixel-wise depth errors do not
specifically penalize inconsistency on these features. These inaccuracies are
particularly severe when subsequent depth reconstructions are accumulated in an
attempt to scan a full environment with man-made objects with this kind of
features. Our depth estimation algorithm therefore introduces a Combined Normal
Map (CNM) constraint, which is designed to better preserve high-curvature
features and global planar regions. In order to further improve the depth
estimation accuracy, we introduce a new occlusion-aware strategy that
aggregates initial depth predictions from multiple adjacent views into one
final depth map and one occlusion probability map for the current reference
view. Our method outperforms the state-of-the-art in terms of depth estimation
accuracy, and preserves essential geometric features of man-made indoor scenes
much better than other algorithms.
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moreAbstract
3D hand shape and pose estimation from a single depth map is a new and
challenging computer vision problem with many applications. The
state-of-the-art methods directly regress 3D hand meshes from 2D depth images
via 2D convolutional neural networks, which leads to artefacts in the
estimations due to perspective distortions in the images. In contrast, we
propose a novel architecture with 3D convolutions trained in a
weakly-supervised manner. The input to our method is a 3D voxelized depth map,
and we rely on two hand shape representations. The first one is the 3D
voxelized grid of the shape which is accurate but does not preserve the mesh
topology and the number of mesh vertices. The second representation is the 3D
hand surface which is less accurate but does not suffer from the limitations of
the first representation. We combine the advantages of these two
representations by registering the hand surface to the voxelized hand shape. In
the extensive experiments, the proposed approach improves over the state of the
art by 47.8% on the SynHand5M dataset. Moreover, our augmentation policy for
voxelized depth maps further enhances the accuracy of 3D hand pose estimation
on real data. Our method produces visually more reasonable and realistic hand
shapes on NYU and BigHand2.2M datasets compared to the existing approaches.
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moreAbstract
Most 3D face reconstruction methods rely on 3D morphable models, which
disentangle the space of facial deformations into identity geometry,
expressions and skin reflectance. These models are typically learned from a
limited number of 3D scans and thus do not generalize well across different
identities and expressions. We present the first approach to learn complete 3D
models of face identity geometry, albedo and expression just from images and
videos. The virtually endless collection of such data, in combination with our
self-supervised learning-based approach allows for learning face models that
generalize beyond the span of existing approaches. Our network design and loss
functions ensure a disentangled parameterization of not only identity and
albedo, but also, for the first time, an expression basis. Our method also
allows for in-the-wild monocular reconstruction at test time. We show that our
learned models better generalize and lead to higher quality image-based
reconstructions than existing approaches.
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moreAbstract
The reflectance field of a face describes the reflectance properties
responsible for complex lighting effects including diffuse, specular,
inter-reflection and self shadowing. Most existing methods for estimating the
face reflectance from a monocular image assume faces to be diffuse with very
few approaches adding a specular component. This still leaves out important
perceptual aspects of reflectance as higher-order global illumination effects
and self-shadowing are not modeled. We present a new neural representation for
face reflectance where we can estimate all components of the reflectance
responsible for the final appearance from a single monocular image. Instead of
modeling each component of the reflectance separately using parametric models,
our neural representation allows us to generate a basis set of faces in a
geometric deformation-invariant space, parameterized by the input light
direction, viewpoint and face geometry. We learn to reconstruct this
reflectance field of a face just from a monocular image, which can be used to
render the face from any viewpoint in any light condition. Our method is
trained on a light-stage training dataset, which captures 300 people
illuminated with 150 light conditions from 8 viewpoints. We show that our
method outperforms existing monocular reflectance reconstruction methods, in
terms of photorealism due to better capturing of physical premitives, such as
sub-surface scattering, specularities, self-shadows and other higher-order
effects.
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moreAbstract
3D hand reconstruction from image data is a widely-studied problem in com-
puter vision and graphics, and has a particularly high relevance for virtual
and augmented reality. Although several 3D hand reconstruction approaches
leverage hand models as a strong prior to resolve ambiguities and achieve a
more robust reconstruction, most existing models account only for the hand
shape and poses and do not model the texture. To ﬁll this gap, in this work
we present the ﬁrst parametric texture model of human hands. Our model
spans several dimensions of hand appearance variability (e.g., related to gen-
der, ethnicity, or age) and only requires a commodity camera for data acqui-
sition. Experimentally, we demonstrate that our appearance model can be
used to tackle a range of challenging problems such as 3D hand reconstruc-
tion from a single monocular image. Furthermore, our appearance model
can be used to deﬁne a neural rendering layer that enables training with a
self-supervised photometric loss. We make our model publicly available.
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moreAbstract
Deep neural networks have been shown to be susceptible to adversarial
examples -- small, imperceptible changes constructed to cause
mis-classification in otherwise highly accurate image classifiers. As a
practical alternative, recent work proposed so-called adversarial patches:
clearly visible, but adversarially crafted rectangular patches in images. These
patches can easily be printed and applied in the physical world. While defenses
against imperceptible adversarial examples have been studied extensively,
robustness against adversarial patches is poorly understood. In this work, we
first devise a practical approach to obtain adversarial patches while actively
optimizing their location within the image. Then, we apply adversarial training
on these location-optimized adversarial patches and demonstrate significantly
improved robustness on CIFAR10 and GTSRB. Additionally, in contrast to
adversarial training on imperceptible adversarial examples, our adversarial
patch training does not reduce accuracy.
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moreAbstract
Marker-less 3D human motion capture from a single colour camera has seen
significant progress. However, it is a very challenging and severely ill-posed
problem. In consequence, even the most accurate state-of-the-art approaches
have significant limitations. Purely kinematic formulations on the basis of
individual joints or skeletons, and the frequent frame-wise reconstruction in
state-of-the-art methods greatly limit 3D accuracy and temporal stability
compared to multi-view or marker-based motion capture. Further, captured 3D
poses are often physically incorrect and biomechanically implausible, or
exhibit implausible environment interactions (floor penetration, foot skating,
unnatural body leaning and strong shifting in depth), which is problematic for
any use case in computer graphics. We, therefore, present PhysCap, the first
algorithm for physically plausible, real-time and marker-less human 3D motion
capture with a single colour camera at 25 fps. Our algorithm first captures 3D
human poses purely kinematically. To this end, a CNN infers 2D and 3D joint
positions, and subsequently, an inverse kinematics step finds space-time
coherent joint angles and global 3D pose. Next, these kinematic reconstructions
are used as constraints in a real-time physics-based pose optimiser that
accounts for environment constraints (e.g., collision handling and floor
placement), gravity, and biophysical plausibility of human postures. Our
approach employs a combination of ground reaction force and residual force for
plausible root control, and uses a trained neural network to detect foot
contact events in images. Our method captures physically plausible and
temporally stable global 3D human motion, without physically implausible
postures, floor penetrations or foot skating, from video in real time and in
general scenes. The video is available at
gvv.mpi-inf.mpg.de/projects/PhysCap
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moreAbstract
Efficient rendering of photo-realistic virtual worlds is a long standing
effort of computer graphics. Modern graphics techniques have succeeded in
synthesizing photo-realistic images from hand-crafted scene representations.
However, the automatic generation of shape, materials, lighting, and other
aspects of scenes remains a challenging problem that, if solved, would make
photo-realistic computer graphics more widely accessible. Concurrently,
progress in computer vision and machine learning have given rise to a new
approach to image synthesis and editing, namely deep generative models. Neural
rendering is a new and rapidly emerging field that combines generative machine
learning techniques with physical knowledge from computer graphics, e.g., by
the integration of differentiable rendering into network training. With a
plethora of applications in computer graphics and vision, neural rendering is
poised to become a new area in the graphics community, yet no survey of this
emerging field exists. This state-of-the-art report summarizes the recent
trends and applications of neural rendering. We focus on approaches that
combine classic computer graphics techniques with deep generative models to
obtain controllable and photo-realistic outputs. Starting with an overview of
the underlying computer graphics and machine learning concepts, we discuss
critical aspects of neural rendering approaches. This state-of-the-art report
is focused on the many important use cases for the described algorithms such as
novel view synthesis, semantic photo manipulation, facial and body reenactment,
relighting, free-viewpoint video, and the creation of photo-realistic avatars
for virtual and augmented reality telepresence. Finally, we conclude with a
discussion of the social implications of such technology and investigate open
research problems.
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        “StyleRig: Rigging StyleGAN for 3D Control over Portrait Images,” 2020. [Online]. Available: https://arxiv.org/abs/2004.00121.
    
moreAbstract
StyleGAN generates photorealistic portrait images of faces with eyes, teeth,
hair and context (neck, shoulders, background), but lacks a rig-like control
over semantic face parameters that are interpretable in 3D, such as face pose,
expressions, and scene illumination. Three-dimensional morphable face models
(3DMMs) on the other hand offer control over the semantic parameters, but lack
photorealism when rendered and only model the face interior, not other parts of
a portrait image (hair, mouth interior, background). We present the first
method to provide a face rig-like control over a pretrained and fixed StyleGAN
via a 3DMM. A new rigging network, RigNet is trained between the 3DMM's
semantic parameters and StyleGAN's input. The network is trained in a
self-supervised manner, without the need for manual annotations. At test time,
our method generates portrait images with the photorealism of StyleGAN and
provides explicit control over the 3D semantic parameters of the face.
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moreAbstract
Editing of portrait images is a very popular and important research topic
with a large variety of applications. For ease of use, control should be
provided via a semantically meaningful parameterization that is akin to
computer animation controls. The vast majority of existing techniques do not
provide such intuitive and fine-grained control, or only enable coarse editing
of a single isolated control parameter. Very recently, high-quality
semantically controlled editing has been demonstrated, however only on
synthetically created StyleGAN images. We present the first approach for
embedding real portrait images in the latent space of StyleGAN, which allows
for intuitive editing of the head pose, facial expression, and scene
illumination in the image. Semantic editing in parameter space is achieved
based on StyleRig, a pretrained neural network that maps the control space of a
3D morphable face model to the latent space of the GAN. We design a novel
hierarchical non-linear optimization problem to obtain the embedding. An
identity preservation energy term allows spatially coherent edits while
maintaining facial integrity. Our approach runs at interactive frame rates and
thus allows the user to explore the space of possible edits. We evaluate our
approach on a wide set of portrait photos, compare it to the current state of
the art, and validate the effectiveness of its components in an ablation study.
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moreAbstract
We present Face2Face, a novel approach for real-time facial reenactment of a
monocular target video sequence (e.g., Youtube video). The source sequence is
also a monocular video stream, captured live with a commodity webcam. Our goal
is to animate the facial expressions of the target video by a source actor and
re-render the manipulated output video in a photo-realistic fashion. To this
end, we first address the under-constrained problem of facial identity recovery
from monocular video by non-rigid model-based bundling. At run time, we track
facial expressions of both source and target video using a dense photometric
consistency measure. Reenactment is then achieved by fast and efficient
deformation transfer between source and target. The mouth interior that best
matches the re-targeted expression is retrieved from the target sequence and
warped to produce an accurate fit. Finally, we convincingly re-render the
synthesized target face on top of the corresponding video stream such that it
seamlessly blends with the real-world illumination. We demonstrate our method
in a live setup, where Youtube videos are reenacted in real time.
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moreAbstract
Implicit surface representations, such as signed-distance functions, combined
with deep learning have led to impressive models which can represent detailed
shapes of objects with arbitrary topology. Since a continuous function is
learned, the reconstructions can also be extracted at any arbitrary resolution.
However, large datasets such as ShapeNet are required to train such models. In
this paper, we present a new mid-level patch-based surface representation. At
the level of patches, objects across different categories share similarities,
which leads to more generalizable models. We then introduce a novel method to
learn this patch-based representation in a canonical space, such that it is as
object-agnostic as possible. We show that our representation trained on one
category of objects from ShapeNet can also well represent detailed shapes from
any other category. In addition, it can be trained using much fewer shapes,
compared to existing approaches. We show several applications of our new
representation, including shape interpolation and partial point cloud
completion. Due to explicit control over positions, orientations and scales of
patches, our representation is also more controllable compared to object-level
representations, which enables us to deform encoded shapes non-rigidly.
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moreAbstract
In this tech report, we present the current state of our ongoing work on
reconstructing Neural Radiance Fields (NERF) of general non-rigid scenes via
ray bending. Non-rigid NeRF (NR-NeRF) takes RGB images of a deforming object
(e.g., from a monocular video) as input and then learns a geometry and
appearance representation that not only allows to reconstruct the input
sequence but also to re-render any time step into novel camera views with high
fidelity. In particular, we show that a consumer-grade camera is sufficient to
synthesize convincing bullet-time videos of short and simple scenes. In
addition, the resulting representation enables correspondence estimation across
views and time, and provides rigidity scores for each point in the scene. We
urge the reader to watch the supplemental videos for qualitative results. We
will release our code.
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moreAbstract
We propose to use a model-based generative loss for training hand pose
estimators on depth images based on a volumetric hand model. This additional
loss allows training of a hand pose estimator that accurately infers the entire
set of 21 hand keypoints while only using supervision for 6 easy-to-annotate
keypoints (fingertips and wrist). We show that our partially-supervised method
achieves results that are comparable to those of fully-supervised methods which
enforce articulation consistency. Moreover, for the first time we demonstrate
that such an approach can be used to train on datasets that have erroneous
annotations, i.e. "ground truth" with notable measurement errors, while
obtaining predictions that explain the depth images better than the given
"ground truth".
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moreAbstract
Thin structures, such as wire-frame sculptures, fences, cables, power lines,
and tree branches, are common in the real world. It is extremely challenging to
acquire their 3D digital models using traditional image-based or depth-based
reconstruction methods because thin structures often lack distinct point
features and have severe self-occlusion. We propose the first approach that
simultaneously estimates camera motion and reconstructs the geometry of complex
3D thin structures in high quality from a color video captured by a handheld
camera. Specifically, we present a new curve-based approach to estimate
accurate camera poses by establishing correspondences between featureless thin
objects in the foreground in consecutive video frames, without requiring visual
texture in the background scene to lock on. Enabled by this effective
curve-based camera pose estimation strategy, we develop an iterative
optimization method with tailored measures on geometry, topology as well as
self-occlusion handling for reconstructing 3D thin structures. Extensive
validations on a variety of thin structures show that our method achieves
accurate camera pose estimation and faithful reconstruction of 3D thin
structures with complex shape and topology at a level that has not been
attained by other existing reconstruction methods.
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        “Ladybird: Quasi-Monte Carlo Sampling for Deep Implicit Field Based 3D Reconstruction with Symmetry,” 2020. [Online]. Available: https://arxiv.org/abs/2007.13393.
    
moreAbstract
Deep implicit field regression methods are effective for 3D reconstruction
from single-view images. However, the impact of different sampling patterns on
the reconstruction quality is not well-understood. In this work, we first study
the effect of point set discrepancy on the network training. Based on Farthest
Point Sampling algorithm, we propose a sampling scheme that theoretically
encourages better generalization performance, and results in fast convergence
for SGD-based optimization algorithms. Secondly, based on the reflective
symmetry of an object, we propose a feature fusion method that alleviates
issues due to self-occlusions which makes it difficult to utilize local image
features. Our proposed system Ladybird is able to create high quality 3D object
reconstructions from a single input image. We evaluate Ladybird on a large
scale 3D dataset (ShapeNet) demonstrating highly competitive results in terms
of Chamfer distance, Earth Mover's distance and Intersection Over Union (IoU).
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        “i3DMM: Deep Implicit 3D Morphable Model of Human Heads,” 2020. [Online]. Available: https://arxiv.org/abs/2011.14143.
    
moreAbstract
We present the first deep implicit 3D morphable model (i3DMM) of full heads.
Unlike earlier morphable face models it not only captures identity-specific
geometry, texture, and expressions of the frontal face, but also models the
entire head, including hair. We collect a new dataset consisting of 64 people
with different expressions and hairstyles to train i3DMM. Our approach has the
following favorable properties: (i) It is the first full head morphable model
that includes hair. (ii) In contrast to mesh-based models it can be trained on
merely rigidly aligned scans, without requiring difficult non-rigid
registration. (iii) We design a novel architecture to decouple the shape model
into an implicit reference shape and a deformation of this reference shape.
With that, dense correspondences between shapes can be learned implicitly. (iv)
This architecture allows us to semantically disentangle the geometry and color
components, as color is learned in the reference space. Geometry is further
disentangled as identity, expressions, and hairstyle, while color is
disentangled as identity and hairstyle components. We show the merits of i3DMM
using ablation studies, comparisons to state-of-the-art models, and
applications such as semantic head editing and texture transfer. We will make
our model publicly available.
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moreAbstract
We present a new pose transfer method for synthesizing a human animation from
a single image of a person controlled by a sequence of body poses. Existing
pose transfer methods exhibit significant visual artifacts when applying to a
novel scene, resulting in temporal inconsistency and failures in preserving the
identity and textures of the person. To address these limitations, we design a
compositional neural network that predicts the silhouette, garment labels, and
textures. Each modular network is explicitly dedicated to a subtask that can be
learned from the synthetic data. At the inference time, we utilize the trained
network to produce a unified representation of appearance and its labels in UV
coordinates, which remains constant across poses. The unified representation
provides an incomplete yet strong guidance to generating the appearance in
response to the pose change. We use the trained network to complete the
appearance and render it with the background. With these strategies, we are
able to synthesize human animations that can preserve the identity and
appearance of the person in a temporally coherent way without any fine-tuning
of the network on the testing scene. Experiments show that our method
outperforms the state-of-the-arts in terms of synthesis quality, temporal
coherence, and generalization ability.
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moreAbstract
We present the first method for real-time full body capture that estimates
shape and motion of body and hands together with a dynamic 3D face model from a
single color image. Our approach uses a new neural network architecture that
exploits correlations between body and hands at high computational efficiency.
Unlike previous works, our approach is jointly trained on multiple datasets
focusing on hand, body or face separately, without requiring data where all the
parts are annotated at the same time, which is much more difficult to create at
sufficient variety. The possibility of such multi-dataset training enables
superior generalization ability. In contrast to earlier monocular full body
methods, our approach captures more expressive 3D face geometry and color by
estimating the shape, expression, albedo and illumination parameters of a
statistical face model. Our method achieves competitive accuracy on public
benchmarks, while being significantly faster and providing more complete face
reconstructions.
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moreAbstract
We present a novel method for monocular hand shape and pose estimation at
unprecedented runtime performance of 100fps and at state-of-the-art accuracy.
This is enabled by a new learning based architecture designed such that it can
make use of all the sources of available hand training data: image data with
either 2D or 3D annotations, as well as stand-alone 3D animations without
corresponding image data. It features a 3D hand joint detection module and an
inverse kinematics module which regresses not only 3D joint positions but also
maps them to joint rotations in a single feed-forward pass. This output makes
the method more directly usable for applications in computer vision and
graphics compared to only regressing 3D joint positions. We demonstrate that
our architectural design leads to a significant quantitative and qualitative
improvement over the state of the art on several challenging benchmarks. Our
model is publicly available for future research.
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moreAbstract
We present a simple yet effective method to infer detailed full human body
shape from only a single photograph. Our model can infer full-body shape
including face, hair, and clothing including wrinkles at interactive
frame-rates. Results feature details even on parts that are occluded in the
input image. Our main idea is to turn shape regression into an aligned
image-to-image translation problem. The input to our method is a partial
texture map of the visible region obtained from off-the-shelf methods. From a
partial texture, we estimate detailed normal and vector displacement maps,
which can be applied to a low-resolution smooth body model to add detail and
clothing. Despite being trained purely with synthetic data, our model
generalizes well to real-world photographs. Numerous results demonstrate the
versatility and robustness of our method.
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moreAbstract
We present a simple yet effective method to infer detailed full human body
shape from only a single photograph. Our model can infer full-body shape
including face, hair, and clothing including wrinkles at interactive
frame-rates. Results feature details even on parts that are occluded in the
input image. Our main idea is to turn shape regression into an aligned
image-to-image translation problem. The input to our method is a partial
texture map of the visible region obtained from off-the-shelf methods. From a
partial texture, we estimate detailed normal and vector displacement maps,
which can be applied to a low-resolution smooth body model to add detail and
clothing. Despite being trained purely with synthetic data, our model
generalizes well to real-world photographs. Numerous results demonstrate the
versatility and robustness of our method.
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moreAbstract
We present a learning-based model to infer the personalized 3D shape of
people from a few frames (1-8) of a monocular video in which the person is
moving, in less than 10 seconds with a reconstruction accuracy of 5mm. Our
model learns to predict the parameters of a statistical body model and instance
displacements that add clothing and hair to the shape. The model achieves fast
and accurate predictions based on two key design choices. First, by predicting
shape in a canonical T-pose space, the network learns to encode the images of
the person into pose-invariant latent codes, where the information is fused.
Second, based on the observation that feed-forward predictions are fast but do
not always align with the input images, we predict using both, bottom-up and
top-down streams (one per view) allowing information to flow in both
directions. Learning relies only on synthetic 3D data. Once learned, the model
can take a variable number of frames as input, and is able to reconstruct
shapes even from a single image with an accuracy of 6mm. Results on 3 different
datasets demonstrate the efficacy and accuracy of our approach.
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moreAbstract
We suggest representing light field (LF) videos as "one-off" neural networks
(NN), i.e., a learned mapping from view-plus-time coordinates to
high-resolution color values, trained on sparse views. Initially, this sounds
like a bad idea for three main reasons: First, a NN LF will likely have less
quality than a same-sized pixel basis representation. Second, only few training
data, e.g., 9 exemplars per frame are available for sparse LF videos. Third,
there is no generalization across LFs, but across view and time instead.
Consequently, a network needs to be trained for each LF video. Surprisingly,
these problems can turn into substantial advantages: Other than the linear
pixel basis, a NN has to come up with a compact, non-linear i.e., more
intelligent, explanation of color, conditioned on the sparse view and time
coordinates. As observed for many NN however, this representation now is
interpolatable: if the image output for sparse view coordinates is plausible,
it is for all intermediate, continuous coordinates as well. Our specific
network architecture involves a differentiable occlusion-aware warping step,
which leads to a compact set of trainable parameters and consequently fast
learning and fast execution.
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moreAbstract
We present Multi-Garment Network (MGN), a method to predict body shape and
clothing, layered on top of the SMPL model from a few frames (1-8) of a video.
Several experiments demonstrate that this representation allows higher level of
control when compared to single mesh or voxel representations of shape. Our
model allows to predict garment geometry, relate it to the body shape, and
transfer it to new body shapes and poses. To train MGN, we leverage a digital
wardrobe containing 712 digital garments in correspondence, obtained with a
novel method to register a set of clothing templates to a dataset of real 3D
scans of people in different clothing and poses. Garments from the digital
wardrobe, or predicted by MGN, can be used to dress any body shape in arbitrary
poses. We will make publicly available the digital wardrobe, the MGN model, and
code to dress SMPL with the garments.
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moreAbstract
Applying data-driven approaches to non-rigid 3D reconstruction has been
difficult, which we believe can be attributed to the lack of a large-scale
training corpus. One recent approach proposes self-supervision based on
non-rigid reconstruction. Unfortunately, this method fails for important cases
such as highly non-rigid deformations. We first address this problem of lack of
data by introducing a novel semi-supervised strategy to obtain dense
inter-frame correspondences from a sparse set of annotations. This way, we
obtain a large dataset of 400 scenes, over 390,000 RGB-D frames, and 2,537
densely aligned frame pairs; in addition, we provide a test set along with
several metrics for evaluation. Based on this corpus, we introduce a
data-driven non-rigid feature matching approach, which we integrate into an
optimization-based reconstruction pipeline. Here, we propose a new neural
network that operates on RGB-D frames, while maintaining robustness under large
non-rigid deformations and producing accurate predictions. Our approach
significantly outperforms both existing non-rigid reconstruction methods that
do not use learned data terms, as well as learning-based approaches that only
use self-supervision.
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moreAbstract
In this paper, we provide a detailed survey of 3D Morphable Face Models over
the 20 years since they were first proposed. The challenges in building and
applying these models, namely capture, modeling, image formation, and image
analysis, are still active research topics, and we review the state-of-the-art
in each of these areas. We also look ahead, identifying unsolved challenges,
proposing directions for future research and highlighting the broad range of
current and future applications.
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        Mallikarjun B R, A. Tewari, H. Kim, W. Liu, H.-P. Seidel, and C. Theobalt, “EgoFace: Egocentric Face Performance Capture and Videorealistic Reenactment,” 2019. [Online]. Available: http://arxiv.org/abs/1905.10822.
    
moreAbstract
Face performance capture and reenactment techniques use multiple cameras and
sensors, positioned at a distance from the face or mounted on heavy wearable
devices. This limits their applications in mobile and outdoor environments. We
present EgoFace, a radically new lightweight setup for face performance capture
and front-view videorealistic reenactment using a single egocentric RGB camera.
Our lightweight setup allows operations in uncontrolled environments, and lends
itself to telepresence applications such as video-conferencing from dynamic
environments. The input image is projected into a low dimensional latent space
of the facial expression parameters. Through careful adversarial training of
the parameter-space synthetic rendering, a videorealistic animation is
produced. Our problem is challenging as the human visual system is sensitive to
the smallest face irregularities that could occur in the final results. This
sensitivity is even stronger for video results. Our solution is trained in a
pre-processing stage, through a supervised manner without manual annotations.
EgoFace captures a wide variety of facial expressions, including mouth
movements and asymmetrical expressions. It works under varying illuminations,
background, movements, handles people from different ethnicities and can
operate in real time.
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        “Text-based Editing of Talking-head Video,” 2019. [Online]. Available: http://arxiv.org/abs/1906.01524.
    
moreAbstract
Editing talking-head video to change the speech content or to remove filler
words is challenging. We propose a novel method to edit talking-head video
based on its transcript to produce a realistic output video in which the
dialogue of the speaker has been modified, while maintaining a seamless
audio-visual flow (i.e. no jump cuts). Our method automatically annotates an
input talking-head video with phonemes, visemes, 3D face pose and geometry,
reflectance, expression and scene illumination per frame. To edit a video, the
user has to only edit the transcript, and an optimization strategy then chooses
segments of the input corpus as base material. The annotated parameters
corresponding to the selected segments are seamlessly stitched together and
used to produce an intermediate video representation in which the lower half of
the face is rendered with a parametric face model. Finally, a recurrent video
generation network transforms this representation to a photorealistic video
that matches the edited transcript. We demonstrate a large variety of edits,
such as the addition, removal, and alteration of words, as well as convincing
language translation and full sentence synthesis.
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        “A Quantum Computational Approach to Correspondence Problems on Point Sets,” 2019. [Online]. Available: http://arxiv.org/abs/1912.12296.
    
moreAbstract
Modern adiabatic quantum computers (AQC) are already used to solve difficult
combinatorial optimisation problems in various domains of science. Currently,
only a few applications of AQC in computer vision have been demonstrated. We
review modern AQC and derive the first algorithm for transformation estimation
and point set alignment suitable for AQC. Our algorithm has a subquadratic
computational complexity of state preparation. We perform a systematic
experimental analysis of the proposed approach and show several examples of
successful point set alignment by simulated sampling. With this paper, we hope
to boost the research on AQC for computer vision.
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moreAbstract
While dense non-rigid structure from motion (NRSfM) has been extensively
studied from the perspective of the reconstructability problem over the recent
years, almost no attempts have been undertaken to bring it into the practical
realm. The reasons for the slow dissemination are the severe ill-posedness,
high sensitivity to motion and deformation cues and the difficulty to obtain
reliable point tracks in the vast majority of practical scenarios. To fill this
gap, we propose a hybrid approach that extracts prior shape knowledge from an
input sequence with NRSfM and uses it as a dynamic shape prior for sequential
surface recovery in scenarios with recurrence. Our Dynamic Shape Prior
Reconstruction (DSPR) method can be combined with existing dense NRSfM
techniques while its energy functional is optimised with stochastic gradient
descent at real-time rates for new incoming point tracks. The proposed
versatile framework with a new core NRSfM approach outperforms several other
methods in the ability to handle inaccurate and noisy point tracks, provided we
have access to a representative (in terms of the deformation variety) image
sequence. Comprehensive experiments highlight convergence properties and the
accuracy of DSPR under different disturbing effects. We also perform a joint
study of tracking and reconstruction and show applications to shape compression
and heart reconstruction under occlusions. We achieve state-of-the-art metrics
(accuracy and compression ratios) in different scenarios.
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moreAbstract
Convolutional Neural Network based approaches for monocular 3D human pose
estimation usually require a large amount of training images with 3D pose
annotations. While it is feasible to provide 2D joint annotations for large
corpora of in-the-wild images with humans, providing accurate 3D annotations to
such in-the-wild corpora is hardly feasible in practice. Most existing 3D
labelled data sets are either synthetically created or feature in-studio
images. 3D pose estimation algorithms trained on such data often have limited
ability to generalize to real world scene diversity. We therefore propose a new
deep learning based method for monocular 3D human pose estimation that shows
high accuracy and generalizes better to in-the-wild scenes. It has a network
architecture that comprises a new disentangled hidden space encoding of
explicit 2D and 3D features, and uses supervision by a new learned projection
model from predicted 3D pose. Our algorithm can be jointly trained on image
data with 3D labels and image data with only 2D labels. It achieves
state-of-the-art accuracy on challenging in-the-wild data.
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moreAbstract
Trusses are load-carrying light-weight structures consisting of bars
connected at joints ubiquitously applied in a variety of engineering scenarios.
Designing optimal trusses that satisfy functional specifications with a minimal
amount of material has interested both theoreticians and practitioners for more
than a century. In this paper, we introduce two main ideas to improve upon the
state of the art. First, we formulate an alternating linear programming problem
for geometry optimization. Second, we introduce two sets of complementary
topological operations, including a novel subdivision scheme for global
topology refinement inspired by Michell's famed theoretical study. Based on
these two ideas, we build an efficient computational framework for the design
of lightweight trusses. \AD{We illustrate our framework with a variety of
functional specifications and extensions. We show that our method achieves
trusses with smaller volumes and is over two orders of magnitude faster
compared with recent state-of-the-art approaches.
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Synthesizing novel views from image data is a widely investigated topic in both computer graphics and computer vision, and has many applications like stereo or multi-view rendering for virtual reality, light field reconstruction, and image post-processing. While image-based approaches have the advantage of reduced computational load compared to classical model-based rendering, efficiency is still a major concern. This thesis demonstrates how concepts and tools from artificial intelligence can be used to increase the efficiency of image-based view synthesis algorithms. In particular it is shown how machine learning can help to generate point patterns useful for a variety of computer graphics tasks, how path planning can guide image warping, how sparsity-enforcing optimization can lead to significant speedups in interactive distribution effect rendering, and how probabilistic inference can be used to perform real-time 2D-to-3D conversion.
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We show implicit filter level sparsity manifests in convolutional neural
networks (CNNs) which employ Batch Normalization and ReLU activation, and are
trained with adaptive gradient descent techniques and L2 regularization or
weight decay. Through an extensive empirical study (Mehta et al., 2019) we
hypothesize the mechanism behind the sparsification process, and find
surprising links to certain filter sparsification heuristics proposed in
literature. Emergence of, and the subsequent pruning of selective features is
observed to be one of the contributing mechanisms, leading to feature sparsity
at par or better than certain explicit sparsification / pruning approaches. In
this workshop article we summarize our findings, and point out corollaries of
selective-featurepenalization which could also be employed as heuristics for
filter pruning



BibTeX
@online{Mehta_arXiv1905.04967,
TITLE = {Implicit Filter Sparsification In Convolutional Neural Networks},
AUTHOR = {Mehta, Dushyant and Kim, Kwang In and Theobalt, Christian},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1905.04967},
EPRINT = {1905.04967},
EPRINTTYPE = {arXiv},
YEAR = {2019},
ABSTRACT = {We show implicit filter level sparsity manifests in convolutional neural<br>networks (CNNs) which employ Batch Normalization and ReLU activation, and are<br>trained with adaptive gradient descent techniques and L2 regularization or<br>weight decay. Through an extensive empirical study (Mehta et al., 2019) we<br>hypothesize the mechanism behind the sparsification process, and find<br>surprising links to certain filter sparsification heuristics proposed in<br>literature. Emergence of, and the subsequent pruning of selective features is<br>observed to be one of the contributing mechanisms, leading to feature sparsity<br>at par or better than certain explicit sparsification / pruning approaches. In<br>this workshop article we summarize our findings, and point out corollaries of<br>selective-featurepenalization which could also be employed as heuristics for<br>filter pruning<br>},
}

Endnote
%0 Report
%A Mehta, Dushyant
%A Kim, Kwang In
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T Implicit Filter Sparsification In Convolutional Neural Networks : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0003-FE07-8
%U http://arxiv.org/abs/1905.04967
%D 2019
%X   We show implicit filter level sparsity manifests in convolutional neural<br>networks (CNNs) which employ Batch Normalization and ReLU activation, and are<br>trained with adaptive gradient descent techniques and L2 regularization or<br>weight decay. Through an extensive empirical study (Mehta et al., 2019) we<br>hypothesize the mechanism behind the sparsification process, and find<br>surprising links to certain filter sparsification heuristics proposed in<br>literature. Emergence of, and the subsequent pruning of selective features is<br>observed to be one of the contributing mechanisms, leading to feature sparsity<br>at par or better than certain explicit sparsification / pruning approaches. In<br>this workshop article we summarize our findings, and point out corollaries of<br>selective-featurepenalization which could also be employed as heuristics for<br>filter pruning<br>
%K Computer Science, Learning, cs.LG,Computer Science, Computer Vision and Pattern Recognition, cs.CV,Statistics, Machine Learning, stat.ML




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        227
    
                Conference paper
            
D4D2


        D. Mehta, O. Sotnychenko, F. Mueller, W. Xu, H.-P. Seidel, P. Fua, M. Elgharib, H. Rhodin, G. Pons-Moll, and C. Theobalt
    

        “XNect Demo (v2): Real-time Multi-person 3D Human Pose Estimation with a Single RGB Camera,” in CVPR 2019 Demonstrations, Long Beach, CA, USA, 2019.
    
moreBibTeX
@inproceedings{XNectDemoV2_CVPR2019,
TITLE = {Demo of {VNect} (v2): {R}eal-time {3D} Human Pose Estimation with a Single {RGB} Camera},
AUTHOR = {Mehta, Dushyant and Sotnychenko, Oleksandr and Mueller, Franziska and Xu, Weipeng and Seidel, Hans-Peter and Fua, Pascal and Elgharib, Mohamed and Rhodin, Helge and Pons-Moll, Gerard and Theobalt, Christian},
LANGUAGE = {eng},
YEAR = {2019},
BOOKTITLE = {CVPR 2019 Demonstrations},
ADDRESS = {Long Beach, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Mehta, Dushyant
%A Sotnychenko, Oleksandr
%A Mueller, Franziska
%A Xu, Weipeng
%A Seidel, Hans-Peter
%A Fua, Pascal
%A Elgharib, Mohamed
%A Rhodin, Helge
%A Pons-Moll, Gerard
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Vision and Machine Learning, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T XNect Demo (v2): Real-time Multi-person 3D Human Pose Estimation with a Single RGB Camera : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0004-71DB-6
%D 2019
%B 32nd IEEE Conference on Computer Vision and Pattern Recognition 
%Z date of event: 2019-06-16 - 2019-06-20
%C Long Beach, CA, USA
%B CVPR 2019 Demonstrations
%U http://gvv.mpi-inf.mpg.de/projects/XNectDemoV2/http://gvv.mpi-inf.mpg.de/projects/XNectDemoV2/




	PuRe
	BibTeX
	fulltext version

	


        228
    
                Conference paper
            
D4


        D. Mehta, K. I. Kim, and C. Theobalt
    

        “On Implicit Filter Level Sparsity in Convolutional Neural Networks,” in IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR 2019), Long Beach, CA, USA, 2019.
    
moreBibTeX
@inproceedings{Mehta_CVPR2019,
TITLE = {On Implicit Filter Level Sparsity in Convolutional Neural Networks},
AUTHOR = {Mehta, Dushyant and Kim, Kwang In and Theobalt, Christian},
LANGUAGE = {eng},
ISBN = {978-1-7281-3293-8},
DOI = {10.1109/CVPR.2019.00061},
PUBLISHER = {IEEE},
YEAR = {2019},
BOOKTITLE = {IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR 2019)},
PAGES = {520--528},
ADDRESS = {Long Beach, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Mehta, Dushyant
%A Kim, Kwang In
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T On Implicit Filter Level Sparsity in Convolutional Neural Networks : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0005-7CB8-1
%R 10.1109/CVPR.2019.00061
%D 2019
%B 32nd IEEE Conference on Computer Vision and Pattern Recognition
%Z date of event: 2019-06-16 - 2019-06-20
%C Long Beach, CA,  USA
%B IEEE/CVF Conference on Computer Vision and Pattern Recognition 
%P 520 - 528
%I IEEE
%@ 978-1-7281-3293-8




	DOI
	PuRe
	BibTeX
	pre-print version

	


        229
    
                Paper
            
D4D2


        D. Mehta, O. Sotnychenko, F. Mueller, W. Xu, M. Elgharib, P. Fua, H.-P. Seidel, H. Rhodin, G. Pons-Moll, and C. Theobalt
    

        “XNect: Real-time Multi-person 3D Human Pose Estimation with a Single RGB Camera,” 2019. [Online]. Available: http://arxiv.org/abs/1907.00837.
    
moreAbstract
We present a real-time approach for multi-person 3D motion capture at over 30
fps using a single RGB camera. It operates in generic scenes and is robust to
difficult occlusions both by other people and objects. Our method operates in
subsequent stages. The first stage is a convolutional neural network (CNN) that
estimates 2D and 3D pose features along with identity assignments for all
visible joints of all individuals. We contribute a new architecture for this
CNN, called SelecSLS Net, that uses novel selective long and short range skip
connections to improve the information flow allowing for a drastically faster
network without compromising accuracy. In the second stage, a fully-connected
neural network turns the possibly partial (on account of occlusion) 2D pose and
3D pose features for each subject into a complete 3D pose estimate per
individual. The third stage applies space-time skeletal model fitting to the
predicted 2D and 3D pose per subject to further reconcile the 2D and 3D pose,
and enforce temporal coherence. Our method returns the full skeletal pose in
joint angles for each subject. This is a further key distinction from previous
work that neither extracted global body positions nor joint angle results of a
coherent skeleton in real time for multi-person scenes. The proposed system
runs on consumer hardware at a previously unseen speed of more than 30 fps
given 512x320 images as input while achieving state-of-the-art accuracy, which
we will demonstrate on a range of challenging real-world scenes.



BibTeX
@online{Mehta_arXiv1907.00837,
TITLE = {{XNect}: Real-time Multi-person {3D} Human Pose Estimation with a Single {RGB} Camera},
AUTHOR = {Mehta, Dushyant and Sotnychenko, Oleksandr and Mueller, Franziska and Xu, Weipeng and Elgharib, Mohamed and Fua, Pascal and Seidel, Hans-Peter and Rhodin, Helge and Pons-Moll, Gerard and Theobalt, Christian},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1907.00837},
EPRINT = {1907.00837},
EPRINTTYPE = {arXiv},
YEAR = {2019},
ABSTRACT = {We present a real-time approach for multi-person 3D motion capture at over 30<br>fps using a single RGB camera. It operates in generic scenes and is robust to<br>difficult occlusions both by other people and objects. Our method operates in<br>subsequent stages. The first stage is a convolutional neural network (CNN) that<br>estimates 2D and 3D pose features along with identity assignments for all<br>visible joints of all individuals. We contribute a new architecture for this<br>CNN, called SelecSLS Net, that uses novel selective long and short range skip<br>connections to improve the information flow allowing for a drastically faster<br>network without compromising accuracy. In the second stage, a fully-connected<br>neural network turns the possibly partial (on account of occlusion) 2D pose and<br>3D pose features for each subject into a complete 3D pose estimate per<br>individual. The third stage applies space-time skeletal model fitting to the<br>predicted 2D and 3D pose per subject to further reconcile the 2D and 3D pose,<br>and enforce temporal coherence. Our method returns the full skeletal pose in<br>joint angles for each subject. This is a further key distinction from previous<br>work that neither extracted global body positions nor joint angle results of a<br>coherent skeleton in real time for multi-person scenes. The proposed system<br>runs on consumer hardware at a previously unseen speed of more than 30 fps<br>given 512x320 images as input while achieving state-of-the-art accuracy, which<br>we will demonstrate on a range of challenging real-world scenes.<br>},
}

Endnote
%0 Report
%A Mehta, Dushyant
%A Sotnychenko, Oleksandr
%A Mueller, Franziska
%A Xu, Weipeng
%A Elgharib, Mohamed
%A Fua, Pascal
%A Seidel, Hans-Peter
%A Rhodin, Helge
%A Pons-Moll, Gerard
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Vision and Machine Learning, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T XNect: Real-time Multi-person 3D Human Pose Estimation with a Single RGB Camera : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0003-FE21-A
%U http://arxiv.org/abs/1907.00837
%D 2019
%X   We present a real-time approach for multi-person 3D motion capture at over 30<br>fps using a single RGB camera. It operates in generic scenes and is robust to<br>difficult occlusions both by other people and objects. Our method operates in<br>subsequent stages. The first stage is a convolutional neural network (CNN) that<br>estimates 2D and 3D pose features along with identity assignments for all<br>visible joints of all individuals. We contribute a new architecture for this<br>CNN, called SelecSLS Net, that uses novel selective long and short range skip<br>connections to improve the information flow allowing for a drastically faster<br>network without compromising accuracy. In the second stage, a fully-connected<br>neural network turns the possibly partial (on account of occlusion) 2D pose and<br>3D pose features for each subject into a complete 3D pose estimate per<br>individual. The third stage applies space-time skeletal model fitting to the<br>predicted 2D and 3D pose per subject to further reconcile the 2D and 3D pose,<br>and enforce temporal coherence. Our method returns the full skeletal pose in<br>joint angles for each subject. This is a further key distinction from previous<br>work that neither extracted global body positions nor joint angle results of a<br>coherent skeleton in real time for multi-person scenes. The proposed system<br>runs on consumer hardware at a previously unseen speed of more than 30 fps<br>given 512x320 images as input while achieving state-of-the-art accuracy, which<br>we will demonstrate on a range of challenging real-world scenes.<br>
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moreAbstract
Technologies for motion and performance capture of real actors have enabled the creation of realisticlooking virtual humans through detail and deformation transfer at the cost of extensive manual work and sophisticated in-studio marker-based systems. This thesis pushes the boundaries of performance capture by proposing automatic algorithms for robust 3D skeleton and detailed surface tracking in less constrained multi-view outdoor scenarios. Contributions include new multi-layered human body representations designed for effective model-based time-consistent reconstruction in complex dynamic environments with varying illumination, from a set of vision cameras. We design dense surface refinement approaches to enable smooth silhouette-free model-to-image alignment, as well as coarse-to-fine tracking techniques to enable joint estimation of skeleton motion and finescale surface deformations in complicated scenarios. High-quality results attained on challenging application scenarios confirm the contributions and show great potential for the automatic creation of personalized 3D virtual humans.
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moreAbstract
The majority of the existing methods for non-rigid 3D surface regression from
monocular 2D images require an object template or point tracks over multiple
frames as an input, and are still far from real-time processing rates. In this
work, we present the Isometry-Aware Monocular Generative Adversarial Network
(IsMo-GAN) - an approach for direct 3D reconstruction from a single image,
trained for the deformation model in an adversarial manner on a light-weight
synthetic dataset. IsMo-GAN reconstructs surfaces from real images under
varying illumination, camera poses, textures and shading at over 250 Hz. In
multiple experiments, it consistently outperforms several approaches in the
reconstruction accuracy, runtime, generalisation to unknown surfaces and
robustness to occlusions. In comparison to the state-of-the-art, we reduce the
reconstruction error by 10-30% including the textureless case and our surfaces
evince fewer artefacts qualitatively.
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moreAbstract
We introduce a supervised-learning framework for non-rigid point set
alignment of a new kind - Displacements on Voxels Networks (DispVoxNets) -
which abstracts away from the point set representation and regresses 3D
displacement fields on regularly sampled proxy 3D voxel grids. Thanks to
recently released collections of deformable objects with known intra-state
correspondences, DispVoxNets learn a deformation model and further priors
(e.g., weak point topology preservation) for different object categories such
as cloths, human bodies and faces. DispVoxNets cope with large deformations,
noise and clustered outliers more robustly than the state-of-the-art. At test
time, our approach runs orders of magnitude faster than previous techniques.
All properties of DispVoxNets are ascertained numerically and qualitatively in
extensive experiments and comparisons to several previous methods.
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moreAbstract
We present Neural Voice Puppetry, a novel approach for audio-driven facial
video synthesis. Given an audio sequence of a source person or digital
assistant, we generate a photo-realistic output video of a target person that
is in sync with the audio of the source input. This audio-driven facial
reenactment is driven by a deep neural network that employs a latent 3D face
model space. Through the underlying 3D representation, the model inherently
learns temporal stability while we leverage neural rendering to generate
photo-realistic output frames. Our approach generalizes across different
people, allowing us to synthesize videos of a target actor with the voice of
any unknown source actor or even synthetic voices that can be generated
utilizing standard text-to-speech approaches. Neural Voice Puppetry has a
variety of use-cases, including audio-driven video avatars, video dubbing, and
text-driven video synthesis of a talking head. We demonstrate the capabilities
of our method in a series of audio- and text-based puppetry examples. Our
method is not only more general than existing works since we are generic to the
input person, but we also show superior visual and lip sync quality compared to
photo-realistic audio- and video-driven reenactment techniques.
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        “DEMEA: Deep Mesh Autoencoders for Non-Rigidly Deforming Objects,” 2019. [Online]. Available: http://arxiv.org/abs/1905.10290.
    
moreAbstract
Mesh autoencoders are commonly used for dimensionality reduction, sampling
and mesh modeling. We propose a general-purpose DEep MEsh Autoencoder (DEMEA)
which adds a novel embedded deformation layer to a graph-convolutional mesh
autoencoder. The embedded deformation layer (EDL) is a differentiable
deformable geometric proxy which explicitly models point displacements of
non-rigid deformations in a lower dimensional space and serves as a local
rigidity regularizer. DEMEA decouples the parameterization of the deformation
from the final mesh resolution since the deformation is defined over a lower
dimensional embedded deformation graph. We perform a large-scale study on four
different datasets of deformable objects. Reasoning about the local rigidity of
meshes using EDL allows us to achieve higher-quality results for highly
deformable objects, compared to directly regressing vertex positions. We
demonstrate multiple applications of DEMEA, including non-rigid 3D
reconstruction from depth and shading cues, non-rigid surface tracking, as well
as the transfer of deformations over different meshes.
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moreAbstract
The high frame rate is a critical requirement for capturing fast human
motions. In this setting, existing markerless image-based methods are
constrained by the lighting requirement, the high data bandwidth and the
consequent high computation overhead. In this paper, we propose EventCap ---
the first approach for 3D capturing of high-speed human motions using a single
event camera. Our method combines model-based optimization and CNN-based human
pose detection to capture high-frequency motion details and to reduce the
drifting in the tracking. As a result, we can capture fast motions at
millisecond resolution with significantly higher data efficiency than using
high frame rate videos. Experiments on our new event-based fast human motion
dataset demonstrate the effectiveness and accuracy of our method, as well as
its robustness to challenging lighting conditions.
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moreAbstract
We consider the problem of inverse kinematics (IK), where one wants to find
the parameters of a given kinematic skeleton that best explain a set of
observed 3D joint locations. The kinematic skeleton has a tree structure, where
each node is a joint that has an associated geometric transformation that is
propagated to all its child nodes. The IK problem has various applications in
vision and graphics, for example for tracking or reconstructing articulated
objects, such as human hands or bodies. Most commonly, the IK problem is
tackled using local optimisation methods. A major downside of these approaches
is that, due to the non-convex nature of the problem, such methods are prone to
converge to unwanted local optima and therefore require a good initialisation.
In this paper we propose a convex optimisation approach for the IK problem
based on semidefinite programming, which admits a polynomial-time algorithm
that globally solves (a relaxation of) the IK problem. Experimentally, we
demonstrate that the proposed method significantly outperforms local
optimisation methods using different real-world skeletons.
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moreAbstract
We present a novel method for high detail-preserving human avatar creation
from monocular video. A parameterized body model is refined and optimized to
maximally resemble subjects from a video showing them from all sides. Our
avatars feature a natural face, hairstyle, clothes with garment wrinkles, and
high-resolution texture. Our paper contributes facial landmark and
shading-based human body shape refinement, a semantic texture prior, and a
novel texture stitching strategy, resulting in the most sophisticated-looking
human avatars obtained from a single video to date. Numerous results show the
robustness and versatility of our method. A user study illustrates its
superiority over the state-of-the-art in terms of identity preservation, level
of detail, realism, and overall user preference.
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moreAbstract
This paper describes how to obtain accurate 3D body models and texture of
arbitrary people from a single, monocular video in which a person is moving.
Based on a parametric body model, we present a robust processing pipeline
achieving 3D model fits with 5mm accuracy also for clothed people. Our main
contribution is a method to nonrigidly deform the silhouette cones
corresponding to the dynamic human silhouettes, resulting in a visual hull in a
common reference frame that enables surface reconstruction. This enables
efficient estimation of a consensus 3D shape, texture and implanted animation
skeleton based on a large number of frames. We present evaluation results for a
number of test subjects and analyze overall performance. Requiring only a
smartphone or webcam, our method enables everyone to create their own fully
animatable digital double, e.g., for social VR applications or virtual try-on
for online fashion shopping.
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moreAbstract
The matching of multiple objects (e.g. shapes or images) is a fundamental
problem in vision and graphics. In order to robustly handle ambiguities, noise
and repetitive patterns in challenging real-world settings, it is essential to
take geometric consistency between points into account. Computationally, the
multi-matching problem is difficult. It can be phrased as simultaneously
solving multiple (NP-hard) quadratic assignment problems (QAPs) that are
coupled via cycle-consistency constraints. The main limitations of existing
multi-matching methods are that they either ignore geometric consistency and
thus have limited robustness, or they are restricted to small-scale problems
due to their (relatively) high computational cost. We address these
shortcomings by introducing a Higher-order Projected Power Iteration method,
which is (i) efficient and scales to tens of thousands of points, (ii)
straightforward to implement, (iii) able to incorporate geometric consistency,
and (iv) guarantees cycle-consistent multi-matchings. Experimentally we show
that our approach is superior to existing methods.
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moreAbstract
In this work we study permutation synchronisation for the challenging case of
partial permutations, which plays an important role for the problem of matching
multiple objects (e.g. images or shapes). The term synchronisation refers to
the property that the set of pairwise matchings is cycle-consistent, i.e. in
the full matching case all compositions of pairwise matchings over cycles must
be equal to the identity. Motivated by clustering and matrix factorisation
perspectives of cycle-consistency, we derive an algorithm to tackle the
permutation synchronisation problem based on non-negative factorisations. In
order to deal with the inherent non-convexity of the permutation
synchronisation problem, we use an initialisation procedure based on a novel
rotation scheme applied to the solution of the spectral relaxation. Moreover,
this rotation scheme facilitates a convenient Euclidean projection to obtain a
binary solution after solving our relaxed problem. In contrast to
state-of-the-art methods, our approach is guaranteed to produce
cycle-consistent results. We experimentally demonstrate the efficacy of our
method and show that it achieves better results compared to existing methods.
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moreAbstract
We present a novel approach that enables photo-realistic re-animation of
portrait videos using only an input video. In contrast to existing approaches
that are restricted to manipulations of facial expressions only, we are the
first to transfer the full 3D head position, head rotation, face expression,
eye gaze, and eye blinking from a source actor to a portrait video of a target
actor. The core of our approach is a generative neural network with a novel
space-time architecture. The network takes as input synthetic renderings of a
parametric face model, based on which it predicts photo-realistic video frames
for a given target actor. The realism in this rendering-to-video transfer is
achieved by careful adversarial training, and as a result, we can create
modified target videos that mimic the behavior of the synthetically-created
input. In order to enable source-to-target video re-animation, we render a
synthetic target video with the reconstructed head animation parameters from a
source video, and feed it into the trained network -- thus taking full control
of the target. With the ability to freely recombine source and target
parameters, we are able to demonstrate a large variety of video rewrite
applications without explicitly modeling hair, body or background. For
instance, we can reenact the full head using interactive user-controlled
editing, and realize high-fidelity visual dubbing. To demonstrate the high
quality of our output, we conduct an extensive series of experiments and
evaluations, where for instance a user study shows that our video edits are
hard to detect.
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%X   We present a novel approach that enables photo-realistic re-animation of<br>portrait videos using only an input video. In contrast to existing approaches<br>that are restricted to manipulations of facial expressions only, we are the<br>first to transfer the full 3D head position, head rotation, face expression,<br>eye gaze, and eye blinking from a source actor to a portrait video of a target<br>actor. The core of our approach is a generative neural network with a novel<br>space-time architecture. The network takes as input synthetic renderings of a<br>parametric face model, based on which it predicts photo-realistic video frames<br>for a given target actor. The realism in this rendering-to-video transfer is<br>achieved by careful adversarial training, and as a result, we can create<br>modified target videos that mimic the behavior of the synthetically-created<br>input. In order to enable source-to-target video re-animation, we render a<br>synthetic target video with the reconstructed head animation parameters from a<br>source video, and feed it into the trained network -- thus taking full control<br>of the target. With the ability to freely recombine source and target<br>parameters, we are able to demonstrate a large variety of video rewrite<br>applications without explicitly modeling hair, body or background. For<br>instance, we can reenact the full head using interactive user-controlled<br>editing, and realize high-fidelity visual dubbing. To demonstrate the high<br>quality of our output, we conduct an extensive series of experiments and<br>evaluations, where for instance a user study shows that our video edits are<br>hard to detect.<br>
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moreAbstract
Sample patterns have many uses in Computer Graphics, ranging from procedural
object placement over Monte Carlo image synthesis to non-photorealistic
depiction. Their properties such as discrepancy, spectra, anisotropy, or
progressiveness have been analyzed extensively. However, designing methods to
produce sampling patterns with certain properties can require substantial
hand-crafting effort, both in coding, mathematical derivation and compute time.
In particular, there is no systematic way to derive the best sampling algorithm
for a specific end-task.
  Tackling this issue, we suggest another level of abstraction: a toolkit to
end-to-end optimize over all sampling methods to find the one producing
user-prescribed properties such as discrepancy or a spectrum that best fit the
end-task. A user simply implements the forward losses and the sampling method
is found automatically -- without coding or mathematical derivation -- by
making use of back-propagation abilities of modern deep learning frameworks.
While this optimization takes long, at deployment time the sampling method is
quick to execute as iterated unstructured non-linear filtering using radial
basis functions (RBFs) to represent high-dimensional kernels. Several important
previous methods are special cases of this approach, which we compare to
previous work and demonstrate its usefulness in several typical Computer
Graphics applications. Finally, we propose sampling patterns with properties
not shown before, such as high-dimensional blue noise with projective
properties.
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object placement over Monte Carlo image synthesis to non-photorealistic
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produce sampling patterns with certain properties can require substantial
hand-crafting effort, both in coding, mathematical derivation and compute time.
In particular, there is no systematic way to derive the best sampling algorithm
for a specific end-task.
  Tackling this issue, we suggest another level of abstraction: a toolkit to
end-to-end optimize over all sampling methods to find the one producing
user-prescribed properties such as discrepancy or a spectrum that best fit the
end-task. A user simply implements the forward losses and the sampling method
is found automatically -- without coding or mathematical derivation -- by
making use of back-propagation abilities of modern deep learning frameworks.
While this optimization takes long, at deployment time the sampling method is
quick to execute as iterated unstructured non-linear filtering using radial
basis functions (RBFs) to represent high-dimensional kernels. Several important
previous methods are special cases of this approach, which we compare to
previous work and demonstrate its usefulness in several typical Computer
Graphics applications. Finally, we propose sampling patterns with properties
not shown before, such as high-dimensional blue noise with projective
properties.
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moreAbstract
We propose a novel approach to jointly perform 3D object retrieval and pose
estimation from monocular images.In order to make the method robust to real
world scene variations in the images, e.g. texture, lighting and background,we
learn an embedding space from 3D data that only includes the relevant
information, namely the shape and pose.Our method can then be trained for
robustness under real world scene variations without having to render a large
training set simulating these variations. Our learned embedding explicitly
disentangles a shape vector and a pose vector, which alleviates both pose bias
for 3D shape retrieval and categorical bias for pose estimation. Having the
learned disentangled embedding, we train a CNN to map the images to the
embedding space, and then retrieve the closest 3D shape from the database and
estimate the 6D pose of the object using the embedding vectors. Our method
achieves 10.8 median error for pose estimation and 0.514 top-1-accuracy for
category agnostic 3D object retrieval on the Pascal3D+ dataset. It therefore
outperforms the previous state-of-the-art methods on both tasks.
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        “Neural Animation and Reenactment of Human Actor Videos,” 2018. [Online]. Available: http://arxiv.org/abs/1809.03658.
    
moreAbstract
We propose a method for generating (near) video-realistic animations of real
humans under user control. In contrast to conventional human character
rendering, we do not require the availability of a production-quality
photo-realistic 3D model of the human, but instead rely on a video sequence in
conjunction with a (medium-quality) controllable 3D template model of the
person. With that, our approach significantly reduces production cost compared
to conventional rendering approaches based on production-quality 3D models, and
can also be used to realistically edit existing videos. Technically, this is
achieved by training a neural network that translates simple synthetic images
of a human character into realistic imagery. For training our networks, we
first track the 3D motion of the person in the video using the template model,
and subsequently generate a synthetically rendered version of the video. These
images are then used to train a conditional generative adversarial network that
translates synthetic images of the 3D model into realistic imagery of the
human. We evaluate our method for the reenactment of another person that is
tracked in order to obtain the motion data, and show video results generated
from artist-designed skeleton motion. Our results outperform the
state-of-the-art in learning-based human image synthesis. Project page:
gvv.mpi-inf.mpg.de/projects/wxu/HumanReenactment/
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moreAbstract
We investigate filter level sparsity that emerges in convolutional neural
networks (CNNs) which employ Batch Normalization and ReLU activation, and are
trained with adaptive gradient descent techniques and L2 regularization (or
weight decay). We conduct an extensive experimental study casting these initial
findings into hypotheses and conclusions about the mechanisms underlying the
emergent filter level sparsity. This study allows new insight into the
performance gap obeserved between adapative and non-adaptive gradient descent
methods in practice. Further, analysis of the effect of training strategies and
hyperparameters on the sparsity leads to practical suggestions in designing CNN
training strategies enabling us to explore the tradeoffs between feature
selectivity, network capacity, and generalization performance. Lastly, we show
that the implicit sparsity can be harnessed for neural network speedup at par
or better than explicit sparsification / pruning approaches, without needing
any modifications to the typical training pipeline.
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        “LIME: Live Intrinsic Material Estimation,” 2018. [Online]. Available: http://arxiv.org/abs/1801.01075.
    
moreAbstract
We present the first end to end approach for real time material estimation
for general object shapes with uniform material that only requires a single
color image as input. In addition to Lambertian surface properties, our
approach fully automatically computes the specular albedo, material shininess,
and a foreground segmentation. We tackle this challenging and ill posed inverse
rendering problem using recent advances in image to image translation
techniques based on deep convolutional encoder decoder architectures. The
underlying core representations of our approach are specular shading, diffuse
shading and mirror images, which allow to learn the effective and accurate
separation of diffuse and specular albedo. In addition, we propose a novel
highly efficient perceptual rendering loss that mimics real world image
formation and obtains intermediate results even during run time. The estimation
of material parameters at real time frame rates enables exciting mixed reality
applications, such as seamless illumination consistent integration of virtual
objects into real world scenes, and virtual material cloning. We demonstrate
our approach in a live setup, compare it to the state of the art, and
demonstrate its effectiveness through quantitative and qualitative evaluation.
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moreAbstract
In recent years, mesh subdivision---the process of forging smooth free-form
surfaces from coarse polygonal meshes---has become an indispensable production
instrument. Although subdivision performance is crucial during simulation,
animation and rendering, state-of-the-art approaches still rely on serial
implementations for complex parts of the subdivision process. Therefore, they
often fail to harness the power of modern parallel devices, like the graphics
processing unit (GPU), for large parts of the algorithm and must resort to
time-consuming serial preprocessing. In this paper, we show that a complete
parallelization of the subdivision process for modern architectures is
possible. Building on sparse matrix linear algebra, we show how to structure
the complete subdivision process into a sequence of algebra operations. By
restructuring and grouping these operations, we adapt the process for different
use cases, such as regular subdivision of dynamic meshes, uniform subdivision
for immutable topology, and feature-adaptive subdivision for efficient
rendering of animated models. As the same machinery is used for all use cases,
identical subdivision results are achieved in all parts of the production
pipeline. As a second contribution, we show how these linear algebra
formulations can effectively be translated into efficient GPU kernels. Applying
our strategies to $\sqrt{3}$, Loop and Catmull-Clark subdivision shows
significant speedups of our approach compared to state-of-the-art solutions,
while we completely avoid serial preprocessing.
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moreAbstract
Predicting human visual perception of image differences has several applications such as compression, rendering, editing and retargeting. Current approaches however, ignore the fact that the human visual system compensates for geometric transformations, e.g. we see that an image and a rotated copy are identical. Instead, they will report a large, false-positive difference. At the same time, if the transformations become too strong or too spatially incoherent, comparing two images indeed gets increasingly difficult. Between these two extremes, we propose a system to quantify the effect of transformations, not only on the perception of image differences, but also on saliency and motion parallax. To this end, we first fit local homographies to a given optical flow field and then convert this field into a field of elementary transformations such as translation, rotation, scaling, and perspective. We conduct a perceptual experiment quantifying the increase of difficulty when compensating for elementary transformations. Transformation entropy is proposed as a novel measure of complexity in a flow field. This representation is then used for applications, such as comparison of non-aligned images, where transformations cause threshold elevation, and detection of salient transformations.
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moreAbstract
Many different techniques for measuring material appearance have been
proposed in the last few years. These have produced large public datasets,
which have been used for accurate, data-driven appearance modeling. However,
although these datasets have allowed us to reach an unprecedented level of
realism in visual appearance, editing the captured data remains a challenge. In
this paper, we present an intuitive control space for predictable editing of
captured BRDF data, which allows for artistic creation of plausible novel
material appearances, bypassing the difficulty of acquiring novel samples. We
first synthesize novel materials, extending the existing MERL dataset up to 400
mathematically valid BRDFs. We then design a large-scale experiment, gathering
56,000 subjective ratings on the high-level perceptual attributes that best
describe our extended dataset of materials. Using these ratings, we build and
train networks of radial basis functions to act as functionals mapping the
perceptual attributes to an underlying PCA-based representation of BRDFs. We
show that our functionals are excellent predictors of the perceived attributes
of appearance. Our control space enables many applications, including intuitive
material editing of a wide range of visual properties, guidance for gamut
mapping, analysis of the correlation between perceptual attributes, or novel
appearance similarity metrics. Moreover, our methodology can be used to derive
functionals applicable to classic analytic BRDF representations. We release our
code and dataset publicly, in order to support and encourage further research
in this direction.
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        “A Hybrid Model for Identity Obfuscation by Face Replacement,” 2018. [Online]. Available: http://arxiv.org/abs/1804.04779.
    
moreAbstract
As more and more personal photos are shared and tagged in social media,
avoiding privacy risks such as unintended recognition becomes increasingly
challenging. We propose a new hybrid approach to obfuscate identities in photos
by head replacement. Our approach combines state of the art parametric face
synthesis with latest advances in Generative Adversarial Networks (GAN) for
data-driven image synthesis. On the one hand, the parametric part of our method
gives us control over the facial parameters and allows for explicit
manipulation of the identity. On the other hand, the data-driven aspects allow
for adding fine details and overall realism as well as seamless blending into
the scene context. In our experiments, we show highly realistic output of our
system that improves over the previous state of the art in obfuscation rate
while preserving a higher similarity to the original image content.
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        “FML: Face Model Learning from Videos,” 2018. [Online]. Available: http://arxiv.org/abs/1812.07603.
    
moreAbstract
Monocular image-based 3D reconstruction of faces is a long-standing problem
in computer vision. Since image data is a 2D projection of a 3D face, the
resulting depth ambiguity makes the problem ill-posed. Most existing methods
rely on data-driven priors that are built from limited 3D face scans. In
contrast, we propose multi-frame video-based self-supervised training of a deep
network that (i) learns a face identity model both in shape and appearance
while (ii) jointly learning to reconstruct 3D faces. Our face model is learned
using only corpora of in-the-wild video clips collected from the Internet. This
virtually endless source of training data enables learning of a highly general
3D face model. In order to achieve this, we propose a novel multi-frame
consistency loss that ensures consistent shape and appearance across multiple
frames of a subject's face, thus minimizing depth ambiguity. At test time we
can use an arbitrary number of frames, so that we can perform both monocular as
well as multi-frame reconstruction.
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moreAbstract
We propose HeadOn, the first real-time source-to-target reenactment approach
for complete human portrait videos that enables transfer of torso and head
motion, face expression, and eye gaze. Given a short RGB-D video of the target
actor, we automatically construct a personalized geometry proxy that embeds a
parametric head, eye, and kinematic torso model. A novel real-time reenactment
algorithm employs this proxy to photo-realistically map the captured motion
from the source actor to the target actor. On top of the coarse geometric
proxy, we propose a video-based rendering technique that composites the
modified target portrait video via view- and pose-dependent texturing, and
creates photo-realistic imagery of the target actor under novel torso and head
poses, facial expressions, and gaze directions. To this end, we propose a
robust tracking of the face and torso of the source actor. We extensively
evaluate our approach and show significant improvements in enabling much
greater flexibility in creating realistic reenacted output videos.
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moreAbstract
We propose a new learning-based novel view synthesis approach for scanned
objects that is trained based on a set of multi-view images. Instead of using
texture mapping or hand-designed image-based rendering, we directly train a
deep neural network to synthesize a view-dependent image of an object. First,
we employ a coverage-based nearest neighbour look-up to retrieve a set of
reference frames that are explicitly warped to a given target view using
cross-projection. Our network then learns to best composite the warped images.
This enables us to generate photo-realistic results, while not having to
allocate capacity on `remembering' object appearance. Instead, the multi-view
images can be reused. While this works well for diffuse objects,
cross-projection does not generalize to view-dependent effects. Therefore, we
propose a decomposition network that extracts view-dependent effects and that
is trained in a self-supervised manner. After decomposition, the diffuse
shading is cross-projected, while the view-dependent layer of the target view
is regressed. We show the effectiveness of our approach both qualitatively and
quantitatively on real as well as synthetic data.
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moreAbstract
We present the first marker-less approach for temporally coherent 3D
performance capture of a human with general clothing from monocular video. Our
approach reconstructs articulated human skeleton motion as well as medium-scale
non-rigid surface deformations in general scenes. Human performance capture is
a challenging problem due to the large range of articulation, potentially fast
motion, and considerable non-rigid deformations, even from multi-view data.
Reconstruction from monocular video alone is drastically more challenging,
since strong occlusions and the inherent depth ambiguity lead to a highly
ill-posed reconstruction problem. We tackle these challenges by a novel
approach that employs sparse 2D and 3D human pose detections from a
convolutional neural network using a batch-based pose estimation strategy.
Joint recovery of per-batch motion allows to resolve the ambiguities of the
monocular reconstruction problem based on a low dimensional trajectory
subspace. In addition, we propose refinement of the surface geometry based on
fully automatically extracted silhouettes to enable medium-scale non-rigid
alignment. We demonstrate state-of-the-art performance capture results that
enable exciting applications such as video editing and free viewpoint video,
previously infeasible from monocular video. Our qualitative and quantitative
evaluation demonstrates that our approach significantly outperforms previous
monocular methods in terms of accuracy, robustness and scene complexity that
can be handled.
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%X   We present the first marker-less approach for temporally coherent 3D
performance capture of a human with general clothing from monocular video. Our
approach reconstructs articulated human skeleton motion as well as medium-scale
non-rigid surface deformations in general scenes. Human performance capture is
a challenging problem due to the large range of articulation, potentially fast
motion, and considerable non-rigid deformations, even from multi-view data.
Reconstruction from monocular video alone is drastically more challenging,
since strong occlusions and the inherent depth ambiguity lead to a highly
ill-posed reconstruction problem. We tackle these challenges by a novel
approach that employs sparse 2D and 3D human pose detections from a
convolutional neural network using a batch-based pose estimation strategy.
Joint recovery of per-batch motion allows to resolve the ambiguities of the
monocular reconstruction problem based on a low dimensional trajectory
subspace. In addition, we propose refinement of the surface geometry based on
fully automatically extracted silhouettes to enable medium-scale non-rigid
alignment. We demonstrate state-of-the-art performance capture results that
enable exciting applications such as video editing and free viewpoint video,
previously infeasible from monocular video. Our qualitative and quantitative
evaluation demonstrates that our approach significantly outperforms previous
monocular methods in terms of accuracy, robustness and scene complexity that
can be handled.
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moreAbstract
We propose the first real-time approach for the egocentric estimation of 3D
human body pose in a wide range of unconstrained everyday activities. This
setting has a unique set of challenges, such as mobility of the hardware setup,
and robustness to long capture sessions with fast recovery from tracking
failures. We tackle these challenges based on a novel lightweight setup that
converts a standard baseball cap to a device for high-quality pose estimation
based on a single cap-mounted fisheye camera. From the captured egocentric live
stream, our CNN based 3D pose estimation approach runs at 60Hz on a
consumer-level GPU. In addition to the novel hardware setup, our other main
contributions are: 1) a large ground truth training corpus of top-down fisheye
images and 2) a novel disentangled 3D pose estimation approach that takes the
unique properties of the egocentric viewpoint into account. As shown by our
evaluation, we achieve lower 3D joint error as well as better 2D overlay than
the existing baselines.
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%X   We propose the first real-time approach for the egocentric estimation of 3D
human body pose in a wide range of unconstrained everyday activities. This
setting has a unique set of challenges, such as mobility of the hardware setup,
and robustness to long capture sessions with fast recovery from tracking
failures. We tackle these challenges based on a novel lightweight setup that
converts a standard baseball cap to a device for high-quality pose estimation
based on a single cap-mounted fisheye camera. From the captured egocentric live
stream, our CNN based 3D pose estimation approach runs at 60Hz on a
consumer-level GPU. In addition to the novel hardware setup, our other main
contributions are: 1) a large ground truth training corpus of top-down fisheye
images and 2) a novel disentangled 3D pose estimation approach that takes the
unique properties of the egocentric viewpoint into account. As shown by our
evaluation, we achieve lower 3D joint error as well as better 2D overlay than
the existing baselines.
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moreAbstract
Mimicking natural tessellation patterns is a fascinating multi-disciplinary
problem. Geometric methods aiming at reproducing such partitions on surface
meshes are commonly based on the Voronoi model and its variants, and are often
faced with challenging issues such as metric estimation, geometric, topological
complications, and most critically parallelization. In this paper, we introduce
an alternate model which may be of value for resolving these issues. We drop
the assumption that regions need to be separated by lines. Instead, we regard
region boundaries as narrow bands and we model the partition as a set of smooth
functions layered over the surface. Given an initial set of seeds or regions,
the partition emerges as the solution of a time dependent set of partial
differential equations describing concurrently evolving fronts on the surface.
Our solution does not require geodesic estimation, elaborate numerical solvers,
or complicated bookkeeping data structures. The cost per time-iteration is
dominated by the multiplication and addition of two sparse matrices. Extension
of our approach in a Lloyd's algorithm fashion can be easily achieved and the
extraction of the dual mesh can be conveniently preformed in parallel through
matrix algebra. As our approach relies mainly on basic linear algebra kernels,
it lends itself to efficient implementation on modern graphics hardware.
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%X   Mimicking natural tessellation patterns is a fascinating multi-disciplinary
problem. Geometric methods aiming at reproducing such partitions on surface
meshes are commonly based on the Voronoi model and its variants, and are often
faced with challenging issues such as metric estimation, geometric, topological
complications, and most critically parallelization. In this paper, we introduce
an alternate model which may be of value for resolving these issues. We drop
the assumption that regions need to be separated by lines. Instead, we regard
region boundaries as narrow bands and we model the partition as a set of smooth
functions layered over the surface. Given an initial set of seeds or regions,
the partition emerges as the solution of a time dependent set of partial
differential equations describing concurrently evolving fronts on the surface.
Our solution does not require geodesic estimation, elaborate numerical solvers,
or complicated bookkeeping data structures. The cost per time-iteration is
dominated by the multiplication and addition of two sparse matrices. Extension
of our approach in a Lloyd's algorithm fashion can be easily achieved and the
extraction of the dual mesh can be conveniently preformed in parallel through
matrix algebra. As our approach relies mainly on basic linear algebra kernels,
it lends itself to efficient implementation on modern graphics hardware.
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moreAbstract
Light fields become a popular representation of three dimensional scenes, and
there is interest in their processing, resampling, and compression. As those
operations often result in loss of quality, there is a need to quantify it. In
this work, we collect a new dataset of dense reference and distorted light
fields as well as the corresponding quality scores which are scaled in
perceptual units. The scores were acquired in a subjective experiment using an
interactive light-field viewing setup. The dataset contains typical artifacts
that occur in light-field processing chain due to light-field reconstruction,
multi-view compression, and limitations of automultiscopic displays. We test a
number of existing objective quality metrics to determine how well they can
predict the quality of light fields. We find that the existing image quality
metrics provide good measures of light-field quality, but require dense
reference light- fields for optimal performance. For more complex tasks of
comparing two distorted light fields, their performance drops significantly,
which reveals the need for new, light-field-specific metrics.
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%X   Light fields become a popular representation of three dimensional scenes, and
there is interest in their processing, resampling, and compression. As those
operations often result in loss of quality, there is a need to quantify it. In
this work, we collect a new dataset of dense reference and distorted light
fields as well as the corresponding quality scores which are scaled in
perceptual units. The scores were acquired in a subjective experiment using an
interactive light-field viewing setup. The dataset contains typical artifacts
that occur in light-field processing chain due to light-field reconstruction,
multi-view compression, and limitations of automultiscopic displays. We test a
number of existing objective quality metrics to determine how well they can
predict the quality of light fields. We find that the existing image quality
metrics provide good measures of light-field quality, but require dense
reference light- fields for optimal performance. For more complex tasks of
comparing two distorted light fields, their performance drops significantly,
which reveals the need for new, light-field-specific metrics.
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moreAbstract
In this work we study convex relaxations of quadratic optimisation problems
over permutation matrices. While existing semidefinite programming approaches
can achieve remarkably tight relaxations, they have the strong disadvantage
that they lift the original $n {\times} n$-dimensional variable to an $n^2
{\times} n^2$-dimensional variable, which limits their practical applicability.
In contrast, here we present a lifting-free convex relaxation that is provably
at least as tight as existing (lifting-free) convex relaxations. We demonstrate
experimentally that our approach is superior to existing convex and non-convex
methods for various problems, including image arrangement and multi-graph
matching.


BibTeX
@online{Bernard2017,
TITLE = {Tighter Lifting-Free Convex Relaxations for Quadratic Matching Problems},
AUTHOR = {Bernard, Florian and Theobalt, Christian and Moeller, Michael},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1711.10733},
EPRINT = {1711.10733},
EPRINTTYPE = {arXiv},
YEAR = {2017},
ABSTRACT = {In this work we study convex relaxations of quadratic optimisation problems over permutation matrices. While existing semidefinite programming approaches can achieve remarkably tight relaxations, they have the strong disadvantage that they lift the original $n {\times} n$-dimensional variable to an $n^2 {\times} n^2$-dimensional variable, which limits their practical applicability. In contrast, here we present a lifting-free convex relaxation that is provably at least as tight as existing (lifting-free) convex relaxations. We demonstrate experimentally that our approach is superior to existing convex and non-convex methods for various problems, including image arrangement and multi-graph matching.},
}

Endnote
%0 Report
%A Bernard, Florian
%A Theobalt, Christian
%A Moeller, Michael
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
%T Tighter Lifting-Free Convex Relaxations for Quadratic Matching Problems : 
%G eng
%U http://hdl.handle.net/21.11116/0000-0000-6143-7
%U http://arxiv.org/abs/1711.10733
%D 2017
%X   In this work we study convex relaxations of quadratic optimisation problems
over permutation matrices. While existing semidefinite programming approaches
can achieve remarkably tight relaxations, they have the strong disadvantage
that they lift the original $n {\times} n$-dimensional variable to an $n^2
{\times} n^2$-dimensional variable, which limits their practical applicability.
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at least as tight as existing (lifting-free) convex relaxations. We demonstrate
experimentally that our approach is superior to existing convex and non-convex
methods for various problems, including image arrangement and multi-graph
matching.
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        “HandSeg: An Automatically Labeled Dataset for Hand Segmentation from Depth Images,” 2017. [Online]. Available: http://arxiv.org/abs/1711.05944.
    
moreAbstract
We introduce a large-scale RGBD hand segmentation dataset, with detailed and
automatically generated high-quality ground-truth annotations. Existing
real-world datasets are limited in quantity due to the difficulty in manually
annotating ground-truth labels. By leveraging a pair of brightly colored gloves
and an RGBD camera, we propose an acquisition pipeline that eases the task of
annotating very large datasets with minimal human intervention. We then
quantify the importance of a large annotated dataset in this domain, and
compare the performance of existing datasets in the training of deep-learning
architectures. Finally, we propose a novel architecture employing strided
convolution/deconvolutions in place of max-pooling and unpooling layers. Our
variant outperforms baseline architectures while remaining computationally
efficient at inference time. Source and datasets will be made publicly
available.
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moreAbstract
Path planning is an important problem in robotics. One way to plan a path
between two points $x,y$ within a (not necessarily simply-connected) planar
domain $\Omega$, is to define a non-negative distance function $d(x,y)$ on
$\Omega\times\Omega$ such that following the (descending) gradient of this
distance function traces such a path. This presents two equally important
challenges: A mathematical challenge -- to define $d$ such that $d(x,y)$ has a
single minimum for any fixed $y$ (and this is when $x=y$), since a local
minimum is in effect a "dead end", A computational challenge -- to define $d$
such that it may be computed efficiently. In this paper, given a description of
$\Omega$, we show how to assign coordinates to each point of $\Omega$ and
define a family of distance functions between points using these coordinates,
such that both the mathematical and the computational challenges are met. This
is done using the concepts of \emph{harmonic measure} and
\emph{$f$-divergences}.
  In practice, path planning is done on a discrete network defined on a finite
set of \emph{sites} sampled from $\Omega$, so any method that works well on the
continuous domain must be adapted so that it still works well on the discrete
domain. Given a set of sites sampled from $\Omega$, we show how to define a
network connecting these sites such that a \emph{greedy routing} algorithm
(which is the discrete equivalent of continuous gradient descent) based on the
distance function mentioned above is guaranteed to generate a path in the
network between any two such sites. In many cases, this network is close to a
(desirable) planar graph, especially if the set of sites is dense.
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ABSTRACT = {Path planning is an important problem in robotics. One way to plan a path between two points $x,y$ within a (not necessarily simply-connected) planar domain $\Omega$, is to define a non-negative distance function $d(x,y)$ on $\Omega\times\Omega$ such that following the (descending) gradient of this distance function traces such a path. This presents two equally important challenges: A mathematical challenge -- to define $d$ such that $d(x,y)$ has a single minimum for any fixed $y$ (and this is when $x=y$), since a local minimum is in effect a "dead end", A computational challenge -- to define $d$ such that it may be computed efficiently. In this paper, given a description of $\Omega$, we show how to assign coordinates to each point of $\Omega$ and define a family of distance functions between points using these coordinates, such that both the mathematical and the computational challenges are met. This is done using the concepts of \emph{harmonic measure} and \emph{$f$-divergences}. In practice, path planning is done on a discrete network defined on a finite set of \emph{sites} sampled from $\Omega$, so any method that works well on the continuous domain must be adapted so that it still works well on the discrete domain. Given a set of sites sampled from $\Omega$, we show how to define a network connecting these sites such that a \emph{greedy routing} algorithm (which is the discrete equivalent of continuous gradient descent) based on the distance function mentioned above is guaranteed to generate a path in the network between any two such sites. In many cases, this network is close to a (desirable) planar graph, especially if the set of sites is dense.},
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between two points $x,y$ within a (not necessarily simply-connected) planar
domain $\Omega$, is to define a non-negative distance function $d(x,y)$ on
$\Omega\times\Omega$ such that following the (descending) gradient of this
distance function traces such a path. This presents two equally important
challenges: A mathematical challenge -- to define $d$ such that $d(x,y)$ has a
single minimum for any fixed $y$ (and this is when $x=y$), since a local
minimum is in effect a "dead end", A computational challenge -- to define $d$
such that it may be computed efficiently. In this paper, given a description of
$\Omega$, we show how to assign coordinates to each point of $\Omega$ and
define a family of distance functions between points using these coordinates,
such that both the mathematical and the computational challenges are met. This
is done using the concepts of \emph{harmonic measure} and
\emph{$f$-divergences}.
  In practice, path planning is done on a discrete network defined on a finite
set of \emph{sites} sampled from $\Omega$, so any method that works well on the
continuous domain must be adapted so that it still works well on the discrete
domain. Given a set of sites sampled from $\Omega$, we show how to define a
network connecting these sites such that a \emph{greedy routing} algorithm
(which is the discrete equivalent of continuous gradient descent) based on the
distance function mentioned above is guaranteed to generate a path in the
network between any two such sites. In many cases, this network is close to a
(desirable) planar graph, especially if the set of sites is dense.
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moreAbstract
Distance functions between points in a domain are sometimes used to
automatically plan a gradient-descent path towards a given target point in the
domain, avoiding obstacles that may be present. A key requirement from such
distance functions is the absence of spurious local minima, which may foil such
an approach, and this has led to the common use of harmonic potential
functions. Based on the planar Laplace operator, the potential function
guarantees the absence of spurious minima, but is well known to be slow to
numerically compute and prone to numerical precision issues. To alleviate the
first of these problems, we propose a family of novel divergence distances.
These are based on f-divergence of the Poisson kernel of the domain. We define
the divergence distances and compare them to the harmonic potential function
and other related distance functions.
  Our first result is theoretical: We show that the family of divergence
distances are equivalent to the harmonic potential function on simply-connected
domains, namely generate paths which are identical to those generated by the
potential function. The proof is based on the concept of conformal invariance.
  Our other results are more practical and relate to two special cases of
divergence distances, one based on the Kullback-Leibler divergence and one
based on the total variation divergence. We show that using divergence
distances instead of the potential function and other distances has a
significant computational advantage, as, following a pre-processing stage, they
may be computed up to an order of magnitude faster than the others when taking
advantage of certain sparsity properties of the Poisson kernel. Furthermore,
the computation is "embarrassingly parallel", so may be implemented on a GPU
with up to three orders of magnitude speedup.
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ABSTRACT = {Distance functions between points in a domain are sometimes used to automatically plan a gradient-descent path towards a given target point in the domain, avoiding obstacles that may be present. A key requirement from such distance functions is the absence of spurious local minima, which may foil such an approach, and this has led to the common use of harmonic potential functions. Based on the planar Laplace operator, the potential function guarantees the absence of spurious minima, but is well known to be slow to numerically compute and prone to numerical precision issues. To alleviate the first of these problems, we propose a family of novel divergence distances. These are based on f-divergence of the Poisson kernel of the domain. We define the divergence distances and compare them to the harmonic potential function and other related distance functions. Our first result is theoretical: We show that the family of divergence distances are equivalent to the harmonic potential function on simply-connected domains, namely generate paths which are identical to those generated by the potential function. The proof is based on the concept of conformal invariance. Our other results are more practical and relate to two special cases of divergence distances, one based on the Kullback-Leibler divergence and one based on the total variation divergence. We show that using divergence distances instead of the potential function and other distances has a significant computational advantage, as, following a pre-processing stage, they may be computed up to an order of magnitude faster than the others when taking advantage of certain sparsity properties of the Poisson kernel. Furthermore, the computation is "embarrassingly parallel", so may be implemented on a GPU with up to three orders of magnitude speedup.},
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%X   Distance functions between points in a domain are sometimes used to
automatically plan a gradient-descent path towards a given target point in the
domain, avoiding obstacles that may be present. A key requirement from such
distance functions is the absence of spurious local minima, which may foil such
an approach, and this has led to the common use of harmonic potential
functions. Based on the planar Laplace operator, the potential function
guarantees the absence of spurious minima, but is well known to be slow to
numerically compute and prone to numerical precision issues. To alleviate the
first of these problems, we propose a family of novel divergence distances.
These are based on f-divergence of the Poisson kernel of the domain. We define
the divergence distances and compare them to the harmonic potential function
and other related distance functions.
  Our first result is theoretical: We show that the family of divergence
distances are equivalent to the harmonic potential function on simply-connected
domains, namely generate paths which are identical to those generated by the
potential function. The proof is based on the concept of conformal invariance.
  Our other results are more practical and relate to two special cases of
divergence distances, one based on the Kullback-Leibler divergence and one
based on the total variation divergence. We show that using divergence
distances instead of the potential function and other distances has a
significant computational advantage, as, following a pre-processing stage, they
may be computed up to an order of magnitude faster than the others when taking
advantage of certain sparsity properties of the Poisson kernel. Furthermore,
the computation is "embarrassingly parallel", so may be implemented on a GPU
with up to three orders of magnitude speedup.
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moreAbstract
We present a novel real-time approach for user-guided intrinsic decomposition
of static scenes captured by an RGB-D sensor. In the
first step, we acquire a three-dimensional representation of the scene
using a dense volumetric reconstruction framework. The obtained
reconstruction serves as a proxy to densely fuse reflectance estimates
and to store user-provided constraints in three-dimensional space.
User constraints, in the form of constant shading and reflectance
strokes, can be placed directly on the real-world geometry using
an intuitive touch-based interaction metaphor, or using interactive
mouse strokes. Fusing the decomposition results and constraints in
three-dimensional space allows for robust propagation of this information
to novel views by re-projection.We leverage this information
to improve on the decomposition quality of existing intrinsic video
decomposition techniques by further constraining the ill-posed decomposition
problem. In addition to improved decomposition quality,
we show a variety of live augmented reality applications such as
recoloring of objects, relighting of scenes and editing of material
appearance.
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moreAbstract
Two-dimensional, conventional images are gradually losing their hegemony, leaving room for novel formats. Among these, 8 bit images give place to high dynamic range (HDR) image formats, allowing to improve colour gamut and visibility of details in dark and bright areas leading to a more immersive viewing experience. It opens wide opportunities for post-processing, which can be useful for artistic rendering, enhancement of viewing experience or medical applications. Simultaneously, light-field scene representation as well is gaining importance, propelled by the recent reappearance of virtual reality, the improvement of both acquisition techniques, and computational and storage capabilities. Light-field data as well allows to achieve a broad range of effects in post-production: among others, it enables a change of a camera position, an aperture or a focal length. It facilitates object insertions and simplifies visual effects workflow by integrating 3D nature of visual effects with 3D nature of light fields. Content generation is one of the stumbling blocks in these realms. Sensor limitations of a conventional camera do not allow to capture wide dynamic range. This especially is the case for mobile devices, where small sensors are optimised for capturing in high-resolution. The “HDR mode” often encountered on such devices, relies on techniques called “exposure fusion” and allows to partially overcome the limited range of a sensor. The HDR video at the same time remains a challenging problem. We suggest a solution for an HDR video capturing on a mobile device. We analyse dynamic range of motion regions, the regions which are the most prone to reconstruction artefacts, and suggest a real-time exposure selection algorithm. Further, an HDR content visualization task often requires an input to be in absolute values. We address this problem by presenting a calibration algorithm that can be applied to existent imagery and does not require any additional measurement hardware. Finally, as light fields use becomes more common, a key challenge is the ability to edit or modify the appearance of the objects in the light field. To this end, we propose a multidimensional filtering approach in which the specular highlights are filtered in the spatial and angular domains to target a desired increase of the material roughness.
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moreAbstract
We introduce InverseFaceNet, a deep convolutional inverse rendering framework
for faces that jointly estimates facial pose, shape, expression, reflectance
and illumination from a single input image in a single shot. By estimating all
these parameters from just a single image, advanced editing possibilities on a
single face image, such as appearance editing and relighting, become feasible.
Previous learning-based face reconstruction approaches do not jointly recover
all dimensions, or are severely limited in terms of visual quality. In
contrast, we propose to recover high-quality facial pose, shape, expression,
reflectance and illumination using a deep neural network that is trained using
a large, synthetically created dataset. Our approach builds on a novel loss
function that measures model-space similarity directly in parameter space and
significantly improves reconstruction accuracy. In addition, we propose an
analysis-by-synthesis breeding approach which iteratively updates the synthetic
training corpus based on the distribution of real-world images, and we
demonstrate that this strategy outperforms completely synthetically trained
networks. Finally, we show high-quality reconstructions and compare our
approach to several state-of-the-art approaches.
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moreAbstract
We propose a new efficient single-shot method for multi-person 3D pose
estimation in general scenes from a monocular RGB camera. Our fully
convolutional DNN-based approach jointly infers 2D and 3D joint locations on
the basis of an extended 3D location map supported by body part associations.
This new formulation enables the readout of full body poses at a subset of
visible joints without the need for explicit bounding box tracking. It
therefore succeeds even under strong partial body occlusions by other people
and objects in the scene. We also contribute the first training data set
showing real images of sophisticated multi-person interactions and occlusions.
To this end, we leverage multi-view video-based performance capture of
individual people for ground truth annotation and a new image compositing for
user-controlled synthesis of large corpora of real multi-person images. We also
propose a new video-recorded multi-person test set with ground truth 3D
annotations. Our method achieves state-of-the-art performance on challenging
multi-person scenes.
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moreAbstract
We present the first real-time method to capture the full global 3D skeletal
pose of a human in a stable, temporally consistent manner using a single RGB
camera. Our method combines a new convolutional neural network (CNN) based pose
regressor with kinematic skeleton fitting. Our novel fully-convolutional pose
formulation regresses 2D and 3D joint positions jointly in real time and does
not require tightly cropped input frames. A real-time kinematic skeleton
fitting method uses the CNN output to yield temporally stable 3D global pose
reconstructions on the basis of a coherent kinematic skeleton. This makes our
approach the first monocular RGB method usable in real-time applications such
as 3D character control---thus far, the only monocular methods for such
applications employed specialized RGB-D cameras. Our method's accuracy is
quantitatively on par with the best offline 3D monocular RGB pose estimation
methods. Our results are qualitatively comparable to, and sometimes better
than, results from monocular RGB-D approaches, such as the Kinect. However, we
show that our approach is more broadly applicable than RGB-D solutions, i.e. it
works for outdoor scenes, community videos, and low quality commodity RGB
cameras.
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ABSTRACT = {We present the first real-time method to capture the full global 3D skeletal pose of a human in a stable, temporally consistent manner using a single RGB camera. Our method combines a new convolutional neural network (CNN) based pose regressor with kinematic skeleton fitting. Our novel fully-convolutional pose formulation regresses 2D and 3D joint positions jointly in real time and does not require tightly cropped input frames. A real-time kinematic skeleton fitting method uses the CNN output to yield temporally stable 3D global pose reconstructions on the basis of a coherent kinematic skeleton. This makes our approach the first monocular RGB method usable in real-time applications such as 3D character control---thus far, the only monocular methods for such applications employed specialized RGB-D cameras. Our method's accuracy is quantitatively on par with the best offline 3D monocular RGB pose estimation methods. Our results are qualitatively comparable to, and sometimes better than, results from monocular RGB-D approaches, such as the Kinect. However, we show that our approach is more broadly applicable than RGB-D solutions, i.e. it works for outdoor scenes, community videos, and low quality commodity RGB cameras.},
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%X   We present the first real-time method to capture the full global 3D skeletal
pose of a human in a stable, temporally consistent manner using a single RGB
camera. Our method combines a new convolutional neural network (CNN) based pose
regressor with kinematic skeleton fitting. Our novel fully-convolutional pose
formulation regresses 2D and 3D joint positions jointly in real time and does
not require tightly cropped input frames. A real-time kinematic skeleton
fitting method uses the CNN output to yield temporally stable 3D global pose
reconstructions on the basis of a coherent kinematic skeleton. This makes our
approach the first monocular RGB method usable in real-time applications such
as 3D character control---thus far, the only monocular methods for such
applications employed specialized RGB-D cameras. Our method's accuracy is
quantitatively on par with the best offline 3D monocular RGB pose estimation
methods. Our results are qualitatively comparable to, and sometimes better
than, results from monocular RGB-D approaches, such as the Kinect. However, we
show that our approach is more broadly applicable than RGB-D solutions, i.e. it
works for outdoor scenes, community videos, and low quality commodity RGB
cameras.
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moreAbstract
We present a novel real-time approach for user-guided intrinsic decomposition
of static scenes captured by an RGB-D sensor. In the
first step, we acquire a three-dimensional representation of the scene
using a dense volumetric reconstruction framework. The obtained
reconstruction serves as a proxy to densely fuse reflectance estimates
and to store user-provided constraints in three-dimensional space.
User constraints, in the form of constant shading and reflectance
strokes, can be placed directly on the real-world geometry using
an intuitive touch-based interaction metaphor, or using interactive
mouse strokes. Fusing the decomposition results and constraints in
three-dimensional space allows for robust propagation of this information
to novel views by re-projection.We leverage this information
to improve on the decomposition quality of existing intrinsic video
decomposition techniques by further constraining the ill-posed decomposition
problem. In addition to improved decomposition quality,
we show a variety of live augmented reality applications such as
recoloring of objects, relighting of scenes and editing of material
appearance.
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moreAbstract
We present an approach for real-time, robust and accurate hand pose
estimation from moving egocentric RGB-D cameras in cluttered real environments.
Existing methods typically fail for hand-object interactions in cluttered
scenes imaged from egocentric viewpoints, common for virtual or augmented
reality applications. Our approach uses two subsequently applied Convolutional
Neural Networks (CNNs) to localize the hand and regress 3D joint locations.
Hand localization is achieved by using a CNN to estimate the 2D position of the
hand center in the input, even in the presence of clutter and occlusions. The
localized hand position, together with the corresponding input depth value, is
used to generate a normalized cropped image that is fed into a second CNN to
regress relative 3D hand joint locations in real time. For added accuracy,
robustness and temporal stability, we refine the pose estimates using a
kinematic pose tracking energy. To train the CNNs, we introduce a new
photorealistic dataset that uses a merged reality approach to capture and
synthesize large amounts of annotated data of natural hand interaction in
cluttered scenes. Through quantitative and qualitative evaluation, we show that
our method is robust to self-occlusion and occlusions by objects, particularly
in moving egocentric perspectives.
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ABSTRACT = {We present an approach for real-time, robust and accurate hand pose estimation from moving egocentric RGB-D cameras in cluttered real environments. Existing methods typically fail for hand-object interactions in cluttered scenes imaged from egocentric viewpoints, common for virtual or augmented reality applications. Our approach uses two subsequently applied Convolutional Neural Networks (CNNs) to localize the hand and regress 3D joint locations. Hand localization is achieved by using a CNN to estimate the 2D position of the hand center in the input, even in the presence of clutter and occlusions. The localized hand position, together with the corresponding input depth value, is used to generate a normalized cropped image that is fed into a second CNN to regress relative 3D hand joint locations in real time. For added accuracy, robustness and temporal stability, we refine the pose estimates using a kinematic pose tracking energy. To train the CNNs, we introduce a new photorealistic dataset that uses a merged reality approach to capture and synthesize large amounts of annotated data of natural hand interaction in cluttered scenes. Through quantitative and qualitative evaluation, we show that our method is robust to self-occlusion and occlusions by objects, particularly in moving egocentric perspectives.},
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%X   We present an approach for real-time, robust and accurate hand pose
estimation from moving egocentric RGB-D cameras in cluttered real environments.
Existing methods typically fail for hand-object interactions in cluttered
scenes imaged from egocentric viewpoints, common for virtual or augmented
reality applications. Our approach uses two subsequently applied Convolutional
Neural Networks (CNNs) to localize the hand and regress 3D joint locations.
Hand localization is achieved by using a CNN to estimate the 2D position of the
hand center in the input, even in the presence of clutter and occlusions. The
localized hand position, together with the corresponding input depth value, is
used to generate a normalized cropped image that is fed into a second CNN to
regress relative 3D hand joint locations in real time. For added accuracy,
robustness and temporal stability, we refine the pose estimates using a
kinematic pose tracking energy. To train the CNNs, we introduce a new
photorealistic dataset that uses a merged reality approach to capture and
synthesize large amounts of annotated data of natural hand interaction in
cluttered scenes. Through quantitative and qualitative evaluation, we show that
our method is robust to self-occlusion and occlusions by objects, particularly
in moving egocentric perspectives.
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        “GANerated Hands for Real-time 3D Hand Tracking from Monocular RGB,” 2017. [Online]. Available: http://arxiv.org/abs/1712.01057.
    
moreAbstract
We address the highly challenging problem of real-time 3D hand tracking based
on a monocular RGB-only sequence. Our tracking method combines a convolutional
neural network with a kinematic 3D hand model, such that it generalizes well to
unseen data, is robust to occlusions and varying camera viewpoints, and leads
to anatomically plausible as well as temporally smooth hand motions. For
training our CNN we propose a novel approach for the synthetic generation of
training data that is based on a geometrically consistent image-to-image
translation network. To be more specific, we use a neural network that
translates synthetic images to "real" images, such that the so-generated images
follow the same statistical distribution as real-world hand images. For
training this translation network we combine an adversarial loss and a
cycle-consistency loss with a geometric consistency loss in order to preserve
geometric properties (such as hand pose) during translation. We demonstrate
that our hand tracking system outperforms the current state-of-the-art on
challenging RGB-only footage.
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This dissertation introduces a range of new methods to produce images of virtual scenes in a matter of milliseconds. Imposing as few constraints as possible on the set of scenes that can be handled, e.g., regarding geometric changes over time or lighting conditions, precludes pre-computations and makes this a particularly difficult problem. We first present a general approach, called deep screen space, using which a variety of light transport aspects can be simulated within the aforementioned setting. This approach is then further extended to additionally handle scenes containing participating media like clouds. We also show how to improve the correctness of deep screen space and related algorithms by accounting for mutual visibility of points in a scene. After that, we take a completely different point of view on image generation using a learning-based approach to approximate a rendering function. We show that neural networks can hallucinate shading effects which otherwise have to be computed using costly analytic computations. Finally, we contribute a holistic framework to deal with phosphorescent materials in computer graphics, covering all aspects from acquisition of real materials, to easy editing, to image synthesis.
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This paper contributes a novel sensing approach to support on- and above-skin finger input for interaction on the move. WatchSense uses a depth sensor embedded in a wearable device to expand the input space to neighboring areas of skin and the space above it. Our approach addresses challenging camera-based tracking conditions, such as oblique viewing angles and occlusions. It can accurately detect fingertips, their locations, and whether they are touching the skin or hovering above it. It extends previous work that supported either mid-air or multitouch input by simultaneously supporting both. We demonstrate feasibility with a compact, wearable prototype attached to a user's forearm (simulating an integrated depth sensor). Our prototype---which runs in real-time on consumer mobile devices---enables a 3D input space on the back of the hand. We evaluated the accuracy and robustness of the approach in a user study. We also show how WatchSense increases the expressiveness of input by interweaving mid-air and multitouch for several interactive applications.
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moreAbstract
The reconstruction of dense 3D models of face geometry and appearance from a
single image is highly challenging and ill-posed. To constrain the problem,
many approaches rely on strong priors, such as parametric face models learned
from limited 3D scan data. However, prior models restrict generalization of the
true diversity in facial geometry, skin reflectance and illumination. To
alleviate this problem, we present the first approach that jointly learns 1) a
regressor for face shape, expression, reflectance and illumination on the basis
of 2) a concurrently learned parametric face model. Our multi-level face model
combines the advantage of 3D Morphable Models for regularization with the
out-of-space generalization of a learned corrective space. We train end-to-end
on in-the-wild images without dense annotations by fusing a convolutional
encoder with a differentiable expert-designed renderer and a self-supervised
training loss, both defined at multiple detail levels. Our approach compares
favorably to the state-of-the-art in terms of reconstruction quality, better
generalizes to real world faces, and runs at over 250 Hz.
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many approaches rely on strong priors, such as parametric face models learned
from limited 3D scan data. However, prior models restrict generalization of the
true diversity in facial geometry, skin reflectance and illumination. To
alleviate this problem, we present the first approach that jointly learns 1) a
regressor for face shape, expression, reflectance and illumination on the basis
of 2) a concurrently learned parametric face model. Our multi-level face model
combines the advantage of 3D Morphable Models for regularization with the
out-of-space generalization of a learned corrective space. We train end-to-end
on in-the-wild images without dense annotations by fusing a convolutional
encoder with a differentiable expert-designed renderer and a self-supervised
training loss, both defined at multiple detail levels. Our approach compares
favorably to the state-of-the-art in terms of reconstruction quality, better
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moreAbstract
In this work we propose a novel model-based deep convolutional autoencoder
that addresses the highly challenging problem of reconstructing a 3D human face
from a single in-the-wild color image. To this end, we combine a convolutional
encoder network with an expert-designed generative model that serves as
decoder. The core innovation is our new differentiable parametric decoder that
encapsulates image formation analytically based on a generative model. Our
decoder takes as input a code vector with exactly defined semantic meaning that
encodes detailed face pose, shape, expression, skin reflectance and scene
illumination. Due to this new way of combining CNN-based with model-based face
reconstruction, the CNN-based encoder learns to extract semantically meaningful
parameters from a single monocular input image. For the first time, a CNN
encoder and an expert-designed generative model can be trained end-to-end in an
unsupervised manner, which renders training on very large (unlabeled) real
world data feasible. The obtained reconstructions compare favorably to current
state-of-the-art approaches in terms of quality and richness of representation.
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decoder. The core innovation is our new differentiable parametric decoder that
encapsulates image formation analytically based on a generative model. Our
decoder takes as input a code vector with exactly defined semantic meaning that
encodes detailed face pose, shape, expression, skin reflectance and scene
illumination. Due to this new way of combining CNN-based with model-based face
reconstruction, the CNN-based encoder learns to extract semantically meaningful
parameters from a single monocular input image. For the first time, a CNN
encoder and an expert-designed generative model can be trained end-to-end in an
unsupervised manner, which renders training on very large (unlabeled) real
world data feasible. The obtained reconstructions compare favorably to current
state-of-the-art approaches in terms of quality and richness of representation.
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moreAbstract
Large databases are often organized by hand-labeled metadata, or criteria,
which are expensive to collect. We can use unsupervised learning to model
database variation, but these models are often high dimensional, complex to
parameterize, or require expert knowledge. We learn low-dimensional continuous
criteria via interactive ranking, so that the novice user need only describe
the relative ordering of examples. This is formed as semi-supervised label
propagation in which we maximize the information gained from a limited number
of examples. Further, we actively suggest data points to the user to rank in a
more informative way than existing work. Our efficient approach allows users to
interactively organize thousands of data points along 1D and 2D continuous
sliders. We experiment with datasets of imagery and geometry to demonstrate
that our tool is useful for quickly assessing and organizing the content of
large databases.
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moreAbstract
Nowadays, access to digital information has become ubiquitous, while three-dimensional visual representation is becoming indispensable to knowledge understanding and information retrieval. Three-dimensional digitization plays a natural role in bridging connections between the real and virtual world, which prompt the huge demand for massive three-dimensional digital content. But reducing the effort required for three-dimensional modeling has been a practical problem, and long standing challenge in compute graphics and related fields.
In this thesis, we propose several techniques for lightening up the content creation process, which have the common theme of being structure-aware, \ie maintaining global relations among the parts of shape. We are especially interested in formulating our algorithms such that they make use of symmetry structures, because of their concise yet highly abstract principles are universally applicable to most regular patterns.
We introduce our work from three different aspects in this thesis. First, we characterized spaces of symmetry preserving deformations, and developed a method to explore this space in real-time, which significantly simplified the generation of symmetry preserving shape variants. Second, we empirically studied three-dimensional offset statistics, and developed a fully automatic retargeting application, which is based on verified sparsity. Finally, we made step forward in solving the approximate three-dimensional partial symmetry detection problem, using a novel co-occurrence analysis method, which could serve as the foundation to high-level applications.
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%X Nowadays, access to digital information has become ubiquitous, while three-dimensional visual representation is becoming indispensable to knowledge understanding and information retrieval. Three-dimensional digitization plays a natural role in bridging connections between the real and virtual world, which prompt the huge demand for massive three-dimensional digital content. But reducing the effort required for three-dimensional modeling has been a practical problem, and long standing challenge in compute graphics and related fields.<br>In this thesis, we propose several techniques for lightening up the content creation process, which have the common theme of being structure-aware, \ie maintaining global relations among the parts of shape. We are especially interested in formulating our algorithms such that they make use of symmetry structures, because of their concise yet highly abstract principles are universally applicable to most regular patterns.<br>We introduce our work from three different aspects in this thesis. First, we characterized spaces of symmetry preserving deformations, and developed a method to explore this space in real-time, which significantly simplified the generation of symmetry preserving shape variants. Second, we empirically studied three-dimensional offset statistics, and developed a fully automatic retargeting application, which is based on verified sparsity. Finally, we made step forward in solving the approximate three-dimensional partial symmetry detection problem, using a novel co-occurrence analysis method, which could serve as the foundation to high-level applications.
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moreAbstract
We present the first marker-less approach for temporally coherent 3D
performance capture of a human with general clothing from monocular video. Our
approach reconstructs articulated human skeleton motion as well as medium-scale
non-rigid surface deformations in general scenes. Human performance capture is
a challenging problem due to the large range of articulation, potentially fast
motion, and considerable non-rigid deformations, even from multi-view data.
Reconstruction from monocular video alone is drastically more challenging,
since strong occlusions and the inherent depth ambiguity lead to a highly
ill-posed reconstruction problem. We tackle these challenges by a novel
approach that employs sparse 2D and 3D human pose detections from a
convolutional neural network using a batch-based pose estimation strategy.
Joint recovery of per-batch motion allows to resolve the ambiguities of the
monocular reconstruction problem based on a low dimensional trajectory
subspace. In addition, we propose refinement of the surface geometry based on
fully automatically extracted silhouettes to enable medium-scale non-rigid
alignment. We demonstrate state-of-the-art performance capture results that
enable exciting applications such as video editing and free viewpoint video,
previously infeasible from monocular video. Our qualitative and quantitative
evaluation demonstrates that our approach significantly outperforms previous
monocular methods in terms of accuracy, robustness and scene complexity that
can be handled.
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convolutional neural network using a batch-based pose estimation strategy.
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fully automatically extracted silhouettes to enable medium-scale non-rigid
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enable exciting applications such as video editing and free viewpoint video,
previously infeasible from monocular video. Our qualitative and quantitative
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monocular methods in terms of accuracy, robustness and scene complexity that
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moreAbstract
Post-desktop user interfaces, such as smartphones, tablets, interactive tabletops, public displays and mid-air interfaces, already are a ubiquitous part of everyday human life, or have the potential to be. One of the key features of these interfaces is the reduced number or even absence of input movement constraints imposed by a device form-factor. This freedom is advantageous for users, allowing them to interact with computers using more natural limb movements; however, it is a source of 4 issues for research and design of post-desktop interfaces which make traditional analysis methods inefficient: the new movement space is orders of magnitude larger than the one analyzed for traditional desktops; the existing knowledge on post-desktop input methods is sparse and sporadic; the movement space is non-uniform with respect to performance; and traditional methods are ineffective or inefficient in tackling physical ergonomics pitfalls in post-desktop interfaces. These issues lead to the research problem of efficient assessment, analysis and design methods for high-throughput ergonomic post-desktop interfaces.

To solve this research problem and support researchers and designers, this thesis proposes efficient experiment- and model-based assessment methods for post-desktop user interfaces. We achieve this through the following contributions:
- adopt optical motion capture and biomechanical simulation for HCI experiments as a versatile source of both performance and ergonomics data describing an input method;
- identify applicability limits of the method for a range of HCI tasks;
- validate the method outputs against ground truth recordings in typical HCI setting;
- demonstrate the added value of the method in analysis of performance and ergonomics of touchscreen devices; and
- summarize performance and ergonomics of a movement space through a clustering of physiological data.

The proposed method successfully deals with the 4 above-mentioned issues of post-desktop input. The efficiency of the methods makes it possible to effectively tackle the issue of large post-desktop movement spaces both at early design stages (through a generic model of a movement space) as well as at later design stages (through user studies). The method provides rich data on physical ergonomics (joint angles and moments, muscle forces and activations, energy expenditure and fatigue), making it possible to solve the issue of ergonomics pitfalls. Additionally, the method provides performance data (speed, accuracy and throughput) which can be related to the physiological data to solve the issue of non-uniformity of movement space. In our adaptation the method does not require experimenters to have specialized expertise, thus making it accessible to a wide range of researchers and designers and contributing towards the solution of the issue of post-desktop knowledge sparsity.
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        “BundleFusion: Real-time Globally Consistent 3D Reconstruction using On-the-fly Surface Re-integration,” 2016. [Online]. Available: http://arxiv.org/abs/1604.01093.
    
moreAbstract
Real-time, high-quality, 3D scanning of large-scale scenes is key to mixed
reality and robotic applications. However, scalability brings challenges of
drift in pose estimation, introducing significant errors in the accumulated
model. Approaches often require hours of offline processing to globally correct
model errors. Recent online methods demonstrate compelling results, but suffer
from: (1) needing minutes to perform online correction preventing true
real-time use; (2) brittle frame-to-frame (or frame-to-model) pose estimation
resulting in many tracking failures; or (3) supporting only unstructured
point-based representations, which limit scan quality and applicability. We
systematically address these issues with a novel, real-time, end-to-end
reconstruction framework. At its core is a robust pose estimation strategy,
optimizing per frame for a global set of camera poses by considering the
complete history of RGB-D input with an efficient hierarchical approach. We
remove the heavy reliance on temporal tracking, and continually localize to the
globally optimized frames instead. We contribute a parallelizable optimization
framework, which employs correspondences based on sparse features and dense
geometric and photometric matching. Our approach estimates globally optimized
(i.e., bundle adjusted) poses in real-time, supports robust tracking with
recovery from gross tracking failures (i.e., relocalization), and re-estimates
the 3D model in real-time to ensure global consistency; all within a single
framework. Our approach outperforms state-of-the-art online systems with
quality on par to offline methods, but with unprecedented speed and scan
completeness. Our framework leads to a comprehensive online scanning solution
for large indoor environments, enabling ease of use and high-quality results.
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ABSTRACT = {Real-time, high-quality, 3D scanning of large-scale scenes is key to mixed reality and robotic applications. However, scalability brings challenges of drift in pose estimation, introducing significant errors in the accumulated model. Approaches often require hours of offline processing to globally correct model errors. Recent online methods demonstrate compelling results, but suffer from: (1) needing minutes to perform online correction preventing true real-time use; (2) brittle frame-to-frame (or frame-to-model) pose estimation resulting in many tracking failures; or (3) supporting only unstructured point-based representations, which limit scan quality and applicability. We systematically address these issues with a novel, real-time, end-to-end reconstruction framework. At its core is a robust pose estimation strategy, optimizing per frame for a global set of camera poses by considering the complete history of RGB-D input with an efficient hierarchical approach. We remove the heavy reliance on temporal tracking, and continually localize to the globally optimized frames instead. We contribute a parallelizable optimization framework, which employs correspondences based on sparse features and dense geometric and photometric matching. Our approach estimates globally optimized (i.e., bundle adjusted) poses in real-time, supports robust tracking with recovery from gross tracking failures (i.e., relocalization), and re-estimates the 3D model in real-time to ensure global consistency; all within a single framework. Our approach outperforms state-of-the-art online systems with quality on par to offline methods, but with unprecedented speed and scan completeness. Our framework leads to a comprehensive online scanning solution for large indoor environments, enabling ease of use and high-quality results.},
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%X   Real-time, high-quality, 3D scanning of large-scale scenes is key to mixed
reality and robotic applications. However, scalability brings challenges of
drift in pose estimation, introducing significant errors in the accumulated
model. Approaches often require hours of offline processing to globally correct
model errors. Recent online methods demonstrate compelling results, but suffer
from: (1) needing minutes to perform online correction preventing true
real-time use; (2) brittle frame-to-frame (or frame-to-model) pose estimation
resulting in many tracking failures; or (3) supporting only unstructured
point-based representations, which limit scan quality and applicability. We
systematically address these issues with a novel, real-time, end-to-end
reconstruction framework. At its core is a robust pose estimation strategy,
optimizing per frame for a global set of camera poses by considering the
complete history of RGB-D input with an efficient hierarchical approach. We
remove the heavy reliance on temporal tracking, and continually localize to the
globally optimized frames instead. We contribute a parallelizable optimization
framework, which employs correspondences based on sparse features and dense
geometric and photometric matching. Our approach estimates globally optimized
(i.e., bundle adjusted) poses in real-time, supports robust tracking with
recovery from gross tracking failures (i.e., relocalization), and re-estimates
the 3D model in real-time to ensure global consistency; all within a single
framework. Our approach outperforms state-of-the-art online systems with
quality on par to offline methods, but with unprecedented speed and scan
completeness. Our framework leads to a comprehensive online scanning solution
for large indoor environments, enabling ease of use and high-quality results.
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        “Opt: A Domain Specific Language for Non-linear Least Squares Optimization in Graphics and Imaging,” 2016. [Online]. Available: http://arxiv.org/abs/1604.06525.
    
moreAbstract
Many graphics and vision problems are naturally expressed as optimizations
with either linear or non-linear least squares objective functions over visual
data, such as images and meshes. The mathematical descriptions of these
functions are extremely concise, but their implementation in real code is
tedious, especially when optimized for real-time performance in interactive
applications. We propose a new language, Opt (available under
optlang.org), in which a user simply writes energy functions over image-
or graph-structured unknowns, and a compiler automatically generates
state-of-the-art GPU optimization kernels. The end result is a system in which
real-world energy functions in graphics and vision applications are expressible
in tens of lines of code. They compile directly into highly-optimized GPU
solver implementations with performance competitive with the best published
hand-tuned, application-specific GPU solvers, and 1-2 orders of magnitude
beyond a general-purpose auto-generated solver.
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%X   Many graphics and vision problems are naturally expressed as optimizations
with either linear or non-linear least squares objective functions over visual
data, such as images and meshes. The mathematical descriptions of these
functions are extremely concise, but their implementation in real code is
tedious, especially when optimized for real-time performance in interactive
applications. We propose a new language, Opt (available under
http://optlang.org), in which a user simply writes energy functions over image-
or graph-structured unknowns, and a compiler automatically generates
state-of-the-art GPU optimization kernels. The end result is a system in which
real-world energy functions in graphics and vision applications are expressible
in tens of lines of code. They compile directly into highly-optimized GPU
solver implementations with performance competitive with the best published
hand-tuned, application-specific GPU solvers, and 1-2 orders of magnitude
beyond a general-purpose auto-generated solver.
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moreAbstract
We propose an image-based, facial reenactment system that replaces the face
of an actor in an existing target video with the face of a user from a source
video, while preserving the original target performance. Our system is fully
automatic and does not require a database of source expressions. Instead, it is
able to produce convincing reenactment results from a short source video
captured with an off-the-shelf camera, such as a webcam, where the user
performs arbitrary facial gestures. Our reenactment pipeline is conceived as
part image retrieval and part face transfer: The image retrieval is based on
temporal clustering of target frames and a novel image matching metric that
combines appearance and motion to select candidate frames from the source
video, while the face transfer uses a 2D warping strategy that preserves the
user's identity. Our system excels in simplicity as it does not rely on a 3D
face model, it is robust under head motion and does not require the source and
target performance to be similar. We show convincing reenactment results for
videos that we recorded ourselves and for low-quality footage taken from the
Internet.
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ABSTRACT = {We propose an image-based, facial reenactment system that replaces the face of an actor in an existing target video with the face of a user from a source video, while preserving the original target performance. Our system is fully automatic and does not require a database of source expressions. Instead, it is able to produce convincing reenactment results from a short source video captured with an off-the-shelf camera, such as a webcam, where the user performs arbitrary facial gestures. Our reenactment pipeline is conceived as part image retrieval and part face transfer: The image retrieval is based on temporal clustering of target frames and a novel image matching metric that combines appearance and motion to select candidate frames from the source video, while the face transfer uses a 2D warping strategy that preserves the user's identity. Our system excels in simplicity as it does not rely on a 3D face model, it is robust under head motion and does not require the source and target performance to be similar. We show convincing reenactment results for videos that we recorded ourselves and for low-quality footage taken from the Internet.},
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%X   We propose an image-based, facial reenactment system that replaces the face
of an actor in an existing target video with the face of a user from a source
video, while preserving the original target performance. Our system is fully
automatic and does not require a database of source expressions. Instead, it is
able to produce convincing reenactment results from a short source video
captured with an off-the-shelf camera, such as a webcam, where the user
performs arbitrary facial gestures. Our reenactment pipeline is conceived as
part image retrieval and part face transfer: The image retrieval is based on
temporal clustering of target frames and a novel image matching metric that
combines appearance and motion to select candidate frames from the source
video, while the face transfer uses a 2D warping strategy that preserves the
user's identity. Our system excels in simplicity as it does not rely on a 3D
face model, it is robust under head motion and does not require the source and
target performance to be similar. We show convincing reenactment results for
videos that we recorded ourselves and for low-quality footage taken from the
Internet.
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        “Natural Illumination from Multiple Materials Using Deep Learning,” 2016. [Online]. Available: http://arxiv.org/abs/1611.09325.
    
moreAbstract
Recovering natural illumination from a single Low-Dynamic Range (LDR) image
is a challenging task. To remedy this situation we exploit two properties often
found in everyday images. First, images rarely show a single material, but
rather multiple ones that all reflect the same illumination. However, the
appearance of each material is observed only for some surface orientations, not
all. Second, parts of the illumination are often directly observed in the
background, without being affected by reflection. Typically, this directly
observed part of the illumination is even smaller. We propose a deep
Convolutional Neural Network (CNN) that combines prior knowledge about the
statistics of illumination and reflectance with an input that makes explicit
use of these two observations. Our approach maps multiple partial LDR material
observations represented as reflectance maps and a background image to a
spherical High-Dynamic Range (HDR) illumination map. For training and testing
we propose a new data set comprising of synthetic and real images with multiple
materials observed under the same illumination. Qualitative and quantitative
evidence shows how both multi-material and using a background are essential to
improve illumination estimations.
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ABSTRACT = {Recovering natural illumination from a single Low-Dynamic Range (LDR) image is a challenging task. To remedy this situation we exploit two properties often found in everyday images. First, images rarely show a single material, but rather multiple ones that all reflect the same illumination. However, the appearance of each material is observed only for some surface orientations, not all. Second, parts of the illumination are often directly observed in the background, without being affected by reflection. Typically, this directly observed part of the illumination is even smaller. We propose a deep Convolutional Neural Network (CNN) that combines prior knowledge about the statistics of illumination and reflectance with an input that makes explicit use of these two observations. Our approach maps multiple partial LDR material observations represented as reflectance maps and a background image to a spherical High-Dynamic Range (HDR) illumination map. For training and testing we propose a new data set comprising of synthetic and real images with multiple materials observed under the same illumination. Qualitative and quantitative evidence shows how both multi-material and using a background are essential to improve illumination estimations.},
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moreAbstract
Markov automata constitute an expressive continuous-time compositional modelling formalism, featuring stochastic timing and nondeterministic as well as probabilistic branching, all supported in one model. They span as special cases, the models of discrete and continuous-time Markov chains, as well as interactive Markov chains and probabilistic automata. Moreover, they might be equipped with reward and resource structures in order to be used for analysing quantitative aspects of systems, like performance metrics, energy consumption, repair and maintenance costs. Due to their expressive nature, they serve as semantic backbones of engineering frameworks, control applications and safety critical systems. The Architecture Analysis and Design Language (AADL), Dynamic Fault Trees (DFT) and Generalised Stochastic Petri Nets (GSPN) are just some examples. Their expressiveness thus far prevents them from efficient analysis by stochastic solvers and probabilistic model checkers. A major problem context of this thesis lies in their analysis under some budget constraints, i.e. when only a finite budget of resources can be spent by the model.
We study mathematical foundations of Markov automata since these are essential for the analysis addressed in this thesis. This includes, in particular, understanding their measurability and establishing their probability measure. Furthermore, we address the analysis of Markov automata in the presence of both reward acquisition and resource consumption within a finite budget of resources. More specifically, we put the problem of computing the optimal expected resource-bounded reward in our focus. In our general setting, we support transient, instantaneous and final reward collection as well as transient resource consumption. Our general formulation of the problem encompasses in particular the optimal time-bound reward and reachability as well as resource-bounded reachability. We develop a sound theory together with a stable approximation scheme with a strict error bound to solve the problem in an efficient way. We report on an implementation of our approach in a supporting tool and also demonstrate its effectiveness and usability over an extensive collection of industrial and academic case studies.
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moreAbstract
We present a novel approach for the reconstruction of dynamic geometric
shapes using a single hand-held consumer-grade RGB-D sensor at real-time rates.
Our method does not require a pre-defined shape template to start with and
builds up the scene model from scratch during the scanning process. Geometry
and motion are parameterized in a unified manner by a volumetric representation
that encodes a distance field of the surface geometry as well as the non-rigid
space deformation. Motion tracking is based on a set of extracted sparse color
features in combination with a dense depth-based constraint formulation. This
enables accurate tracking and drastically reduces drift inherent to standard
model-to-depth alignment. We cast finding the optimal deformation of space as a
non-linear regularized variational optimization problem by enforcing local
smoothness and proximity to the input constraints. The problem is tackled in
real-time at the camera's capture rate using a data-parallel flip-flop
optimization strategy. Our results demonstrate robust tracking even for fast
motion and scenes that lack geometric features.
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ABSTRACT = {We present a novel approach for the reconstruction of dynamic geometric shapes using a single hand-held consumer-grade RGB-D sensor at real-time rates. Our method does not require a pre-defined shape template to start with and builds up the scene model from scratch during the scanning process. Geometry and motion are parameterized in a unified manner by a volumetric representation that encodes a distance field of the surface geometry as well as the non-rigid space deformation. Motion tracking is based on a set of extracted sparse color features in combination with a dense depth-based constraint formulation. This enables accurate tracking and drastically reduces drift inherent to standard model-to-depth alignment. We cast finding the optimal deformation of space as a non-linear regularized variational optimization problem by enforcing local smoothness and proximity to the input constraints. The problem is tackled in real-time at the camera's capture rate using a data-parallel flip-flop optimization strategy. Our results demonstrate robust tracking even for fast motion and scenes that lack geometric features.},
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%X   We present a novel approach for the reconstruction of dynamic geometric
shapes using a single hand-held consumer-grade RGB-D sensor at real-time rates.
Our method does not require a pre-defined shape template to start with and
builds up the scene model from scratch during the scanning process. Geometry
and motion are parameterized in a unified manner by a volumetric representation
that encodes a distance field of the surface geometry as well as the non-rigid
space deformation. Motion tracking is based on a set of extracted sparse color
features in combination with a dense depth-based constraint formulation. This
enables accurate tracking and drastically reduces drift inherent to standard
model-to-depth alignment. We cast finding the optimal deformation of space as a
non-linear regularized variational optimization problem by enforcing local
smoothness and proximity to the input constraints. The problem is tackled in
real-time at the camera's capture rate using a data-parallel flip-flop
optimization strategy. Our results demonstrate robust tracking even for fast
motion and scenes that lack geometric features.
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moreAbstract
Virtual and Augmented Reality applications typically rely on both stereoscopic presentation and involve intensive object and observer motion.
A combination of high dynamic range and stereoscopic capabilities become popular for consumer displays, and is a desirable functionality of head mounted displays to come.
The thesis is focused on complex interactions between all these visual cues on digital displays.

The first part investigates challenges of the stereoscopic 3D and motion combination.
We consider an interaction between the continuous motion presented as discrete frames.
Then, we discuss a disparity processing for accurate reproduction of objects moving in the depth direction.
Finally, we investigate the depth perception as a function of motion parallax and eye fixation changes by means of saccadic motion.

The second part focuses on the role of high dynamic range imaging for stereoscopic displays.
We go beyond the current display capabilities by considering the full perceivable luminance range and we simulate the real world experience in such adaptation conditions.
In particular, we address the problems of disparity retargeting across such wide luminance ranges and reflective/refractive surface rendering.

The core of our research methodology is perceptual modeling supported by our own experimental studies to overcome limitations of current display technologies and improve the viewer experience by enhancing perceived depth, reducing visual artifacts or improving viewing comfort.
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moreAbstract
Many compelling video post-processing effects, in particular aesthetic focus
editing and refocusing effects, are feasible if per-frame depth information is
available. Existing computational methods to capture RGB and depth either
purposefully modify the optics (coded aperture, light-field imaging), or employ
active RGB-D cameras. Since these methods are less practical for users with
normal cameras, we present an algorithm to capture all-in-focus RGB-D video of
dynamic scenes with an unmodified commodity video camera. Our algorithm turns
the often unwanted defocus blur into a valuable signal. The input to our method
is a video in which the focus plane is continuously moving back and forth
during capture, and thus defocus blur is provoked and strongly visible. This
can be achieved by manually turning the focus ring of the lens during
recording. The core algorithmic ingredient is a new video-based
depth-from-defocus algorithm that computes space-time-coherent depth maps,
deblurred all-in-focus video, and the focus distance for each frame. We
extensively evaluate our approach, and show that it enables compelling video
post-processing effects, such as different types of refocusing.
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ABSTRACT = {Many compelling video post-processing effects, in particular aesthetic focus editing and refocusing effects, are feasible if per-frame depth information is available. Existing computational methods to capture RGB and depth either purposefully modify the optics (coded aperture, light-field imaging), or employ active RGB-D cameras. Since these methods are less practical for users with normal cameras, we present an algorithm to capture all-in-focus RGB-D video of dynamic scenes with an unmodified commodity video camera. Our algorithm turns the often unwanted defocus blur into a valuable signal. The input to our method is a video in which the focus plane is continuously moving back and forth during capture, and thus defocus blur is provoked and strongly visible. This can be achieved by manually turning the focus ring of the lens during recording. The core algorithmic ingredient is a new video-based depth-from-defocus algorithm that computes space-time-coherent depth maps, deblurred all-in-focus video, and the focus distance for each frame. We extensively evaluate our approach, and show that it enables compelling video post-processing effects, such as different types of refocusing.},
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available. Existing computational methods to capture RGB and depth either
purposefully modify the optics (coded aperture, light-field imaging), or employ
active RGB-D cameras. Since these methods are less practical for users with
normal cameras, we present an algorithm to capture all-in-focus RGB-D video of
dynamic scenes with an unmodified commodity video camera. Our algorithm turns
the often unwanted defocus blur into a valuable signal. The input to our method
is a video in which the focus plane is continuously moving back and forth
during capture, and thus defocus blur is provoked and strongly visible. This
can be achieved by manually turning the focus ring of the lens during
recording. The core algorithmic ingredient is a new video-based
depth-from-defocus algorithm that computes space-time-coherent depth maps,
deblurred all-in-focus video, and the focus distance for each frame. We
extensively evaluate our approach, and show that it enables compelling video
post-processing effects, such as different types of refocusing.
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moreAbstract
In many learning tasks, the structure of the target space of a function holds
rich information about the relationships between evaluations of functions on
different data points. Existing approaches attempt to exploit this relationship
information implicitly by enforcing smoothness on function evaluations only.
However, what happens if we explicitly regularize the relationships between
function evaluations? Inspired by homophily, we regularize based on a smooth
relationship function, either defined from the data or with labels. In
experiments, we demonstrate that this significantly improves the performance of
state-of-the-art algorithms in semi-supervised classification and in spectral
data embedding for constrained clustering and dimensionality reduction.


BibTeX
@online{KimarXiv1602.03808,
TITLE = {Semi-supervised Learning with Explicit Relationship Regularization},
AUTHOR = {Kim, Kwang In and Tompkin, James and Pfister, Hanspeter and Theobalt, Christian},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1602.03808},
EPRINT = {1602.03808},
EPRINTTYPE = {arXiv},
YEAR = {2016},
ABSTRACT = {In many learning tasks, the structure of the target space of a function holds rich information about the relationships between evaluations of functions on different data points. Existing approaches attempt to exploit this relationship information implicitly by enforcing smoothness on function evaluations only. However, what happens if we explicitly regularize the relationships between function evaluations? Inspired by homophily, we regularize based on a smooth relationship function, either defined from the data or with labels. In experiments, we demonstrate that this significantly improves the performance of state-of-the-art algorithms in semi-supervised classification and in spectral data embedding for constrained clustering and dimensionality reduction.},
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%X   In many learning tasks, the structure of the target space of a function holds
rich information about the relationships between evaluations of functions on
different data points. Existing approaches attempt to exploit this relationship
information implicitly by enforcing smoothness on function evaluations only.
However, what happens if we explicitly regularize the relationships between
function evaluations? Inspired by homophily, we regularize based on a smooth
relationship function, either defined from the data or with labels. In
experiments, we demonstrate that this significantly improves the performance of
state-of-the-art algorithms in semi-supervised classification and in spectral
data embedding for constrained clustering and dimensionality reduction.

%K Computer Science, Computer Vision and Pattern Recognition, cs.CV,Computer Science, Learning, cs.LG




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        422
    
                Paper
            
D4


        K. I. Kim, J. Tompkin, H. Pfister, and C. Theobalt
    

        “Local High-order Regularization on Data Manifolds,” 2016. [Online]. Available: http://arxiv.org/abs/1602.03805.
    
moreAbstract
The common graph Laplacian regularizer is well-established in semi-supervised
learning and spectral dimensionality reduction. However, as a first-order
regularizer, it can lead to degenerate functions in high-dimensional manifolds.
The iterated graph Laplacian enables high-order regularization, but it has a
high computational complexity and so cannot be applied to large problems. We
introduce a new regularizer which is globally high order and so does not suffer
from the degeneracy of the graph Laplacian regularizer, but is also sparse for
efficient computation in semi-supervised learning applications. We reduce
computational complexity by building a local first-order approximation of the
manifold as a surrogate geometry, and construct our high-order regularizer
based on local derivative evaluations therein. Experiments on human body shape
and pose analysis demonstrate the effectiveness and efficiency of our method.
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%X   The common graph Laplacian regularizer is well-established in semi-supervised
learning and spectral dimensionality reduction. However, as a first-order
regularizer, it can lead to degenerate functions in high-dimensional manifolds.
The iterated graph Laplacian enables high-order regularization, but it has a
high computational complexity and so cannot be applied to large problems. We
introduce a new regularizer which is globally high order and so does not suffer
from the degeneracy of the graph Laplacian regularizer, but is also sparse for
efficient computation in semi-supervised learning applications. We reduce
computational complexity by building a local first-order approximation of the
manifold as a surrogate geometry, and construct our high-order regularizer
based on local derivative evaluations therein. Experiments on human body shape
and pose analysis demonstrate the effectiveness and efficiency of our method.
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moreAbstract
Existing approaches for diffusion on graphs, e.g., for label propagation, are
mainly focused on isotropic diffusion, which is induced by the commonly-used
graph Laplacian regularizer. Inspired by the success of diffusivity tensors for
anisotropic diffusion in image processing, we presents anisotropic diffusion on
graphs and the corresponding label propagation algorithm. We develop positive
definite diffusivity operators on the vector bundles of Riemannian manifolds,
and discretize them to diffusivity operators on graphs. This enables us to
easily define new robust diffusivity operators which significantly improve
semi-supervised learning performance over existing diffusion algorithms.
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%X   Existing approaches for diffusion on graphs, e.g., for label propagation, are
mainly focused on isotropic diffusion, which is induced by the commonly-used
graph Laplacian regularizer. Inspired by the success of diffusivity tensors for
anisotropic diffusion in image processing, we presents anisotropic diffusion on
graphs and the corresponding label propagation algorithm. We develop positive
definite diffusivity operators on the vector bundles of Riemannian manifolds,
and discretize them to diffusivity operators on graphs. This enables us to
easily define new robust diffusivity operators which significantly improve
semi-supervised learning performance over existing diffusion algorithms.
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moreAbstract
In computer vision, Convolutional Neural Networks (CNNs) have recently
achieved new levels of performance for several inverse problems where RGB pixel
appearance is mapped to attributes such as positions, normals or reflectance.
In computer graphics, screen-space shading has recently increased the visual
quality in interactive image synthesis, where per-pixel attributes such as
positions, normals or reflectance of a virtual 3D scene are converted into RGB
pixel appearance, enabling effects like ambient occlusion, indirect light,
scattering, depth-of-field, motion blur, or anti-aliasing. In this paper we
consider the diagonal problem: synthesizing appearance from given per-pixel
attributes using a CNN. The resulting Deep Shading simulates all screen-space
effects as well as arbitrary combinations thereof at competitive quality and
speed while not being programmed by human experts but learned from example
images.
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images.
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        “A Versatile Scene Model with Differentiable Visibility Applied to Generative Pose Estimation,” 2016. [Online]. Available: http://arxiv.org/abs/1602.03725.
    
moreAbstract
Generative reconstruction methods compute the 3D configuration (such as pose
and/or geometry) of a shape by optimizing the overlap of the projected 3D shape
model with images. Proper handling of occlusions is a big challenge, since the
visibility function that indicates if a surface point is seen from a camera can
often not be formulated in closed form, and is in general discrete and
non-differentiable at occlusion boundaries. We present a new scene
representation that enables an analytically differentiable closed-form
formulation of surface visibility. In contrast to previous methods, this yields
smooth, analytically differentiable, and efficient to optimize pose similarity
energies with rigorous occlusion handling, fewer local minima, and
experimentally verified improved convergence of numerical optimization. The
underlying idea is a new image formation model that represents opaque objects
by a translucent medium with a smooth Gaussian density distribution which turns
visibility into a smooth phenomenon. We demonstrate the advantages of our
versatile scene model in several generative pose estimation problems, namely
marker-less multi-object pose estimation, marker-less human motion capture with
few cameras, and image-based 3D geometry estimation.
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formulation of surface visibility. In contrast to previous methods, this yields
smooth, analytically differentiable, and efficient to optimize pose similarity
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experimentally verified improved convergence of numerical optimization. The
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moreAbstract
Markerless motion capture algorithms require a 3D body with properly
personalized skeleton dimension and/or body shape and appearance to
successfully track a person. Unfortunately, many tracking methods consider
model personalization a different problem and use manual or semi-automatic
model initialization, which greatly reduces applicability. In this paper, we
propose a fully automatic algorithm that jointly creates a rigged actor model
commonly used for animation - skeleton, volumetric shape, appearance, and
optionally a body surface - and estimates the actor's motion from multi-view
video input only. The approach is rigorously designed to work on footage of
general outdoor scenes recorded with very few cameras and without background
subtraction. Our method uses a new image formation model with analytic
visibility and analytically differentiable alignment energy. For
reconstruction, 3D body shape is approximated as Gaussian density field. For
pose and shape estimation, we minimize a new edge-based alignment energy
inspired by volume raycasting in an absorbing medium. We further propose a new
statistical human body model that represents the body surface, volumetric
Gaussian density, as well as variability in skeleton shape. Given any
multi-view sequence, our method jointly optimizes the pose and shape parameters
of this model fully automatically in a spatiotemporal way.
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ABSTRACT = {Markerless motion capture algorithms require a 3D body with properly personalized skeleton dimension and/or body shape and appearance to successfully track a person. Unfortunately, many tracking methods consider model personalization a different problem and use manual or semi-automatic model initialization, which greatly reduces applicability. In this paper, we propose a fully automatic algorithm that jointly creates a rigged actor model commonly used for animation -- skeleton, volumetric shape, appearance, and optionally a body surface -- and estimates the actor's motion from multi-view video input only. The approach is rigorously designed to work on footage of general outdoor scenes recorded with very few cameras and without background subtraction. Our method uses a new image formation model with analytic visibility and analytically differentiable alignment energy. For reconstruction, 3D body shape is approximated as Gaussian density field. For pose and shape estimation, we minimize a new edge-based alignment energy inspired by volume raycasting in an absorbing medium. We further propose a new statistical human body model that represents the body surface, volumetric Gaussian density, as well as variability in skeleton shape. Given any multi-view sequence, our method jointly optimizes the pose and shape parameters of this model fully automatically in a spatiotemporal way.},
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model initialization, which greatly reduces applicability. In this paper, we
propose a fully automatic algorithm that jointly creates a rigged actor model
commonly used for animation - skeleton, volumetric shape, appearance, and
optionally a body surface - and estimates the actor's motion from multi-view
video input only. The approach is rigorously designed to work on footage of
general outdoor scenes recorded with very few cameras and without background
subtraction. Our method uses a new image formation model with analytic
visibility and analytically differentiable alignment energy. For
reconstruction, 3D body shape is approximated as Gaussian density field. For
pose and shape estimation, we minimize a new edge-based alignment energy
inspired by volume raycasting in an absorbing medium. We further propose a new
statistical human body model that represents the body surface, volumetric
Gaussian density, as well as variability in skeleton shape. Given any
multi-view sequence, our method jointly optimizes the pose and shape parameters
of this model fully automatically in a spatiotemporal way.
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moreAbstract
Marker-based and marker-less optical skeletal motion-capture methods use an
outside-in arrangement of cameras placed around a scene, with viewpoints
converging on the center. They often create discomfort by possibly needed
marker suits, and their recording volume is severely restricted and often
constrained to indoor scenes with controlled backgrounds. We therefore propose
a new method for real-time, marker-less and egocentric motion capture which
estimates the full-body skeleton pose from a lightweight stereo pair of fisheye
cameras that are attached to a helmet or virtual-reality headset. It combines
the strength of a new generative pose estimation framework for fisheye views
with a ConvNet-based body-part detector trained on a new automatically
annotated and augmented dataset. Our inside-in method captures full-body motion
in general indoor and outdoor scenes, and also crowded scenes.
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annotated and augmented dataset. Our inside-in method captures full-body motion
in general indoor and outdoor scenes, and also crowded scenes.
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moreAbstract
We propose a new technique for computing dense scene flow from two handheld
videos with wide camera baselines and different photometric properties due to
different sensors or camera settings like exposure and white balance. Our
technique innovates in two ways over existing methods: (1) it supports
independently moving cameras, and (2) it computes dense scene flow for
wide-baseline scenarios.We achieve this by combining state-of-the-art
wide-baseline correspondence finding with a variational scene flow formulation.
First, we compute dense, wide-baseline correspondences using DAISY descriptors
for matching between cameras and over time. We then detect and replace occluded
pixels in the correspondence fields using a novel edge-preserving Laplacian
correspondence completion technique. We finally refine the computed
correspondence fields in a variational scene flow formulation. We show dense
scene flow results computed from challenging datasets with independently
moving, handheld cameras of varying camera settings.
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moreAbstract
We present a new effective way for performance capture of deforming meshes
with fine-scale time-varying surface detail from multi-view video. Our method
builds up on coarse 4D surface reconstructions, as obtained with commonly used
template-based methods. As they only capture models of coarse-to-medium scale
detail, fine scale deformation detail is often done in a second pass by using
stereo constraints, features, or shading-based refinement. In this paper, we
propose a new effective and stable solution to this second step. Our framework
creates an implicit representation of the deformable mesh using a dense
collection of 3D Gaussian functions on the surface, and a set of 2D Gaussians
for the images. The fine scale deformation of all mesh vertices that maximizes
photo-consistency can be efficiently found by densely optimizing a new
model-to-image consistency energy on all vertex positions. A principal
advantage is that our problem formulation yields a smooth closed form energy
with implicit occlusion handling and analytic derivatives. Error-prone
correspondence finding, or discrete sampling of surface displacement values are
also not needed. We show several reconstructions of human subjects wearing
loose clothing, and we qualitatively and quantitatively show that we robustly
capture more detail than related methods.
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loose clothing, and we qualitatively and quantitatively show that we robustly
capture more detail than related methods.
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moreAbstract
Real-time simultaneous tracking of hands manipulating and interacting with
external objects has many potential applications in augmented reality, tangible
computing, and wearable computing. However, due to dicult occlusions,
fast motions, and uniform hand appearance, jointly tracking hand and object
pose is more challenging than tracking either of the two separately. Many
previous approaches resort to complex multi-camera setups to remedy the occlusion
problem and often employ expensive segmentation and optimization
steps which makes real-time tracking impossible. In this paper, we propose
a real-time solution that uses a single commodity RGB-D camera. The core
of our approach is a 3D articulated Gaussian mixture alignment strategy tailored
to hand-object tracking that allows fast pose optimization. The alignment
energy uses novel regularizers to address occlusions and hand-object
contacts. For added robustness, we guide the optimization with discriminative
part classication of the hand and segmentation of the object. We
conducted extensive experiments on several existing datasets and introduce
a new annotated hand-object dataset. Quantitative and qualitative results
show the key advantages of our method: speed, accuracy, and robustness.
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%X Real-time simultaneous tracking of hands manipulating and interacting with
external objects has many potential applications in augmented reality, tangible
computing, and wearable computing. However, due to dicult occlusions,
fast motions, and uniform hand appearance, jointly tracking hand and object
pose is more challenging than tracking either of the two separately. Many
previous approaches resort to complex multi-camera setups to remedy the occlusion
problem and often employ expensive segmentation and optimization
steps which makes real-time tracking impossible. In this paper, we propose
a real-time solution that uses a single commodity RGB-D camera. The core
of our approach is a 3D articulated Gaussian mixture alignment strategy tailored
to hand-object tracking that allows fast pose optimization. The alignment
energy uses novel regularizers to address occlusions and hand-object
contacts. For added robustness, we guide the optimization with discriminative
part classication of the hand and segmentation of the object. We
conducted extensive experiments on several existing datasets and introduce
a new annotated hand-object dataset. Quantitative and qualitative results
show the key advantages of our method: speed, accuracy, and robustness.
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moreAbstract
Markerless tracking of hands and fingers is a promising enabler for
human-computer interaction. However, adoption has been limited because of
tracking inaccuracies, incomplete coverage of motions, low framerate, complex
camera setups, and high computational requirements. In this paper, we present a
fast method for accurately tracking rapid and complex articulations of the hand
using a single depth camera. Our algorithm uses a novel detection-guided
optimization strategy that increases the robustness and speed of pose
estimation. In the detection step, a randomized decision forest classifies
pixels into parts of the hand. In the optimization step, a novel objective
function combines the detected part labels and a Gaussian mixture
representation of the depth to estimate a pose that best fits the depth. Our
approach needs comparably less computational resources which makes it extremely
fast (50 fps without GPU support). The approach also supports varying static,
or moving, camera-to-scene arrangements. We show the benefits of our method by
evaluating on public datasets and comparing against previous work.
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ABSTRACT = {Markerless tracking of hands and fingers is a promising enabler for human-computer interaction. However, adoption has been limited because of tracking inaccuracies, incomplete coverage of motions, low framerate, complex camera setups, and high computational requirements. In this paper, we present a fast method for accurately tracking rapid and complex articulations of the hand using a single depth camera. Our algorithm uses a novel detection-guided optimization strategy that increases the robustness and speed of pose estimation. In the detection step, a randomized decision forest classifies pixels into parts of the hand. In the optimization step, a novel objective function combines the detected part labels and a Gaussian mixture representation of the depth to estimate a pose that best fits the depth. Our approach needs comparably less computational resources which makes it extremely fast (50 fps without GPU support). The approach also supports varying static, or moving, camera-to-scene arrangements. We show the benefits of our method by evaluating on public datasets and comparing against previous work.},
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tracking inaccuracies, incomplete coverage of motions, low framerate, complex
camera setups, and high computational requirements. In this paper, we present a
fast method for accurately tracking rapid and complex articulations of the hand
using a single depth camera. Our algorithm uses a novel detection-guided
optimization strategy that increases the robustness and speed of pose
estimation. In the detection step, a randomized decision forest classifies
pixels into parts of the hand. In the optimization step, a novel objective
function combines the detected part labels and a Gaussian mixture
representation of the depth to estimate a pose that best fits the depth. Our
approach needs comparably less computational resources which makes it extremely
fast (50 fps without GPU support). The approach also supports varying static,
or moving, camera-to-scene arrangements. We show the benefits of our method by
evaluating on public datasets and comparing against previous work.
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moreAbstract
Real-time marker-less hand tracking is of increasing importance in
human-computer interaction. Robust and accurate tracking of arbitrary hand
motion is a challenging problem due to the many degrees of freedom, frequent
self-occlusions, fast motions, and uniform skin color. In this paper, we
propose a new approach that tracks the full skeleton motion of the hand from
multiple RGB cameras in real-time. The main contributions include a new
generative tracking method which employs an implicit hand shape representation
based on Sum of Anisotropic Gaussians (SAG), and a pose fitting energy that is
smooth and analytically differentiable making fast gradient based pose
optimization possible. This shape representation, together with a full
perspective projection model, enables more accurate hand modeling than a
related baseline method from literature. Our method achieves better accuracy
than previous methods and runs at 25 fps. We show these improvements both
qualitatively and quantitatively on publicly available datasets.
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}

Endnote
%0 Report
%A Sridhar, Srinath
%A Rhodin, Helge
%A Seidel, Hans-Peter
%A Oulasvirta, Antti
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T Real-Time Hand Tracking Using a Sum of Anisotropic Gaussians Model : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-002B-9878-6
%U http://arxiv.org/abs/1602.03860
%D 2016
%X   Real-time marker-less hand tracking is of increasing importance in
human-computer interaction. Robust and accurate tracking of arbitrary hand
motion is a challenging problem due to the many degrees of freedom, frequent
self-occlusions, fast motions, and uniform skin color. In this paper, we
propose a new approach that tracks the full skeleton motion of the hand from
multiple RGB cameras in real-time. The main contributions include a new
generative tracking method which employs an implicit hand shape representation
based on Sum of Anisotropic Gaussians (SAG), and a pose fitting energy that is
smooth and analytically differentiable making fast gradient based pose
optimization possible. This shape representation, together with a full
perspective projection model, enables more accurate hand modeling than a
related baseline method from literature. Our method achieves better accuracy
than previous methods and runs at 25 fps. We show these improvements both
qualitatively and quantitatively on publicly available datasets.
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moreAbstract
This paper advances a novel markerless hand tracking method for interactive applications. FullHand uses input from RGB and depth cameras in a desktop setting. It combines, in a voting scheme, a discriminative, part-based pose retrieval with a generative pose estimation method based on local optimization. We develop this approach to enable: (1) capturing hand articulations with high number of degrees of freedom, including the motion of all fingers, (2) sufficient precision, shown in a dataset of user-generated gestures, and (3) a high framerate of 50 fps for one hand. We discuss the design of free-hand interactions with the tracker and present several demonstrations ranging from simple (few DOFs) to complex (finger individuation plus global hand motion), including mouse operation, a first-person shooter and virtual globe navigation. A user study on the latter shows that free-hand interactions implemented for the tracker can equal mouse-based interactions in user performance.
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moreAbstract
We introduce FaceVR, a novel method for gaze-aware facial reenactment in the
Virtual Reality (VR) context. The key component of FaceVR is a robust algorithm
to perform real-time facial motion capture of an actor who is wearing a
head-mounted display (HMD), as well as a new data-driven approach for eye
tracking from monocular videos. In addition to these face reconstruction
components, FaceVR incorporates photo-realistic re-rendering in real time, thus
allowing artificial modifications of face and eye appearances. For instance, we
can alter facial expressions, change gaze directions, or remove the VR goggles
in realistic re-renderings. In a live setup with a source and a target actor,
we apply these newly-introduced algorithmic components. We assume that the
source actor is wearing a VR device, and we capture his facial expressions and
eye movement in real-time. For the target video, we mimic a similar tracking
process; however, we use the source input to drive the animations of the target
video, thus enabling gaze-aware facial reenactment. To render the modified
target video on a stereo display, we augment our capture and reconstruction
process with stereo data. In the end, FaceVR produces compelling results for a
variety of applications, such as gaze-aware facial reenactment, reenactment in
virtual reality, removal of VR goggles, and re-targeting of somebody's gaze
direction in a video conferencing call.
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ABSTRACT = {We introduce FaceVR, a novel method for gaze-aware facial reenactment in the Virtual Reality (VR) context. The key component of FaceVR is a robust algorithm to perform real-time facial motion capture of an actor who is wearing a head-mounted display (HMD), as well as a new data-driven approach for eye tracking from monocular videos. In addition to these face reconstruction components, FaceVR incorporates photo-realistic re-rendering in real time, thus allowing artificial modifications of face and eye appearances. For instance, we can alter facial expressions, change gaze directions, or remove the VR goggles in realistic re-renderings. In a live setup with a source and a target actor, we apply these newly-introduced algorithmic components. We assume that the source actor is wearing a VR device, and we capture his facial expressions and eye movement in real-time. For the target video, we mimic a similar tracking process; however, we use the source input to drive the animations of the target video, thus enabling gaze-aware facial reenactment. To render the modified target video on a stereo display, we augment our capture and reconstruction process with stereo data. In the end, FaceVR produces compelling results for a variety of applications, such as gaze-aware facial reenactment, reenactment in virtual reality, removal of VR goggles, and re-targeting of somebody's gaze direction in a video conferencing call.},
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Statistical models of 3D human shape and pose learned from scan databases
have developed into valuable tools to solve a variety of vision and graphics
problems. Unfortunately, most publicly available models are of limited
expressiveness as they were learned on very small databases that hardly reflect
the true variety in human body shapes. In this paper, we contribute by
rebuilding a widely used statistical body representation from the largest
commercially available scan database, and making the resulting model available
to the community (visit humanshape.mpi-inf.mpg.de). As preprocessing
several thousand scans for learning the model is a challenge in itself, we
contribute by developing robust best practice solutions for scan alignment that
quantitatively lead to the best learned models. We make implementations of
these preprocessing steps also publicly available. We extensively evaluate the
improved accuracy and generality of our new model, and show its improved
performance for human body reconstruction from sparse input data.
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moreAbstract
Motion-capture-based biomechanical simulation is a non-invasive analysis
method that yields a rich description of posture, joint, and muscle
activity in human movement. The method is presently gaining ground
in sports, medicine, and industrial ergonomics, but it also bears
great potential for studies in HCI where the physical ergonomics
of a design is important. To make the method more broadly accessible,
we study its predictive validity for movements and users typical
to studies in HCI. We discuss the sources of error in biomechanical
simulation and present results from two validation studies conducted
with a state-of-the-art system. Study I tested aimed movements ranging
from multitouch gestures to dancing, finding out that the critical
limiting factor is the size of movement. Study II compared muscle
activation predictions to surface-EMG recordings in a 3D pointing
task. The data shows medium-to-high validity that is, however, constrained
by some characteristics of the movement and the user. We draw concrete
recommendations to practitioners and discuss challenges to developing
the method further.
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moreAbstract
Intrinsic shape matching has become the standard approach for pose
invariant correspondence estimation among deformable shapes. Most
existing approaches assume global consistency. While global isometric
matching is well understood, only a few heuristic solutions are known
for partial matching. Partial matching is particularly important
for robustness to topological noise, which is a common problem in
real-world scanner data. We introduce a new approach to partial isometric
matching based on the observation that isometries are fully determined
by local information: a map of a single point and its tangent space
fixes an isometry. We develop a new representation for partial isometric
maps based on equivalence classes of correspondences between pairs
of points and their tangent-spaces. We apply our approach to register
partial point clouds and compare it to the state-of-the-art methods,
where we obtain significant improvements over global methods for
real-world data and stronger guarantees than previous partial matching
algorithms.
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moreAbstract
Presenting stereoscopic content on 3D displays is a challenging task, usually 
requiring manual adjustments. A number of techniques have been developed to aid 
this process, but they account for binocular disparity of surfaces that are 
diffuse and opaque only. However, combinations of transparent as well as 
specular materials are common in the real and virtual worlds, and pose a 
significant problem. For example, excessive disparities can be created which 
cannot be fused by the observer. Also, multiple stereo interpretations become 
possible, e. g., for glass, that both reflects and refracts, which may confuse 
the observer and result in poor 3D experience. In this work, we propose an 
efficient method for analyzing and controlling disparities in 
computer-generated images of such scenes where surface positions and a layer 
decomposition are available. Instead of assuming a single per-pixel disparity 
value, we estimate all possibly perceived disparities at each image location. 
Based on this representation, we define an optimization to find the best 
per-pixel camera parameters, assuring that all disparities can be easily fused 
by a human. A preliminary perceptual study indicates, that our approach 
combines comfortable viewing with realistic depiction of typical specular 
scenes.
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Image calibration requires both linearization of pixel values and scaling so that values in the image correspond to real-world luminances. In this paper we focus on the latter and rather than rely on camera characterization, we calibrate images by analysing their content and metadata, obviating the need for expensive measuring devices or modeling of lens and camera combinations. Our analysis correlates sky pixel values to luminances that would be expected based on geographical metadata. Combined with high dynamic range (HDR) imaging, which gives us linear pixel data, our algorithm allows us to find absolute luminance values for each pixel—effectively turning digital cameras into	absolute light meters. To validate our algorithm we have collected and annotated a calibrated set of HDR images and compared our estimation with several other approaches, showing that our approach is able to more accurately recover absolute luminance. We discuss various applications and demonstrate the utility of our method in the context of calibrated color appearance reproduction and lighting design.
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moreAbstract
The Morse-Smale complex can be either explicitly or implicitly represented.
Depending on the type of representation, the simplification of the
Morse-Smale complex works differently. In the explicit representation,
the Morse-Smale complex is directly simplified by explicitly reconnecting
the critical points during the simplification. In the implicit representation,
on the other hand, the Morse-Smale complex is given by a combinatorial
gradient field. In this setting, the simplification changes the combinatorial
flow, which yields an indirect simplification of the Morse-Smale
complex. The topological complexity of the Morse-Smale complex is
reduced in both representations. However, the simplifications generally
yield different results. In this paper, we emphasize the differences
between these two representations, and provide a high-level discussion
about their advantages and limitations.
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moreAbstract
This paper studies the presentation of moving stereo images on different 
display devices. We address three representative issues. First, we propose 
temporal compensation for the Pulfrich effect found when using anaglyph 
glasses. Second, we describe, how content-adaptive capture protocols can reduce 
false motion-in-depth sensation for time-multiplexing based displays. Third, we 
conclude with a recommendation how to improve rendering of synthetic stereo 
animations.
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moreAbstract
Abstract GrabCut is a segmentation technique for 2D still color images, which is mainly based on an iterative energy minimization. The energy function of the GrabCut optimization algorithm is based mainly on a probabilistic model for pixel color distribution. Therefore, GrabCut may introduce unacceptable results in the cases of low contrast between foreground and background colors. In this manner, this paper presents a modified GrabCut technique for the segmentation of human faces from images of full humans. The modified technique introduces a new face location model for the energy minimization function of the GrabCut, in addition to the existing color one. This location model considers the distance distribution of the pixels from the silhouette boundary of a fitted head, of a 3D morphable model, to the image. The experimental results of the modified GrabCut have demonstrated better segmentation robustness and accuracy compared to the original GrabCut for human face segmentation.
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moreAbstract
Harmonic surface deformation is a well-known geometric modeling method that
creates plausible deformations in an interactive manner. However, this method
is susceptible to artifacts, in particular close to the deformation handles.
These artifacts often correlate with strong gradients of the deformation
energy.In this work, we propose a novel formulation of harmonic surface
deformation, which incorporates a regularization of the deformation energy. To
do so, we build on and extend a recently introduced generic linear
regularization approach. It can be expressed as a change of norm for the linear
optimization problem, i.e., the regularization is baked into the optimization.
This minimizes the implementation complexity and has only a small impact on
runtime. Our results show that a moderate use of regularization suppresses many
deformation artifacts common to the well-known harmonic surface deformation
method, without introducing new artifacts.


BibTeX
@online{kozlov14,
TITLE = {Regularized Harmonic Surface Deformation},
AUTHOR = {Kozlov, Yeara and Esturo, Janick Martinez and Seidel, Hans-Peter and Weinkauf, Tino},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1408.3326},
EPRINT = {1408.3326},
EPRINTTYPE = {arXiv},
YEAR = {2014},
ABSTRACT = {Harmonic surface deformation is a well-known geometric modeling method that creates plausible deformations in an interactive manner. However, this method is susceptible to artifacts, in particular close to the deformation handles. These artifacts often correlate with strong gradients of the deformation energy.In this work, we propose a novel formulation of harmonic surface deformation, which incorporates a regularization of the deformation energy. To do so, we build on and extend a recently introduced generic linear regularization approach. It can be expressed as a change of norm for the linear optimization problem, i.e., the regularization is baked into the optimization. This minimizes the implementation complexity and has only a small impact on runtime. Our results show that a moderate use of regularization suppresses many deformation artifacts common to the well-known harmonic surface deformation method, without introducing new artifacts.},
}

Endnote
%0 Report
%A Kozlov, Yeara
%A Esturo, Janick Martinez
%A Seidel, Hans-Peter
%A Weinkauf, Tino
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Regularized Harmonic Surface Deformation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0024-49F5-A
%U http://arxiv.org/abs/1408.3326
%D 2014
%X   Harmonic surface deformation is a well-known geometric modeling method that
creates plausible deformations in an interactive manner. However, this method
is susceptible to artifacts, in particular close to the deformation handles.
These artifacts often correlate with strong gradients of the deformation
energy.In this work, we propose a novel formulation of harmonic surface
deformation, which incorporates a regularization of the deformation energy. To
do so, we build on and extend a recently introduced generic linear
regularization approach. It can be expressed as a change of norm for the linear
optimization problem, i.e., the regularization is baked into the optimization.
This minimizes the implementation complexity and has only a small impact on
runtime. Our results show that a moderate use of regularization suppresses many
deformation artifacts common to the well-known harmonic surface deformation
method, without introducing new artifacts.

%K Computer Science, Graphics, cs.GR




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        564
    
                Thesis
            
D4


        Y. Kozlov
    

        “Analysis of Energy Regularization for Harmonic Surface Deformation,” Universität des Saarlandes, Saarbrücken, 2014.
    
moreAbstract
Recently it has been shown that regularization can be beneficial for a variety 
of geometry processing methods on discretized domains. 
 
Linear energy regularization, proposed by Martinez Esturo et al. [MRT14], 
creates a global, linear regularization term which is strongly coupled with the 
deformation energy. It can be computed interactively, with little impact on 
runtime.
 
This work analyzes the effects of linear energy regularization on harmonic 
surface deformation, proposed by Zayer et al. [ZRKS05]. Harmonic surface 
deformation is a variational technique for gradient domain surface manipulation.
 
This work demonstrate that linear energy regularization can overcome some of 
the inherent limitations associated with this technique, can effectively reduce 
common artifacts associated with this method, eliminating the need for costly 
non-linear regularization, and expanding the modeling capabilities for
harmonic surface deformation.
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Presenting stereoscopic content on 3D displays is a challenging task, usually 
requiring manual adjustments. A number of techniques have been developed to aid 
this process, but they account for binocular disparity of surfaces that are 
diffuse and opaque only. However, combinations of transparent as well as 
specular materials are common in the real and virtual worlds, and pose a 
significant problem. For example, excessive disparities can be created which 
cannot be fused by the observer. Also, multiple stereo interpretations become 
possible, e. g., for glass, that both reflects and refracts, which may confuse 
the observer and result in poor 3D experience. In this work, we propose an 
efficient method for analyzing and controlling disparities in 
computer-generated images of such scenes where surface positions and a layer 
decomposition are available. Instead of assuming a single per-pixel disparity 
value, we estimate all possibly perceived disparities at each image location. 
Based on this representation, we define an optimization to find the best 
per-pixel camera parameters, assuring that all disparities can be easily fused 
by a human. A preliminary perceptual study indicates, that our approach 
combines comfortable viewing with realistic depiction of typical specular 
scenes.
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moreAbstract
In Human-Computer Interaction (HCI), experts seek to evaluate and
compare the performance and ergonomics of user interfaces. Recently,
a novel cost-efficient method for estimating physical ergonomics
and performance has been introduced to HCI. It is based on optical
motion capture and biomechanical simulation. It provides a rich source
for analyzing human movements summarized in a multidimensional data
set. Existing visualization tools do not sufficiently support the
HCI experts in analyzing this data. We identified two shortcomings.
First, appropriate visual encodings are missing particularly for
the biomechanical aspects of the data. Second, the physical setup
of the user interface cannot be incorporated explicitly into existing
tools.
 
 
We present MovExp, a versatile visualization tool that supports the
evaluation of user interfaces. In particular, it can be easily adapted
by the HCI experts to include the physical setup that is being evaluated,
and visualize the data on top of it. Furthermore, it provides a variety
of visual encodings to communicate muscular loads, movement directions,
and other specifics of HCI studies that employ motion capture and
biomechanical simulation.
 
 
In this design study, we follow a problem-driven research approach.
Based on a formalization of the visualization needs and the data
structure, we formulate technical requirements for the visualization
tool and present novel solutions to the analysis needs of the HCI
experts. We show the utility of our tool with four case studies from
the daily work of our HCI experts.
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We present MovExp, a versatile visualization tool that supports the
evaluation of user interfaces. In particular, it can be easily adapted
by the HCI experts to include the physical setup that is being evaluated,
and visualize the data on top of it. Furthermore, it provides a variety
of visual encodings to communicate muscular loads, movement directions,
and other specifics of HCI studies that employ motion capture and
biomechanical simulation.


In this design study, we follow a problem-driven research approach.
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moreAbstract
Parallel Coordinates is an often used visualization method for multidimensional
data sets. Its main challenges for large data sets are visual clutter
and overplotting which hamper the recognition of patterns in the
data. We present an edge-bundling method using density-based clustering
for each dimension. This reduces clutter and provides a faster overview
of clusters and trends. Moreover, it allows rendering the clustered
lines using polygons, decreasing rendering time remarkably. In addition,
we design interactions to support multidimensional clustering with
this method. A user study shows improvements over the classic parallel
coordinates plot in two user tasks: correlation estimation and subset
tracing.
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moreAbstract
Panoramic imagery is viewed daily by thousands of people, and panoramic video imagery is becoming more common. This imagery is viewed on many different devices with different properties, and the effect of these differences on spatio-temporal task performance is yet untested on these imagery. We adapt a novel panoramic video interface and conduct a user study to discover whether display type affects spatio-temporal reasoning task performance across desktop monitor, tablet, and head-mounted displays. We discover that, in our complex reasoning task, HMDs are as effective as desktop displays even if participants felt less capable, but tablets were less effective than desktop displays even though participants felt just as capable. Our results impact virtual tourism, telepresence, and surveillance applications, and so we state the design implications of our results for panoramic imagery systems.
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moreAbstract
We present a method to find repeating topological structures in scalar
data sets. More precisely, we compare all subtrees of two merge trees
against each other - in an efficient manner exploiting redundancy.
This provides pair-wise distances between the topological structures
defined by sub/superlevel sets, which can be exploited in several
applications such as finding similar structures in the same data
set, assessing periodic behavior in time-dependent data, and comparing
the topology of two different data sets. To do so, we introduce a
novel data structure called the extended branch decomposition graph,
which is composed of the branch decompositions of all subtrees of
the merge tree. Based on dynamic programming, we provide two highly
efficient algorithms for computing and comparing extended branch
decomposition graphs. Several applications attest to the utility
of our method and its robustness against noise.
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moreAbstract
We propose a method that allows users to define flow features in form
	of patterns represented as sparse sets of stream line segments. Our
	approach finds similar occurrences in the same or other time steps.
	Related approaches define patterns using dense, local stencils or
	support only single segments. Our patterns are defined sparsely and
	can have a significant extent, i.e., they are integration-based and
	not local. This allows for a greater flexibility in defining features
	of interest. Similarity is measured using intrinsic curve properties
	only, which enables invariance to location, orientation, and scale.
	Our method starts with splitting stream lines using globally-consistent
	segmentation criteria. It strives to maintain the visually apparent
	features of the flow as a collection of stream line segments. Most
	importantly, it provides similar segmentations for similar flow structures.
	For user-defined patterns of curve segments, our algorithm finds
	similar ones that are invariant to similarity transformations. We
	showcase the utility of our method using different 2D and 3D flow
	fields.
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moreAbstract
Motion-capture-based biomechanical simulation is a non-invasive analysis
method that yields a rich description of posture, joint, and muscle
activity in human movement. The method is presently gaining ground
in sports, medicine, and industrial ergonomics, but it also bears
great potential for studies in HCI where the physical ergonomics
of a design is important. To make the method more broadly accessible,
we study its predictive validity for movements and users typical
to studies in HCI. We discuss the sources of error in biomechanical
simulation and present results from two validation studies conducted
with a state-of-the-art system. Study I tested aimed movements ranging
from multitouch gestures to dancing, finding out that the critical
limiting factor is the size of movement. Study II compared muscle
activation predictions to surface-EMG recordings in a 3D pointing
task. The data shows medium-to-high validity that is, however, constrained
by some characteristics of the movement and the user. We draw concrete
recommendations to practitioners and discuss challenges to developing
the method further.
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moreAbstract
We discuss strategies to successfully work with strict feature definitions such as topology in the presence of noisy/uncertain data. To that
	end, we review previous work from the literature and identify three
	strategies: the development of fuzzy analogs to strict feature definitions,
	the aggregation of features, and the filtering of features. Regarding
	the latter, we will present a detailed discussion of filtering ridges/valleys
	and topological structures.
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moreAbstract
Finding correspondences is a crucial aspect in many fields of computer vision 
and computer graphics such as structure from motion, camera motion estimation 
and 3D reconstruction. Current feature point detection and motion tracking 
algorithms provide accurate correspondences for a sequence of images. However, 
if the corresponding 3D point of some feature track is occluded, leaves the 
image or is rejected for some other reason, the feature track is dropped. If 
the point reappears in some later image, a new track is started without knowing 
of the existence of the old track, thus losing important information about the 
scene and the motion of the point. There exists no single algorithm that allows 
to track feature points in a short range as well as long range.\\
We propose an algorithm that takes advantage of both, optic flow based feature 
point tracker and descriptor based long range matching.
While the feature point tracker provides accurate feature tracks, we use 
descriptor based matching to combine new tracks with already existing tracks, 
thereby reducing the number of feature tracks covering the whole scene while 
increasing the number of feature points per track. Feature tracks are 
represented by a minimal amount of feature descriptors that describe the 
feature track best.
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scene and the motion of the point. There exists no single algorithm that allows 
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We propose an algorithm that takes advantage of both, optic flow based feature 
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While the feature point tracker provides accurate feature tracks, we use 
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thereby reducing the number of feature tracks covering the whole scene while 
increasing the number of feature points per track. Feature tracks are 
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moreAbstract
For efficient design of gestural user interfaces both performance and fatigue characteristics of movements must be understood. We are developing a novel method that allows for biomechanical analysis in conjunction with performance analysis. We capture motion data using optical tracking from which we can compute performance measures such as speed and accuracy. The measured motion data also serves as input for a biomechanical simulation using inverse dynamics and static optimization on a full-body skeletal model. The simulation augments the data by biomechanical quantities from which we derive an index of fatigue. We are working on an interactive analysis tool that allows practitioners to identify and compare movements with desirable performance and fatigue properties. We show the applicability of our methodology using a case study of rapid aimed movements to targets covering the 3D movement space uniformly.
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moreAbstract
This work presents an approximate algorithm for computing light scattering 
within homogeneous participating environments in screen space. Instead of 
simulating the full global illumination in participating media we model the 
scattering process by a physically-based point spread function. To do this 
efficiently we apply the point spread function by performing a discrete 
hierarchical convolution in a texture MIP map. We solve the main problem of 
this approach, illumination leaking, by designing a custom anisotropic 
incremental filter. Our solution is fully parallel, runs in hundreds of 
frames-per-second for usual screen resolutions and is directly applicable in 
most existing 2D or 3D rendering architectures.
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moreAbstract
We present PianoText, a text entry method based on a piano keyboard with an optimized mapping between notes
and chords of music to letters of the English language. PianoText exemplies the idea of transferring musical expertise to a text entry task by computationally searching for mappings between frequent motor patterns
while considering their n-gram frequency distributions and respecting constraints aecting the playability of music. In the Interactivity session, audience members with piano skills can transcribe text with PianoText, and a trained pianist will show that it allows him to generate text at
speeds close to that of professional QWERTY-typists.
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moreAbstract
High dynamic range reconstruction of dynamic scenes requires careful handling 
of dynamic objects to prevent ghosting. However, in a recent review, Srikantha 
et al. [2012] conclude that "there is no single best method and the selection 
of an approach depends on the user's goal". We attempt to solve this problem 
with a novel approach that models the noise distribution of color values. We 
estimate the likelihood that a pair of colors in different images are 
observations of the same irradiance, and we use a Markov random field prior to 
reconstruct irradiance from pixels that are likely to correspond to the same 
static scene object. Dynamic content is handled by selecting a single low 
dynamic range source image and hand-held capture is supported through 
homography-based image alignment. Our noise-based reconstruction method 
achieves better ghost detection and removal than state-of-the-art methods for 
cluttered scenes with large object displacements. As such, our method is 
broadly applicable and helps move the field towards a single method for dynamic 
scene HDR reconstruction.
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moreAbstract
In the context of image and video editing, this thesis proposes methods for 
modifying the semantic content of a recorded scene. Two different editing 
problems are approached: First, the removal of ghosting artifacts from high 
dynamic range (HDR) images recovered from exposure sequences, and second, the 
removal of objects from video sequences recorded with and without camera 
motion. These editings need to be performed in a way that the result looks 
plausible to humans, but without having to recover detailed models about the 
content of the scene, e.g. its geometry, reflectance, or illumination. The 
proposed editing methods add new key ingredients, such as camera noise models 
and global optimization frameworks, that help achieving results that surpass 
the capabilities of state-of-the-art methods. Using these ingredients, each 
proposed method defines local visual properties that approximate well the 
specific editing requirements of each task. These properties are then encoded 
into a energy function that, when globally minimized, produces the required 
editing results. The optimization of such energy functions corresponds to 
Bayesian inference problems that are solved efficiently using graph cuts. The 
proposed methods are demonstrated to outperform other state-of-the-art methods. 
Furthermore, they are demonstrated to work well on complex real-world scenarios 
that have not been previously addressed in the literature, i.e., highly 
cluttered scenes for HDR deghosting, and highly dynamic scenes and 
unconstrained camera motion for object removal from videos.
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moreAbstract
Reconstructing a three-dimensional representation of human motion in real-time 
constitutes an important research topic with applications in sports sciences, 
human-computer-interaction, and the movie industry. In this paper, we 
contribute with a robust algorithm for estimating a personalized human body 
model from just two sequentially captured depth images that is more accurate 
and runs an order of magnitude faster than the current state-of-the-art 
procedure.
Then, we employ the estimated body model to track the pose in real-time from a 
stream of depth images using a tracking algorithm that combines local pose 
optimization and a stabilizing
database look-up. Together, this enables accurate pose tracking that is more 
accurate than previous approaches. As a further contribution, we evaluate and 
compare our algorithm to previous work on a comprehensive benchmark dataset 
containing more than 15 minutes of challenging motions. This dataset comprises 
calibrated marker-based motion capture data, depth data, as well as ground 
truth tracking results and is publicly available for research purposes.
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moreAbstract
The processing of human motion data constitutes an important strand of research 
with many applications
in computer animation, sport science and medicine. Currently, there exist 
various systems for recording 
human motion data that employ sensors of different modalities such as optical, 
inertial and
depth sensors. Each of these sensor modalities have intrinsic advantages and 
disadvantages that
make them suitable for capturing specific aspects of human motions as, for 
example, the overall
course of a motion, the shape of the human body, or the kinematic properties of 
motions.
In this thesis, we contribute with algorithms that exploit the respective 
strengths of these
different modalities for comparing, classifying, and tracking human motion in 
various scenarios.
First, we show how our proposed techniques can be employed, \textite.\,g., 
for real-time motion reconstruction
using efficient cross-modal retrieval techniques. Then, we discuss a practical 
application of inertial sensors-based
features to the classification of trampoline motions. As a further contribution,
we elaborate on estimating the human body shape from depth data with 
applications to personalized motion tracking.
Finally, we introduce methods to stabilize a depth tracker in challenging 
situations such as in presence of occlusions.
Here, we exploit the availability of complementary inertial-based sensor 
information.
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moreAbstract
Rotations performed with the index finger and thumb involve some of the most complex motor action among common multi-touch gestures, yet little is known about the factors affecting performance and ergonomics. This note presents results from a study where the angle, direction, diameter, and position of rotations were systematically manipulated. Subjects were asked to perform the rotations as quickly as possible without losing contact with the display, and were allowed to skip rotations that were too uncomfortable. The data show surprising interaction effects among the variables, and help us identify whole categories of rotations that are slow and cumbersome for users.
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moreAbstract
Beyond the careful design of stereo acquisition equipment and rendering 
algorithms, disparity post-processing has recently received much attention, 
where one of the key tasks is to compress the originally large disparity range 
to avoid viewing discomfort. The perception of dynamic stereo content however, 
relies on reproducing the full disparity-time volume that a scene point 
undergoes in motion. This volume can be strongly distorted in manipulation, 
which is only concerned with changing disparity at one instant in time, even if 
the temporal coherence of that change is maintained. We propose an optimization 
to preserve stereo motion of content that was subject to an arbitrary disparity 
manipulation, based on a perceptual model of temporal disparity changes. 
Furthermore, we introduce a novel 3D warping technique to create stereo image 
pairs that conform to this optimized disparity map. The paper concludes with 
perceptual studies of motion reproduction quality and task performance in a 
simple game, showing how our optimization can achieve both viewing comfort and 
faithful stereo motion.
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moreAbstract
This thesis describes the research results and contributions that have been 
achieved during the author�s doctoral work. It is divided into two independent 
parts, each of which is devoted to a particular research aspect.
The first part covers the true-to-detail creation of digital pieces of art, 
so-called
relief sculptures, from given 3D models. The main goal is to limit the depth of 
the
contained objects with respect to a certain perspective without compromising the
initial three-dimensional impression. Here, the preservation of significant 
features
and especially their sharpness is crucial. Therefore, it is necessary to 
overemphasize fine surface details to ensure their perceptibility in the more 
complanate relief.Our developments are aimed at amending the flexibility and 
user-friendliness during the generation process. The main focus is on providing 
real-time solutions with intuitive usability that make it possible to create 
precise, lifelike andaesthetic results. These goals are reached by a GPU 
implementation, the use of efficient filtering techniques, and the replacement 
of user defined parameters by adaptive values. Our methods are capable of 
processing dynamic scenes and allow the generation of seamless artistic reliefs 
which can be composed of multiple elements.
The second part addresses the analysis of repetitive structures, so-called 
symmetries, within very large data sets. The automatic recognition of components
and their patterns is a complex correspondence problem which has numerous 
applications ranging from information visualization over compression to 
automatic
scene understanding. Recent algorithms reach their limits with a growing amount
of data, since their runtimes rise quadratically. Our aim is to make even 
massive
data sets manageable. Therefore, it is necessary to abstract features and to 
develop a suitable, low-dimensional descriptor which ensures an efficient, 
robust, and purposive search. A simple inspection of the proximity within the 
descriptor space helps to significantly reduce the number of necessary pairwise 
comparisons. Our method scales quasi-linearly and allows a rapid analysis of 
data sets which could not be handled by prior approaches because of their size.
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moreAbstract
Volumetric phenomena are an integral part of standard rendering, yet, no 
suitable tools to edit characteristic properties are available so far.
Either simulation results are used directly, or modifications are high-level, 
e.g., noise functions to influence appearance. Intuitive artistic control is 
not possible.
 
We propose a solution to stylize single-scattering volumetric effects. 
Emission, scattering and extinction become amenable to artistic control while 
preserving a smooth and coherent appearance when changing the viewpoint.
Our approach lets the user define a number of target views to be matched when 
observing the volume from this perspective. Via an analysis of the volumetric 
rendering equation, we can show how to link this problem to tomographic 
reconstruction.
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moreAbstract
When depicting both virtual and physical worlds, the viewer's impression of 
presence in these worlds is strongly linked to camera motion. Plausible and 
artist-controlled camera movement can substantially increase scene immersion. 
While physical camera motion exhibits subtle details of position, rotation, and 
acceleration, these details are often missing for virtual camera motion. In 
this work, we analyze camera movement using signal theory. Our system allows us 
to stylize a smooth user-defined virtual base camera motion by enriching it 
with plausible details. A key component of our system is a database of videos 
filmed by physical cameras. These videos are analyzed with a camera-motion 
estimation algorithm (structure-from-motion) and labeled manually with a 
specific style. By considering spectral properties of location, orientation and 
acceleration, our solution learns camera motion details. Consequently, an 
arbitrary virtual base motion, defined in any conventional animation package, 
can be automatically modified according to a user-selected style. In an 
animation package the camera motion base path is typically defined by the user 
via function curves. Another possibility is to obtain the camera path by using 
a mixed reality camera in motion capturing studio. As shown in our experiments, 
the resulting shots are still fully artist-controlled, but appear richer and 
more physically plausible.
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moreAbstract
Many high-level image processing tasks require an estimate of the positions, directions and relative intensities of the light sources that illuminated the depicted scene. In image-based rendering, augmented reality and computer vision, such tasks include matching image contents based on illumination, inserting rendered synthetic objects into a natural image, intrinsic images, shape from shading and image relighting. Yet, accurate and robust illumination estimation, particularly from a single image, is a highly ill-posed problem. In this paper, we present a new method to estimate the illumination in a single image as a combination of achromatic lights with their 3D directions and relative intensities. In contrast to previous methods, we base our azimuth angle estimation on curve fitting and recursive refinement of the number of light sources. Similarly, we present a novel surface normal approximation using an osculating arc for the estimation of zenith angles. By means of a new data set of ground-truth data and images, we demonstrate that our approach produces more robust and accurate results, and show its versatility through novel applications such as image compositing and analysis.
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moreAbstract
We propose a non-permanent add-on that enables plenoptic imaging with standard 
cameras. Our design is based on a physical copying mechanism that multiplies a 
sensor image into a number of identical copies that still carry the plenoptic 
information of interest. Via different optical filters, we can then recover the 
desired information. A minor modification of the design also allows for 
aperture sub-sampling and, hence, light-field imaging. As the filters in our 
design are exchangeable, a reconfiguration for different imaging purposes is 
possible. We show in a prototype setup that high dynamic range, multispectral, 
polarization, and light-field imaging can be achieved with our design.
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moreAbstract
Crowd-sourced data bases such as Flickr for images or Google 3D Warehouse for 
3D meshes provide vast amounts of shape data. While the shapes in these 
databases come annotated with user-provided semantic labels, those annotations 
are noisy and inconsistent. Organizing these data sets by semantic criteria 
therefore remains a difficult task. We explore techniques that use machine 
learning for finding out how images and 3D meshes can be associated with the 
corresponding semantic labels. We present how an existing method for 
large-scale image annotation ("WSABIE" by Weston et al. 2011) can be extended 
to support a multi modal setting, in which we can learn a joint semantic 
structuring of both meshes and images.
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moreAbstract
We present a comprehensive data-driven statistical model for skin and muscle 
deformation of the human shoulder-arm complex.
Skin deformations arise from complex bio-physical effects such as
non-linear elasticity of muscles, fat, and connective tissue; 
and vary with physiological constitution of the subjects and external forces 
applied during motion.
Thus, they are hard to model by direct physical simulation.
Our alternative approach is based on learning deformations
from multiple subjects performing different exercises under varying external 
forces.
We capture the training data through a novel multi-camera approach that is able 
to reconstruct fine-scale muscle detail in motion.
The resulting reconstructions from several people are aligned into one common 
shape parametrization,
and learned using a semi-parametric non-linear method.
Our learned data-driven model is fast, compact and controllable with a small 
set of intuitive parameters - pose, body shape and external forces, 
through which a novice artist can interactively produce complex muscle 
deformations. 
Our method is able to capture and synthesize fine-scale muscle bulge effects to 
a greater level of realism than achieved previously. We provide quantitative 
and qualitative validation of our method.
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moreAbstract
We propose a method that extracts sparse and spatially localized deformation modes from an animated mesh sequence. To this end, we propose a new way to extend the theory of sparse matrix decompositions to 3D mesh sequence processing, and further contribute with an automatic way to ensure spatial locality of the decomposition in a new optimization framework. The extracted dimensions often have an intuitive and clear interpretable meaning. Our method optionally accepts user-constraints to guide the process of discovering the underlying latent deformation space. The capabilities of our efficient, versatile, and easy-to-implement method are extensively demonstrated on a variety of data sets and application contexts. We demonstrate its power for user friendly intuitive editing of captured mesh animations, such as faces, full body motion, cloth animations, and muscle deformations. We further show its benefit for statistical geometry processing and biomechanically meaningful animation editing. It is further shown qualitatively and quantitatively that our method outperforms other unsupervised decomposition methods and other animation parameterization approaches in the above use cases.
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moreAbstract
This work addresses the challenge of intuitive appearance editing in scenes 
with complex geometric layout and complex, spatially-varying indirect lighting.
In contrast to previous work, that aimed to edit surface reflectance, our 
system allows a user to freely manipulate the surface light field.
It then finds the best surface reflectance that ``explains'' the surface light 
field manipulation.
Instead of classic \mathcal L_2 fitting of reflectance to a combination of 
incoming and exitant illumination, our system infers a sparse \mathcal L_0 
change of shading parameters instead.
Consequently, our system does not require ``diffuse'' or ``glossiness'' brushes 
or any such understanding of the underlying reflectance parametrization.
Instead, it infers reflectance changes from scribbles made by a single simple 
color brush tool alone: Drawing a highlight will increase Phong specular; 
blurring a mirror reflection will decrease glossiness; etc. 
A sparse-solver framework operating on a novel point-based, pre-convolved 
lighting representation in combination with screen-space edit upsampling allows 
to perform editing interactively on a GPU.
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moreAbstract
We study the design of split keyboards for fast text entry with two thumbs on mobile touchscreen devices. The layout of KALQ was determined through first studying how users should grip a device with two hands. We then assigned letters to keys computationally, using a model of two-thumb tapping. KALQ minimizes thumb travel distance and maximizes alternation between thumbs. An error correction algorithm was added to help address linguistic and motor errors. Users reached a rate of 37 words per minute (with a 5% error rate) after a training program.
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moreAbstract
The finite-time Lyapunov exponent (FTLE) has become a standard tool
for analyzing unsteady flow phenomena, partly since its ridges can
be interpreted as Lagrangian coherent structures (LCS). While there
are several definitions for ridges, a particular one called second
derivative ridges has been introduced in the context of LCS, but
subsequently received criticism from several researchers for being
over-constrained. Among the critics are Norgard and Bremer [Physica
D 2012.05.006], who suggest furthermore that the widely used definition
of height ridges was a part of the definition of second derivative
ridges, and that topological separatrices were ill-suited for describing
ridges. We show that (a) the definitions of height ridges and second
derivative ridges are not directly related, and (b) there is an interdisciplinary
consensus throughout the literature that topological separatrices
describe ridges. Furthermore, we provide pointers to practically
feasible and numerically stable ridge extraction schemes for FTLE
fields.
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moreAbstract
There are many visions that touch on the future of human computer interaction from a trans-human future to a post-technological UI. However visions related to the progress of technology are not new. Creative and insightful visionaries from Denis Diderot to Vannevar Bush have been postulating visions of possible futures or technology for centuries. Some idealised views end up discredited with advances in knowledge, while others now appear remarkably prescient. The question is, do visions and the process of creating them have a place in CHI, or are they simply flights of fancy?
 
This SIG meeting provides a forum for visionaries; researchers and practitioners looking to consider the place and importance of visions within CHI. Can visions, the process of visioning and forming new visions help us refine, advance or develop new research or forms of interaction. And if visions are important to us, then are they part of the regular academic process? If so, should CHI provide venues for publishing new visions?
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moreAbstract
We propose an approach to �pack� a set of two-dimensional graphical primitives 
into a spatial layout that follows artistic goals. We formalize this process as 
projecting from a high-dimensional feature space into a 2D layout. Our system 
does not expose the control of this projection to the user in form of sliders 
or similar interfaces. Instead, we infer the desired layout of all primitives 
from interactive placement of a small subset of example primitives. To produce 
a pleasant distribution of primitives with spatial extend, we produce a 
pleasant distribution of primitives with spatial extend, we propose a novel 
generalization of Centroidal Voronoi Tesselation which equalizes the distances 
between boundaries of nearby primitives. Compared to previous primitive 
distribution approaches our GPU implementation achieves both better fidelity 
and asymptotically higher speed. A user study evaluates the system�s usability.
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moreAbstract
In this paper we propose a new continuous Shape from Texture (SfT) model for 
piecewise planar surfaces. It is based on the assumptions of texture 
homogeneity and perspective camera projection. We show that in this setting an 
unidirectional texture analysis suffices for performing SfT. With carefully 
chosen approximations and a separable representation, novel closed-form 
formulas for the surface orientation in terms of texture gradients are derived. 
On top of this model, we propose a SfT algorithm based on spatial derivatives 
of the dominant local spatial frequency in the source image. The method is 
motivated geometrically and it is justified rigorously by error estimates. The 
reliability of the algorithm is evaluated by synthetic and real world 
experiments.
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moreAbstract
The availability of electronic audio synthesizers has led to the development of 
many novel control interfaces for music synthesis. The importance of the human 
hand as a communication channel makes it a natural candidate for such a control 
interface. In this paper I present HandSonor, a novel non-contact and fully 
customizable control interface that uses the motion of the hand for music synthesis. HandSonor uses images from multiple cameras to track the realtime, articulated 3D motion of the hand without using markers or gloves. I frame the problem of transforming hand motion into music as a parameter mapping problem for a range of instruments. I have built a graphical user interface (GUI) to allow users to dynamically select instruments and map the corresponding parameters to the motion of the hand. I present results of hand motion 
tracking, parameter mapping and realtime audio synthesis which show that users 
can play music using HandSonor.
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moreAbstract
Flexpad is an interactive system that combines a depth camera and a projector 
to transform sheets of plain paper or foam into flexible, highly deformable, 
and spatially aware handheld displays. We present a novel approach for tracking 
deformed surfaces from depth images in real time. It captures deformations in 
high detail, is very robust to occlusions created by the user�s hands and 
fingers, and does not require any kind of markers or visible texture. As a 
result, the display is considerably more deformable than in previous work on 
flexible handheld displays, enabling novel applications that leverage the high 
expressiveness of detailed deformation. We illustrate these unique capabilities 
through three application examples: curved cross-cuts in volumetric images, 
deforming virtual paper characters, and slicing through time in videos. Results 
from two user studies show that our system is capable of detecting complex 
deformations and that users are able to perform them quickly and precisely.
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moreAbstract
3D scanning technology has matured to a point where very large scale 
acquisition of high resolution geometry has become feasible. However, having 
large quantities of 3D data poses new technical challenges. Many applications 
of practical use require an understanding of semantics of the acquired 
geometry. Consequently scene understanding plays a key role for many 
applications. This thesis is concerned with two core topics: 3D object 
detection and semantic alignment. We address the problem of efficiently 
detecting large quantities of objects in 3D scans according to object 
categories learned from sparse user annotation. Objects are modeled by a 
collection of smaller sub-parts and a graph structure representing part 
dependencies. The thesis introduces two novel approaches: A part-based chain 
structured Markov model and a general part-based full correlation model. Both 
models come with efficient detection schemes which allow for interactive 
run-times.
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moreAbstract
This paper addresses the problem of detecting objects in 3D scans 
according to object classes learned from sparse user annotation.
We model objects belonging to a class by a set of fully correlated parts, 
encoding dependencies between local shapes of different parts as well as their 
relative spatial arrangement.
For an efficient and comprehensive retrieval of instances belonging to a class 
of interest, we introduce a new approximate inference scheme and a 
corresponding planning procedure. We extend our technique to hierarchical 
composite structures, reducing training effort and modeling spatial relations 
between detected instances.
We evaluate our method on a number of real-world 3D scans and demonstrate its 
benefits as well as the performance of the new inference algorithm.
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moreAbstract
Image-based rendering (IBR) creates realistic images by enriching simple 
geometries with photographs, e.g., mapping the photograph of a building façade 
onto a plane. However, as soon as the viewer moves away from the correct 
viewpoint, the image in the retina becomes distorted, sometimes leading to 
gross misperceptions of the original geometry. Two hypotheses from vision 
science state how viewers perceive such image distortions, one claiming that 
they can compensate for them (and therefore perceive scene geometry reasonably 
correctly), and one claiming that they cannot compensate (and therefore can 
perceive rather significant distortions). We modified the latter hypothesis so 
that it extends to street-level IBR. We then conducted a rigorous experiment 
that measured the magnitude of perceptual distortions that occur with IBR for 
façade viewing. We also conducted a rating experiment that assessed the 
acceptability of the distortions. The results of the two experiments were 
consistent with one another. They showed that viewers� percepts are indeed 
distorted, but not as severely as predicted by the modified vision science 
hypothesis. From our experimental results, we develop a predictive model of 
distortion for street-level IBR, which we use to provide guidelines for 
acceptability of virtual views and for capture camera density. We perform a 
confirmatory study to validate our predictions, and illustrate their use with 
an application that guides users in IBR navigation to stay in regions where 
virtual views yield acceptable perceptual distortions.
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Many efficient computational methods for physical simulation are based on model 
reduction. We propose new model reduction techniques for the 
\emphapproximation of reduced forces} and 
for the \emph{construction of reduced shape spaces of deformable objects that 
accelerate
the construction of a reduced dynamical system, increase the accuracy
of the approximation, and simplify the implementation of model
reduction. Based on the techniques, we introduce schemes for real-time
simulation of deformable objects and interactive deformation-based editing 
of triangle or tet meshes. We demonstrate the effectiveness of the new 
techniques 
in different experiments with elastic solids and shells and compare them to 
alternative approaches.
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moreAbstract
This work presents a novel interactive algorithm for simulation of light 
transport in clouds. Exploiting the high temporal coherence of the typical 
illumination and morphology of clouds we build on volumetric photon mapping, 
which we modify to allow for interactive rendering speeds -- instead of 
building a fresh irregular photon map for every scene state change we 
accumulate photon contributions in a regular grid structure. This is then 
continuously being refreshed by re-shooting only a fraction of the total amount 
of photons in each frame. To maintain its temporal coherence and low variance, 
a low-resolution grid is initially used, and is then upsampled to the density 
field resolution on a physical basis in each frame. We also present a technique 
to store and reconstruct the angular illumination information by exploiting 
properties of the standard Henyey-Greenstein function, namely its ability to 
express anisotropic angular distributions with a single dominating direction.
The presented method is physically-plausible, conceptually simple and 
comparatively easy to implement. Moreover, it operates only above the cloud 
density field, thus not requiring any precomputation, and handles all light 
sources typical for the given environment, i.e. where one of the light sources 
dominates.


BibTeX
@article{Elek2012b,
TITLE = {Interactive Cloud Rendering Using Temporally Coherent Photon Mapping},
AUTHOR = {Elek, Oskar and Ritschel, Tobias and Wilkie, Alexander and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {0097-8493},
DOI = {10.1016/j.cag.2012.10.002},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam},
YEAR = {2012},
DATE = {2012},
ABSTRACT = {This work presents a novel interactive algorithm for simulation of light <br>transport in clouds. Exploiting the high temporal coherence of the typical <br>illumination and morphology of clouds we build on volumetric photon mapping, <br>which we modify to allow for interactive rendering speeds -- instead of <br>building a fresh irregular photon map for every scene state change we <br>accumulate photon contributions in a regular grid structure. This is then <br>continuously being refreshed by re-shooting only a fraction of the total amount <br>of photons in each frame. To maintain its temporal coherence and low variance, <br>a low-resolution grid is initially used, and is then upsampled to the density <br>field resolution on a physical basis in each frame. We also present a technique <br>to store and reconstruct the angular illumination information by exploiting <br>properties of the standard Henyey-Greenstein function, namely its ability to <br>express anisotropic angular distributions with a single dominating direction.<br>The presented method is physically-plausible, conceptually simple and <br>comparatively easy to implement. Moreover, it operates only above the cloud <br>density field, thus not requiring any precomputation, and handles all light <br>sources typical for the given environment, i.e. where one of the light sources <br>dominates.},
JOURNAL = {Computers \& Graphics},
VOLUME = {36},
NUMBER = {8},
PAGES = {1109--1118},
}

Endnote
%0 Journal Article
%A Elek, Oskar
%A Ritschel, Tobias
%A Wilkie, Alexander
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T Interactive Cloud Rendering Using Temporally Coherent Photon Mapping : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-F427-5
%R 10.1016/j.cag.2012.10.002
%7 2012-01-17
%D 2012
%X This work presents a novel interactive algorithm for simulation of light <br>transport in clouds. Exploiting the high temporal coherence of the typical <br>illumination and morphology of clouds we build on volumetric photon mapping, <br>which we modify to allow for interactive rendering speeds -- instead of <br>building a fresh irregular photon map for every scene state change we <br>accumulate photon contributions in a regular grid structure. This is then <br>continuously being refreshed by re-shooting only a fraction of the total amount <br>of photons in each frame. To maintain its temporal coherence and low variance, <br>a low-resolution grid is initially used, and is then upsampled to the density <br>field resolution on a physical basis in each frame. We also present a technique <br>to store and reconstruct the angular illumination information by exploiting <br>properties of the standard Henyey-Greenstein function, namely its ability to <br>express anisotropic angular distributions with a single dominating direction.<br>The presented method is physically-plausible, conceptually simple and <br>comparatively easy to implement. Moreover, it operates only above the cloud <br>density field, thus not requiring any precomputation, and handles all light <br>sources typical for the given environment, i.e. where one of the light sources <br>dominates.
%J Computers & Graphics
%V 36
%N 8
%& 1109
%P 1109 - 1118
%I Elsevier
%C Amsterdam
%@ false




	DOI
	PuRe
	BibTeX

	


        718
    
                Conference paper
            
D4


        O. Elek, T. Ritschel, A. Wilkie, and H.-P. Seidel
    

        “Interactive Cloud Rendering Using Temporally-coherent Photon Mapping,” in Graphics Interface 2012 (GI 2012), Toronto, ON, Canada, 2012.
    
moreAbstract
This paper presents an interactive algorithm for simulation of light transport 
in clouds. Exploiting the high temporal coherence of the typical illumination 
and morphology of clouds we build on volumetric photon mapping, which we modify 
to allow for interactive rendering speeds --- instead of building a fresh 
irregular photon map for every scene state change we accumulate photon 
contributions in a regular grid structure. This is then continuously being 
refreshed by re-shooting only a fraction of the total amount of photons in each 
frame. To maintain its temporal coherence and low variance, a low-resolution 
grid is used, and is then upsampled to the density field resolution in each 
frame. We also present a technique to store and reconstruct the angular 
illumination information by exploiting properties of the standard 
Henyey-Greenstein phase function, namely its ability to express anisotropic 
angular distributions with a single dominating direction.
The presented method is physically-plausible, conceptually simple and 
comparatively easy to implement. Moreover, it operates only on the cloud 
density field, thus not requiring any precomputation, and handles all light 
sources typical for the given environment, i.e. where one of the light sources 
dominates.
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        “Signal Processing Methods for Beat Tracking, Music Segmentation, and Audio Retrieval,” Universität des Saarlandes, Saarbrücken, 2012.
    
moreAbstract
The goal of music information retrieval (MIR) is to develop novel strategies 
and techniques for organizing, exploring, accessing, and understanding music 
data in an efficient manner.
The conversion of waveform-based audio data into semantically meaningful 
feature representations by the use of digital signal processing techniques is 
at the center of MIR and constitutes a difficult field of research because of 
the complexity and diversity of music signals. 
In this thesis, we introduce novel signal processing methods 
that allow for extracting musically meaningful information from audio signals. 
As main strategy, we exploit musical knowledge about the signals' properties to 
derive feature representations that show a significant degree of robustness 
against musical variations but still exhibit a high musical expressiveness. We 
apply this general strategy to three different areas of MIR:
Firstly, we introduce novel techniques for extracting tempo and beat 
information, where we particularly consider challenging music with changing 
tempo and soft note onsets. Secondly, we present novel algorithms for the 
automated segmentation and analysis of folk song field recordings, where one 
has to cope with significant fluctuations in intonation and tempo as well as 
recording artifacts. Thirdly, we explore a cross-version approach
to content-based music retrieval based on the query-by-example paradigm. In all 
three areas, we focus on application scenarios where strong musical variations 
make the extraction of musically meaningful information a challenging task.
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}

Endnote
%0 Thesis
%A Grosche, Peter Matthias
%Y Theobalt, Christian
%A referee: Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Signal Processing Methods for Beat Tracking, Music Segmentation, and Audio Retrieval : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-0D64-1
%F OTHER: Local-ID: 0C70626E41A89315C1257AE1004F5255-Grosche2012
%U urn:nbn:de:bsz:291-scidok-50576
%R 10.22028/D291-26471
%F OTHER: hdl:20.500.11880/26527
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2012
%V phd
%9 phd
%X The goal of music information retrieval (MIR) is to develop novel strategies <br>and techniques for organizing, exploring, accessing, and understanding music <br>data in an efficient manner.<br>The conversion of waveform-based audio data into semantically meaningful <br>feature representations by the use of digital signal processing techniques is <br>at the center of MIR and constitutes a difficult field of research because of <br>the complexity and diversity of music signals. <br>In this thesis, we introduce novel signal processing methods <br>that allow for extracting musically meaningful information from audio signals. <br>As main strategy, we exploit musical knowledge about the signals' properties to <br>derive feature representations that show a significant degree of robustness <br>against musical variations but still exhibit a high musical expressiveness. We <br>apply this general strategy to three different areas of MIR:<br>Firstly, we introduce novel techniques for extracting tempo and beat <br>information, where we particularly consider challenging music with changing <br>tempo and soft note onsets. Secondly, we present novel algorithms for the <br>automated segmentation and analysis of folk song field recordings, where one <br>has to cope with significant fluctuations in intonation and tempo as well as <br>recording artifacts. Thirdly, we explore a cross-version approach<br>to content-based music retrieval based on the query-by-example paradigm. In all <br>three areas, we focus on application scenarios where strong musical variations <br>make the extraction of musically meaningful information a challenging task.
%U http://scidok.sulb.uni-saarland.de/volltexte/2013/5057/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        732
    
                Article
            
D4


        D. Günther, H.-P. Seidel, and T. Weinkauf
    

        “Extraction of Dominant Extremal Structures in Volumetric Data Using Separatrix Persistence,” Computer Graphics Forum, vol. 31, no. 8, 2012.
    
moreAbstract
Extremal lines and surfaces are features of a 3D scalar field where the scalar 
function becomes minimal or maximal with respect to a local neighborhood. 
These features are important in many applications, e.g., computer tomography, 
fluid dynamics, cell biology. We present a novel topological method to extract 
these features using discrete Morse theory. In particular, we extend the notion 
of Separatrix Persistence from 2D to 3D, which gives us a robust estimation of 
the feature strength for extremal lines and surfaces. Not only does it allow us 
to determine the most important (parts of) extremal lines and surfaces, it also 
serves as a robust filtering measure of noise-induced structures. Our purely 
combinatorial method does not require derivatives or any other numerical 
computations.
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        “Efficient Computation of a Hierarchy of Discrete 3D Gradient Vector Fields,” in Topological Methods in Data Analysis and Visualization II, New York, NY: Springer, 2012.
    
moreAbstract
This paper introduces a novel combinatorial algorithm to compute a hierarchy of 
discrete gradient vector fields for three-dimensional scalar fields. The 
hierarchy is defined by an importance measure and represents the combinatorial 
gradient flow at different levels of detail. The presented algorithm is based 
on Forman�s discrete Morse theory, which guarantees topological consistency and 
algorithmic robustness. In contrast to previous work, our algorithm combines 
memory and runtime efficiency. It thereby lends itself to the analysis of large 
data sets. A discrete gradient vector field is also a compact representation of 
the underlying extremal structures � the critical points, separation lines and 
surfaces. Given a certain level of detail, an explicit geometric representation 
of these structures can be extracted using simple and fast graph algorithms.
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moreAbstract
This thesis presents a novel computational framework that allows for a robust 
extraction and quantification of the Morse-Smale complex of a scalar field 
given on a 2- or 3-dimensional manifold. The proposed framework is based on 
Forman's discrete Morse theory, which guarantees the topological consistency of 
the computed complex. Using a graph theoretical formulation of this theory, we 
present an algorithmic library that computes the Morse-Smale complex 
combinatorially with an optimal complexity of
O(n^2) and efficiently creates a multi-level representation of it. We explore 
the discrete nature of this complex, and relate it to the smooth counterpart. 
It is often necessary to estimate the feature strength of the individual 
components of the Morse-Smale complex -- the critical points and separatrices. 
To do so, we propose a novel output-sensitive strategy to compute the 
persistence of the critical points. We also extend this wellfounded concept to 
separatrices by introducing a novel measure of feature strength called 
separatrix persistence. We evaluate the applicability of our methods in a wide 
variety of application areas ranging from computer graphics to planetary 
science to computer and electron tomography.
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        “NoRM: No-reference Image Quality Metric for Realistic Image Synthesis,” Computer Graphics Forum (Proc. EUROGRAPHICS 2012), vol. 31, no. 2, 2012.
    
moreAbstract
Synthetically generating images and video frames of complex 3D scenes using 
some photo-realistic rendering software is often prone to artifacts and 
requires expert knowledge to tune the parameters. The manual work required for 
detecting and preventing artifacts can be automated through objective quality 
evaluation of synthetic images.
Most practical objective quality assessment methods of natural images rely on a 
ground-truth reference, which is often not available in rendering applications. 
While general purpose no-reference image quality assessment is a difficult 
problem, we show in a subjective study that the performance of a dedicated 
no-reference metric as presented in this paper can match the state-of-the-art 
metrics that do require a reference. This level of predictive power is achieved 
exploiting information about the underlying synthetic scene (e.g., 3D surfaces, 
textures) instead
of merely considering color, and training our learning framework with typical 
rendering artifacts. We show that our method successfully detects various 
non-trivial types of artifacts such as noise and clamping bias due to 
insufficient virtual point light sources, and shadow map discretization 
artifacts. We also briefly discuss an inpainting method for automatic 
correction of detected artifacts.
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moreAbstract
Functions that optimize Laplacian-based energies have become popular in 
geometry processing, e.g. for shape deformation, smoothing, multiscale kernel 
construction and interpolation. Minimizers of Dirichlet energies, or solutions 
of Laplace equations, are harmonic functions that enjoy the maximum principle, 
ensuring no spurious local extrema in the interior of the solved domain occur. 
However, these functions are only C0 at the constrained points, which often 
causes smoothness problems. For this reason, many applications optimize 
higher-order Laplacian energies such as biharmonic or triharmonic. Their 
minimizers exhibit increasing orders of continuity but lose the maximum 
principle and show oscillations. In this work, we identify characteristic 
artifacts caused by spurious local extrema, and provide a framework for 
minimizing quadratic energies on manifolds while constraining the solution to 
obey the maximum principle in the solved region. Our framework allows the user 
to specify locations and values of desired local maxima and minima, while 
preventing any other local extrema. We demonstrate our method on the smoothness 
energies corresponding to popular polyharmonic functions and show its 
usefulness for fast handle-based shape deformation, controllable color 
diffusion, and topologically-constrained data smoothing.
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moreAbstract
In this paper we present an overview of the achievements accomplished to date 
in the field of computer aided relief
generation. We delineate the problem, classify different solutions, analyze 
similarities, investigate the development
and review the approaches according to their particular relative strengths and 
weaknesses. Moreover, we describe
remaining challenges and point out prospective extensions. In consequence this 
survey is likewise addressed to
researchers and artists through providing valuable insights into the theory 
behind the different concepts in this
field and augmenting the options available among the methods presented with 
regard to practical application.
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moreAbstract
In this report we present a novel method for detecting partial symmetries
in very large point clouds of 3D city scans. Unlike previous work, which
was limited to data sets of a few hundred megabytes maximum, our method
scales to very large scenes. We map the detection problem to a nearestneighbor
search in a low-dimensional feature space, followed by a cascade of
tests for geometric clustering of potential matches. Our algorithm robustly
handles noisy real-world scanner data, obtaining a recognition performance
comparable to state-of-the-art methods. In practice, it scales linearly with
the scene size and achieves a high absolute throughput, processing half a
terabyte of raw scanner data over night on a dual socket commodity PC.
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moreAbstract
Tone Mapping of HDR Images has been studied extensively since the introduction 
of digital HDR capture methods. However, until recently HDR video has not been 
realized in a viable form as that given by Tocci et al.[1], which will lead to 
readily available HDR video cameras. Because they capture video with much 
broader dynamic range than can currently be displayed, these cameras present a 
unique challenge. In order to maintain backward-compatibility with legacy 
broadcast, recording, and display equipment, HDR video cameras need to provide 
a real-time tonemapped LDR video stream without the benefit of post-processing 
steps. The purpose of this research is to present a complete TMO solution that 
can be implemented in real time hardware to yield a high-quality automated LDR 
video stream suitable for direct use by today�s recording, broadcast, and 
display equipment.
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moreAbstract
Mirror systems have recently emerged as an alternative low-cost multi-view 
imaging solution. The use of these systems
critically depends on the ability to compute the background of a multiply 
mirrored object. The images taken in such
systems show a fractured, patterned view, making edge-guided segmentation 
difficult. Further, global illumination and
light attenuation due to the mirrors make standard segmentation techniques fail.
We therefore propose a system that allows a user to do the segmentation 
manually. We provide convenient tools that
enable an interactive segmentation of kaleidoscopic images containing 
three-dimensional objects. Hereby, we explore
suitable interaction and visualization schemes to guide the user. To achieve 
interactivity, we employ the GPU in all stages
of the application, such as 2D/3D rendering as well as segmentation.
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moreAbstract
Ambient occlusion (AO) is a popular technique for visually improving both 
real-time as well as offline rendering.
It decouples occlusion and shading providing a gain in efficiency.
This results in an average occlusion that modulates the surface shading.
However, this also reduces realism due to the lack of directional information.
Bent normals were proposed as an amelioration that addresses this issue for 
offline rendering.
Here, we describe how to compute bent normals as a cheap by-product of 
screen-space ambient occlusion (SSAO).
Bent cones extend bent normals to further improve realism.
These extensions combine the speed and simplicity of AO with physically more 
plausible lighting.
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moreAbstract
The Finite Time Lyapunov Exponent (FTLE) has become a widespread tool for 
analyzing unsteady flow behavior. For its computation, several numerical 
methods have been introduced, which provide trade-offs between performance and 
accuracy. In order to decide which methods and parameter settings are suitable 
for a particular application, an evaluation of the different FTLE methods is 
necessary. We propose a general benchmark for FTLE computation, which consists 
of a number of 2D time-dependent flow fields and error measures. Evaluating the 
accuracy of a numerically computed FTLE field requires a ground truth, which is 
not available for realistic flow data sets, since such fields can generally not 
be described in a closed form. To overcome this, we introduce approaches to 
create non-trivial vector fields with a closed-form formulation of the FTLE 
field. Using this, we introduce a set of benchmark flow data sets that resemble 
relevant geometric aspects of Lagrangian structures, but have an analytic 
solution for FTLE. Based on this ground truth, we perform a comparative 
evaluation of three standard FTLE concepts. We suggest error measures based on 
the variance of both, the fields and the extracted ridge structures.
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moreAbstract
We propose an approach to interactively explore video textures
from different viewpoints. Scenes can be played back continuously
and in a temporally coherent fashion from any camera location
along a path. Our algorithm takes as input short videos from
a set of discrete camera locations, and does not require contemporaneous 
capture � data is acquired by moving a single camera. We analyze this data to 
find optimal transitions within each video (equivalent to video textures) and 
to find good transition points between spatially distinct videos. We propose a 
spatio-temporal view synthesis approach that dynamically creates intermediate 
frames to maintain temporal coherence. We demonstrate our approach on a variety 
of scenes with stochastic or repetitive motions, and we analyse the limits of 
our approach and failure-case artifacts.
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moreAbstract
Localisation of multiple active speakers in natural environments with only two 
microphones is a challenging problem. Reverberation degrades the performance of 
speaker localisation based exclusively on directional cues. This paper presents 
an approach based on audio-visual fusion. The audio modality performs the 
multiple speaker localisation using the \em Skeleton method, energy 
weighting, and precedence effect filtering and weighting. The video modality 
performs the active speaker detection based on the analysis of the lip region 
of the detected speakers. The audio modality alone has problems with 
localisation accuracy, while the video modality alone has problems with false 
detections. The estimation results of both modalities are represented as 
probabilities in the azimuth domain. A Gaussian fusion method is proposed to 
combine the estimates in a late stage. As a consequence, the localisation 
accuracy and robustness compared to the audio/video modality alone is 
significantly increased. Experimental results in different scenarios confirmed 
the improved performance of the proposed method.
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moreAbstract
Localization of multiple active speakers in natural environments with only two 
microphones is a challenging problem. Reverberation degrades performance of 
speaker localization based exclusively on directional cues. The audio modality 
alone has problems with localization accuracy while the video modality alone 
has problems with false speaker activity detections. This paper presents an 
approach based on audiovisual fusion in two stages. In the first stage, speaker 
activity is detected based on the audio-visual fusion which can handle false 
lip movements. In the second stage, a Gaussian fusion method is proposed to 
integrate the estimates of both modalities. As a consequence, the localization 
accuracy and robustness compared to the audio/video modality alone is 
significantly increased. Experimental results in various scenarios confirmed 
the improved performance of the proposed system.
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moreAbstract
This work proposes a technique to transfer the material style or mood from a 
guide source such as an image or video onto a target 3D scene. It formulates 
the problem as a combinatorial optimization of assigning discrete materials 
extracted from the guide source to discrete objects in the target 3D scene. The 
assignment is optimized to fulfill multiple goals: overall image mood based on 
several image statistics; spatial material organization and grouping as well as 
geometric similarity between objects that were assigned to similar materials. 
To be able to use common uncalibrated images and videos with unknown geometry 
and lighting as guides, a material estimation derives perceptually plausible 
reflectance, specularity, glossiness, and texture. Finally, results produced by 
our method are compared to manual material assignments in a perceptual study.
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moreAbstract
State-of-the-art methods for human detection and pose estimation require many training samples for best performance.   While large, manually collected datasets exist, the captured variations w.r.t.  appearance, shape and pose are often uncontrolled thus limiting the overall performance. In order to overcome this limitation we propose a new technique to extend an existing training set that allows to
explicitly control pose and shape variations. For this we build on recent advances in
computer graphics to generate samples with realistic appearance and background
while modifying body shape and pose.
We validate the effectiveness of our approach on the task of articulated human detection and articulated pose estimation.
We report close to state of the art results on the popular Image Parsing human pose estimation benchmark and demonstrate superior performance for articulated human detection. In addition we define a new challenge of combined articulated human detection and pose estimation in  real-world scenes.
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moreAbstract
Mobile projectors are gaining momentum, with many pocket sized
products reaching the market and projector phones being close to
production. Although the usefulness of such devices for entertainment, 
collaboration as well as many other tasks is obvious, it is not yet clear how 
their limitations in terms of image quality, brightness and jitter due to hand 
motion might affect performance. To answer these questions, we conduct two 
experiments based on traditional psychophysical methods. Using a visual search 
and a text reading study we compare task performance on a mobile phone display 
and a mobile projector. In addition, we examine whether performance is affected 
when devices are handheld rather than placed on a stable surface. We find that 
the perceived task difficulty is worse on the mobile projector cases for both 
tasks, while only in the visual search task leads to quantitatively worse 
performance. In contrast, we �nd that the stability of the projection plays no 
role in task performance but tasks performed on a handheld device may be 
perceived as harder to complete.
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moreAbstract
Many color-related image adjustments can be conveniently executed by exposing 
at most a small number of parameters to the user. Examples are tone 
reproduction, contrast enhancements, gamma correction and white balancing. 
Others require manual touch-ups, applied by means of brush strokes. More 
recently, a new class of algorithms has emerged, which transfers specific image 
attributes from one or more example images to a target. These attributes do not 
have to be well-defined and concepts that are difficult to quantify with a 
small set of parameters,
such as the �mood� of an image, can be instilled upon a target image simply 
through the mechanism of selecting appropriate examples. This makes 
example-based image manipulation a particularly suitable paradigm in creative 
applications, but also finds uses in more technical tasks such as stereo pair 
correction,video compression, image colorization, panorama stitching and 
creating night-time images out of day-light shots.
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moreAbstract
Managing the appearance of images across different display environments is a 
difficult problem, exacerbated by the proliferation of high dynamic range 
imaging technologies. Tone reproduction is often limited to luminance 
adjustment and is rarely calibrated against psychophysical data, while color 
appearance modeling addresses color reproduction in a calibrated manner, albeit 
over a limited luminance range. Only a few image appearance models bridge the 
gap, borrowing ideas from both areas. Our take on scene reproduction reduces 
computational complexity with respect to the state-of-the-art, and adds a 
spatially varying model of lightness perception. The predictive capabilities of 
the model are validated against all psychophysical data known to us, and visual 
comparisons show accurate and robust reproduction for challenging high dynamic 
range scenes.
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moreAbstract
We propose a combinatorial algorithm to track critical points of 2D 
time-dependent scalar fields. Existing tracking algorithms such as Feature Flow 
Fields apply numerical schemes utilizing derivatives of the data, which makes 
them prone to noise and involve a large number of computational parameters. In 
contrast, our method is robust against noise since it does not require 
derivatives, interpolation, and numerical integration. Furthermore, we propose 
an importance measure that combines the spatial persistence of a critical point 
with its temporal evolution. This leads to a time-aware feature hierarchy, 
which allows us to discriminate important from spurious features. Our method 
requires only a single, easy-to-tune computational parameter and is naturally 
formulated in an out-of-core fashion, which enables the analysis of large data 
sets. We apply our method to synthetic data and data sets from computational 
fluid dynamics and compare it to the stabilized continuous Feature Flow Field 
tracking algorithm.
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moreAbstract
This paper proposes an efficient probabilistic method that computes
combinatorial gradient fields for two dimensional image data. In contrast to
existing algorithms, this approach yields a geometric Morse-Smale complex that
converges almost surely to its continuous counterpart when the image resolution
is increased. This approach is motivated using basic ideas from probability
theory and builds upon an algorithm from discrete Morse theory with a strong
mathematical foundation. While a formal proof is only hinted at, we do provide
a thorough numerical evaluation of our method and compare it to established
algorithms.


BibTeX
@online{reininghaus12a,
TITLE = {Combinatorial Gradient Fields for {2D} Images with Empirically Convergent Separatrices},
AUTHOR = {Reininghaus, Jan and G{\"u}nther, David and Hotz, Ingrid and Weinkauf, Tino and Seidel, Hans-Peter},
LANGUAGE = {eng},
URL = {http://arxiv.org/abs/1208.6523},
EPRINT = {1208.6523},
EPRINTTYPE = {arXiv},
LOCALID = {Local-ID: 9717F6A3BD0231CAC1257AD800438371-reininghaus12a},
PUBLISHER = {Cornell University Library},
ADDRESS = {Ithaca, NY},
YEAR = {2012},
ABSTRACT = {This paper proposes an efficient probabilistic method that computes combinatorial gradient fields for two dimensional image data. In contrast to existing algorithms, this approach yields a geometric Morse-Smale complex that converges almost surely to its continuous counterpart when the image resolution is increased. This approach is motivated using basic ideas from probability theory and builds upon an algorithm from discrete Morse theory with a strong mathematical foundation. While a formal proof is only hinted at, we do provide a thorough numerical evaluation of our method and compare it to established algorithms.},
}

Endnote
%0 Report
%A Reininghaus, Jan
%A G&#252;nther, David
%A Hotz, Ingrid
%A Weinkauf, Tino
%A Seidel, Hans-Peter
%+ Institute for Science and Technology Austria
Computer Graphics, MPI for Informatics, Max Planck Society
Institute for Science and Technology Austria
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Combinatorial Gradient Fields for 2D Images with Empirically Convergent
Separatrices : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-0E90-6
%U http://arxiv.org/abs/1208.6523
%F OTHER: Local-ID: 9717F6A3BD0231CAC1257AD800438371-reininghaus12a
%I Cornell University Library
%C Ithaca, NY
%D 2012
%X   This paper proposes an efficient probabilistic method that computes
combinatorial gradient fields for two dimensional image data. In contrast to
existing algorithms, this approach yields a geometric Morse-Smale complex that
converges almost surely to its continuous counterpart when the image resolution
is increased. This approach is motivated using basic ideas from probability
theory and builds upon an algorithm from discrete Morse theory with a strong
mathematical foundation. While a formal proof is only hinted at, we do provide
a thorough numerical evaluation of our method and compare it to established
algorithms.

%K Computer Science, Computer Vision and Pattern Recognition, cs.CV,Computer Science, Computational Geometry, cs.CG,Computer Science, Discrete Mathematics, cs.DM,




	arXiv
	PuRe
	BibTeX
	pre-print version

	


        780
    
                Conference paper
            
D4


        A. Reuter, H.-P. Seidel, and I. Ihrke
    

        “BlurTags: Spatially Varying PSF Estimation with Out-of-Focus Patterns,” in 20th International Conference on Computer Graphics, Visualization and Computer Vision 2012 (WSCG 2012), Plzen, Czech Republic, 2012.
    
moreBibTeX
@inproceedings{Reuter2012,
TITLE = {{BlurTags}: {Spatially} Varying {PSF} Estimation with Out-of-Focus Patterns},
AUTHOR = {Reuter, Alexander and Seidel, Hans-Peter and Ihrke, Ivo},
LANGUAGE = {eng},
ISBN = {978-80-86943-79-4},
LOCALID = {Local-ID: 8C2D1525002E674EC1257AD7004B4A17-Reuter2012},
YEAR = {2012},
BOOKTITLE = {20th International Conference on Computer Graphics, Visualization and Computer Vision 2012 (WSCG 2012)},
EDITOR = {Skala, Vaclav},
PAGES = {239--248},
ADDRESS = {Plzen, Czech Republic},
}

Endnote
%0 Conference Proceedings
%A Reuter, Alexander
%A Seidel, Hans-Peter
%A Ihrke, Ivo
%+ External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T BlurTags: Spatially Varying PSF Estimation with Out-of-Focus Patterns : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-12F2-D
%F OTHER: Local-ID: 8C2D1525002E674EC1257AD7004B4A17-Reuter2012
%D 2012
%B 20th International Conference on Computer Graphics, Visualization and Computer Vision
%Z date of event: 2012-06-26 - 2012-06-28
%C Plzen, Czech Republic
%B 20th International Conference on Computer Graphics, Visualization and Computer Vision 2012

%E Skala, Vaclav
%P 239 - 248
%@ 978-80-86943-79-4
%U http://wscg.zcu.cz/wscg2012/short/E47-full.pdf




	PuRe
	BibTeX
	fulltext version

	


        781
    
                Article
            
D4


        C. Richardt, C. Stoll, N. A. Dodgson, H.-P. Seidel, and C. Theobalt
    

        “Coherent Spatiotemporal Filtering, Upsampling and Rendering of RGBZ Videos,” Computer Graphics Forum (Proc. EUROGRAPHICS 2012), vol. 31, no. 2, 2012.
    
moreAbstract
Sophisticated video processing effects require both image and geometry 
information. We explore the possibility to
augment a video camera with a recent infrared time-of-flight depth camera, to 
capture high-resolution RGB and
low-resolution, noisy depth at video frame rates. To turn such a setup into a 
practical RGBZ video camera, we
develop efficient data filtering techniques that are tailored to the noise 
characteristics of IR depth cameras. We first
remove typical artefacts in the RGBZ data and then apply an efficient 
spatiotemporal denoising and upsampling
scheme. This allows us to record temporally coherent RGBZ videos at interactive 
frame rates and to use them
to render a variety of effects in unprecedented quality. We show effects such 
as video relighting, geometry-based
abstraction and stylisation, background segmentation and rendering in 
stereoscopic 3D.
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moreAbstract
In traditional media, such as photography and painting, a cardboard sheet with 
a cutout (called \emphpassepartout}) is frequently placed on top of an image. 
One of its functions is to increase the depth impression via the 
``looking-through-a-window'' metaphor.
This paper shows how an improved 3D~effect can be achieved by using a 
\emph{virtual passepartout: a 2D framing that selectively masks the 3D shape 
and leads to additional occlusion events between the virtual world and the 
frame.
We introduce a pipeline to design virtual passepartouts interactively as a 
simple post-process on RGB images augmented with depth information.
Additionally, an automated approach finds the optimal virtual passepartout for 
a given scene.
Virtual passepartouts can be used to enhance depth depiction in images and 
videos with depth information, renderings, stereo images and the fabrication of 
physical passepartouts.
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moreAbstract
In-vehicle contextual augmented reality (I-CAR) has the potential to provide 
novel visual feedback to drivers for an enhanced driving experience. To enable 
I-CAR, we present a parametrized road trench model (RTM) for dynamically 
extracting display surfaces from a driver's point of view that is adaptable to 
constantly changing road curvature and intersections. We use computer vision 
algorithms to analyze and extract road features that are used to estimate the 
parameters of the RTM. GPS coordinates are used to quickly compute lighting 
parameters for shading and shadows. Novel driver-based applications that use 
the RTM are presented.
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moreAbstract
We present an implicit method for globally computing all four classic types of 
integral surfaces -- stream, path, streak, and time surfaces in 3D 
time-dependent vector fields. Our novel formulation is based on the 
representation of a time surface as implicit isosurface of a 3D scalar function 
advected by the flow field. The evolution of a time surface is then given as an 
isovolume in 4D space-time spanned by a series of advected scalar functions. 
Based on this, the other three integral surfaces are described as the 
intersection of two isovolumes derived from different scalar functions. Our 
method uses a dense flow integration to compute integral surfaces globally in 
the entire domain. This allows to change the seeding structure efficiently by 
simply defining new isovalues. We propose two rendering methods that exploit 
the implicit nature of our integral surfaces: 4D raycasting, and projection 
into a 3D volume. Furthermore, we present a marching cubes inspired surface 
extraction method to convert the implicit surface representation to an explicit 
triangle mesh. In contrast to previous approaches for implicit stream surfaces, 
our method allows for multiple voxel intersections, covers all regions of the 
flow field, and provides full control over the seeding line within the entire 
domain.
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moreAbstract
Human stereo perception of glossy materials is substantially different from the 
perception of diffuse surfaces: A single point on a diffuse object appears the 
same for both eyes, whereas it appears different to both eyes on a specular 
object.
As highlights are blurry reflections of light sources they have depth 
themselves, which is different from the depth of the reflecting surface.
We call this difference in depth impression the ``highlight disparity''.
Due to artistic motivation, for technical reasons, or because of incomplete 
data, highlights often have to be depicted on-surface, without any disparity.
However, it has been shown that a lack of disparity decreases the perceived 
glossiness and authenticity of a material.
To remedy this contradiction, our work introduces a technique for depiction of 
glossy materials, which improves over simple on-surface highlights, and avoids 
the problems of physical highlights.
Our technique is computationally simple, can be easily integrated in an 
existing (GPU) shading system, and allows for local and interactive artistic 
control.
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%X Human stereo perception of glossy materials is substantially different from the 
perception of diffuse surfaces: A single point on a diffuse object appears the 
same for both eyes, whereas it appears different to both eyes on a specular 
object.
As highlights are blurry reflections of light sources they have depth 
themselves, which is different from the depth of the reflecting surface.
We call this difference in depth impression the ``highlight disparity''.
Due to artistic motivation, for technical reasons, or because of incomplete 
data, highlights often have to be depicted on-surface, without any disparity.
However, it has been shown that a lack of disparity decreases the perceived 
glossiness and authenticity of a material.
To remedy this contradiction, our work introduces a technique for depiction of 
glossy materials, which improves over simple on-surface highlights, and avoids 
the problems of physical highlights.
Our technique is computationally simple, can be easily integrated in an 
existing (GPU) shading system, and allows for local and interactive artistic 
control.
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moreAbstract
In this paper, we consider the problem of animation reconstruction, i.e., the 
reconstruction of shape and motion of a deformable object from dynamic 3D 
scanner data, without using user provided template models.
Unlike previous work that addressed this problem, we do not rely on locally 
convergent optimization but present a system that can handle fast motion, 
temporally disrupted input, and can correctly match objects that disappear for 
extended time periods in acquisition holes due to occlusion.
Our approach is motivated by cartography: We first estimate a few landmark 
correspondences, which are extended to a dense matching and then used to 
reconstruct geometry and motion. We propose a number of algorithmic building 
blocks: a scheme for tracking landmarks in temporally coherent and incoherent 
data, an algorithm for robust estimation of dense correspondences under 
topological noise, and the integration of local matching techniques to refine 
the result.
We describe and evaluate the individual components and propose a complete 
animation reconstruction pipeline based on these ideas.
We evaluate our method on a number of standard benchmark data sets
and show that we can obtain correct reconstructions in situations where
other techniques fail completely or require additional user guidance such as a 
template model.
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%X In this paper, we consider the problem of animation reconstruction, i.e., the 
reconstruction of shape and motion of a deformable object from dynamic 3D 
scanner data, without using user provided template models.
Unlike previous work that addressed this problem, we do not rely on locally 
convergent optimization but present a system that can handle fast motion, 
temporally disrupted input, and can correctly match objects that disappear for 
extended time periods in acquisition holes due to occlusion.
Our approach is motivated by cartography: We first estimate a few landmark 
correspondences, which are extended to a dense matching and then used to 
reconstruct geometry and motion. We propose a number of algorithmic building 
blocks: a scheme for tracking landmarks in temporally coherent and incoherent 
data, an algorithm for robust estimation of dense correspondences under 
topological noise, and the integration of local matching techniques to refine 
the result.
We describe and evaluate the individual components and propose a complete 
animation reconstruction pipeline based on these ideas.
We evaluate our method on a number of standard benchmark data sets
and show that we can obtain correct reconstructions in situations where
other techniques fail completely or require additional user guidance such as a 
template model.
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moreAbstract
The abundance of mobile devices and digital cameras with video capture makes it 
easy to obtain large collections of video clips that contain the same location, 
environment, or event. However, such an unstructured collection is difficult to 
comprehend and explore. We propose a system that analyzes collections of 
unstructured but related video data to create a Videoscape: a data structure 
that enables interactive exploration of video collections by visually 
navigating -- spatially and/or temporally -- between different clips. We 
automatically identify transition opportunities, or portals. From these 
portals, we construct the Videoscape, a graph whose edges are video clips and 
whose nodes are portals between clips. Now structured, the videos can be 
interactively explored by walking the graph or by geographic map. Given this 
system, we gauge preference for different video transition styles in a user 
study, and generate heuristics that automatically choose an appropriate 
transition style. We evaluate our system using three further user studies, 
which allows us to conclude that Videoscapes provides significant benefits over 
related methods. Our system leads to previously unseen ways of interactive 
spatio-temporal exploration of casually captured videos, and we demonstrate 
this on several video collections.
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easy to obtain large collections of video clips that contain the same location, 
environment, or event. However, such an unstructured collection is difficult to 
comprehend and explore. We propose a system that analyzes collections of 
unstructured but related video data to create a Videoscape: a data structure 
that enables interactive exploration of video collections by visually 
navigating -- spatially and/or temporally -- between different clips. We 
automatically identify transition opportunities, or portals. From these 
portals, we construct the Videoscape, a graph whose edges are video clips and 
whose nodes are portals between clips. Now structured, the videos can be 
interactively explored by walking the graph or by geographic map. Given this 
system, we gauge preference for different video transition styles in a user 
study, and generate heuristics that automatically choose an appropriate 
transition style. We evaluate our system using three further user studies, 
which allows us to conclude that Videoscapes provides significant benefits over 
related methods. Our system leads to previously unseen ways of interactive 
spatio-temporal exploration of casually captured videos, and we demonstrate 
this on several video collections.
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moreAbstract
Recent progress in passive facial performance capture has shown impressively 
detailed results on highly articulated motion. However, most methods rely on 
complex multi-camera set-ups, controlled lighting or fiducial markers. This 
prevents them from being used in general environments, outdoor scenes, during 
live action on a film set, or by freelance animators and everyday users who 
want to capture their digital selves. In this paper, we therefore propose a 
lightweight passive facial performance capture approach that is able to 
reconstruct high-quality dynamic facial geometry from only a single pair of 
stereo cameras. Our method succeeds under uncontrolled and time-varying 
lighting, and also in outdoor scenes. Our approach builds upon and extends 
recent image-based scene flow computation, lighting estimation and 
shading-based refinement algorithms. It integrates them into a pipeline that is 
specifically tailored towards facial performance reconstruction from 
challenging binocular footage under uncontrolled lighting. In an experimental 
evaluation, the strong capabilities of our method become explicit: We achieve 
detailed and spatio-temporally coherent results for expressive facial motion in 
both indoor and outdoor scenes -- even from low quality input images recorded 
with a hand-held consumer stereo camera. We believe that our approach is the 
first to capture facial performances of such high quality from a single stereo 
rig and we demonstrate that it brings facial performance capture out of the 
studio, into the wild, and within the reach of everybody.
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JOURNAL = {ACM Transactions on Graphics (Proc. ACM SIGGRAPH Asia)},
VOLUME = {31},
NUMBER = {6},
PAGES = {1--11},
EID = {187},
BOOKTITLE = {Proceedings of ACM SIGGRAPH Asia 2012},
}

Endnote
%0 Journal Article
%A Valgaerts, Levi
%A Wu, Chenglei
%A Bruhn, Andr&#233;s
%A Seidel, Hans-Peter
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Lightweight Binocular Facial Performance Capture under Uncontrolled Lighting : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-1626-6
%F OTHER: Local-ID: C52293511BC90BA6C1257AD60059643C-Valgaerts2012
%R 10.1145/2366145.2366206
%7 2012-11-01
%D 2012
%X Recent progress in passive facial performance capture has shown impressively 
detailed results on highly articulated motion. However, most methods rely on 
complex multi-camera set-ups, controlled lighting or fiducial markers. This 
prevents them from being used in general environments, outdoor scenes, during 
live action on a film set, or by freelance animators and everyday users who 
want to capture their digital selves. In this paper, we therefore propose a 
lightweight passive facial performance capture approach that is able to 
reconstruct high-quality dynamic facial geometry from only a single pair of 
stereo cameras. Our method succeeds under uncontrolled and time-varying 
lighting, and also in outdoor scenes. Our approach builds upon and extends 
recent image-based scene flow computation, lighting estimation and 
shading-based refinement algorithms. It integrates them into a pipeline that is 
specifically tailored towards facial performance reconstruction from 
challenging binocular footage under uncontrolled lighting. In an experimental 
evaluation, the strong capabilities of our method become explicit: We achieve 
detailed and spatio-temporally coherent results for expressive facial motion in 
both indoor and outdoor scenes -- even from low quality input images recorded 
with a hand-held consumer stereo camera. We believe that our approach is the 
first to capture facial performances of such high quality from a single stereo 
rig and we demonstrate that it brings facial performance capture out of the 
studio, into the wild, and within the reach of everybody.
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moreAbstract
Sunken relief is a special art form of sculpture
whereby the depicted shapes are sunk into a given surface.
This is traditionally created by laboriously carving materials
such as stone. Sunken reliefs often utilize the engraved
lines or strokes to strengthen the impressions of a 3D presence
and to highlight the features which otherwise are unrevealed.
In other types of relief, smooth surfaces and their
shadows convey such information in a coherent manner. Existing
methods for relief generation are focused on forming
a smooth surface with a shallow depth which provides the
presence of 3D figures. Such methods unfortunately do not
help the art form of sunken reliefs as they omit the presence
of feature lines.We propose a framework to produce sunken
reliefs from a known 3D geometry, which transforms the
3D objects into three layers of input to incorporate the contour
lines seamlessly with the smooth surfaces. The three
input layers take the advantages of the geometric information
and the visual cues to assist the relief generation. We
have modified the existing techniques of line drawings and
relief generation, and then combine them organically for this
particular purpose.
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%X Sunken relief is a special art form of sculpture
whereby the depicted shapes are sunk into a given surface.
This is traditionally created by laboriously carving materials
such as stone. Sunken reliefs often utilize the engraved
lines or strokes to strengthen the impressions of a 3D presence
and to highlight the features which otherwise are unrevealed.
In other types of relief, smooth surfaces and their
shadows convey such information in a coherent manner. Existing
methods for relief generation are focused on forming
a smooth surface with a shallow depth which provides the
presence of 3D figures. Such methods unfortunately do not
help the art form of sunken reliefs as they omit the presence
of feature lines.We propose a framework to produce sunken
reliefs from a known 3D geometry, which transforms the
3D objects into three layers of input to incorporate the contour
lines seamlessly with the smooth surfaces. The three
input layers take the advantages of the geometric information
and the visual cues to assist the relief generation. We
have modified the existing techniques of line drawings and
relief generation, and then combine them organically for this
particular purpose.
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moreAbstract
We analyze characteristic curves of vector fields and report on locations where 
they have cusps in their spatial projection, i.e., isolated points on the curve 
with abruptly turning tangent direction. Cusps appear in places where a 
projection of the corresponding tangent curve vector field exhibits critical 
points. We show that such cusps are only possible for streak and path lines, 
whereas they cannot appear on stream and time lines. Cusps turn out to be 
closely related to self-intersections of characteristic curves. We utilize this 
information in a new algorithm to create uncluttered static visualizations of 
path and streak lines.


BibTeX
@incollection{weinkauf12b,
TITLE = {Cusps of Characteristic Curves and Intersection-aware Visualization of Path and Streak Lines},
AUTHOR = {Weinkauf, Tino and Theisel, Holger and Sorkine, Olga},
LANGUAGE = {eng},
ISSN = {1612-3786},
ISBN = {978-3-642-23174-2; 978-3-642-23175-9},
DOI = {10.1007/978-3-642-23175-9_11},
LOCALID = {Local-ID: FE4F273CA66F880CC1257AD90033934C-weinkauf12b},
PUBLISHER = {Springer},
ADDRESS = {New York, NY},
YEAR = {2012},
DATE = {2012},
ABSTRACT = {We analyze characteristic curves of vector fields and report on locations where they have cusps in their spatial projection, i.e., isolated points on the curve with abruptly turning tangent direction. Cusps appear in places where a projection of the corresponding tangent curve vector field exhibits critical points. We show that such cusps are only possible for streak and path lines, whereas they cannot appear on stream and time lines. Cusps turn out to be closely related to self-intersections of characteristic curves. We utilize this information in a new algorithm to create uncluttered static visualizations of path and streak lines.},
BOOKTITLE = {Topological Methods in Data Analysis and Visualization II},
EDITOR = {Peikert, Ronald and Hauser, Helwig and Car, Hamish and Fuchs, Raphael},
PAGES = {161--176},
SERIES = {Mathematics and Visualization},
}

Endnote
%0 Book Section
%A Weinkauf, Tino
%A Theisel, Holger
%A Sorkine, Olga
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Cusps of Characteristic Curves and Intersection-aware Visualization of Path and Streak Lines : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0015-0DDF-2
%F OTHER: Local-ID: FE4F273CA66F880CC1257AD90033934C-weinkauf12b
%R 10.1007/978-3-642-23175-9_11
%D 2012
%X We analyze characteristic curves of vector fields and report on locations where 
they have cusps in their spatial projection, i.e., isolated points on the curve 
with abruptly turning tangent direction. Cusps appear in places where a 
projection of the corresponding tangent curve vector field exhibits critical 
points. We show that such cusps are only possible for streak and path lines, 
whereas they cannot appear on stream and time lines. Cusps turn out to be 
closely related to self-intersections of characteristic curves. We utilize this 
information in a new algorithm to create uncluttered static visualizations of 
path and streak lines.
%B Topological Methods in Data Analysis and Visualization II
%E Peikert, Ronald; Hauser, Helwig; Car, Hamish; Fuchs, Raphael
%P 161 - 176
%I Springer
%C New York, NY
%@ 978-3-642-23174-2 978-3-642-23175-9
%S Mathematics and Visualization
%@ false




	DOI
	PuRe
	BibTeX

	


        806
    
                Article
            
D4


        T. Weinkauf and H. Theisel
    

        “Flow Visualization and Analysis Using Streak and Time Lines,” Computing in Science & Engineering, vol. 14, no. 5, 2012.
    
moreAbstract
Novel mathematical descriptions of streak and time lines lead to new methods 
for visualizing and analyzing flow fields. It enables faster computations and 
new feature-based methods.
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moreAbstract
We present the first general scheme to describe all four types of characteristic curves of flow fields stream, path, streak, and time lines as tangent curves of a derived vector field. Thus, all these lines can be obtained by a simple integration of an autonomous ODE system. Our approach 
draws on the principal ideas of the recently introduced tangent curve description of streak lines. We provide the first description of time lines as tangent curves of a derived vector field, which could previously only be constructed in a geometric manner. Furthermore, our scheme gives rise to new types of curves. In particular, we introduce advected stream lines as a parameter-free variant of the time line metaphor. With our novel mathematical  description of characteristic curves, a large number of feature extraction and analysis tools becomes available for all types of characteristic curves, which were previously only available for stream and path lines. We will highlight some of these possible applications including the computation of time line curvature fields and the extraction of cores of swirling advected stream lines.
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moreAbstract
High Dynamic Range (HDR) technology can offer high levels of immersion with a 
dynamic range meeting and exceeding that of the Human Visual System (HVS). A 
primary drawback with HDR images and video is that memory and bandwidth 
requirements are significantly higher than for conventional images and video. 
Many bits can be wasted coding redundant imperceptible information. The 
challenge is therefore to develop means for efficiently compressing HDR imagery 
to a manageable bit rate without compromising perceptual quality. In this 
paper, we build on previous work of ours and propose a compression method for 
both HDR images and video, based on an HVS optimised wavelet subband weighting 
method. The method has been fully integrated into a JPEG 2000 codec for HDR 
image compression and implemented as a pre-processing step for HDR video coding 
(an H.264 codec is used as the host codec for video compression). Experimental 
results indicate that the proposed method outperforms previous approaches and 
operates in accordance with characteristics of the HVS, tested objectively 
using a HDR Visible Difference Predictor (VDP). Aiming to further improve the 
compression performance of our method, we additionally present the results of a 
psychophysical experiment, carried out with the aid of a high dynamic range 
display, to determine the difference in the noise visibility threshold between 
HDR and Standard Dynamic Range (SDR) luminance edge masking. Our findings show 
that noise has increased visibility on the bright side of a luminance edge. 
Masking is more consistent on the darker side of the edge.� (2012) COPYRIGHT 
Society of Photo-Optical Instrumentation Engineers (SPIE). Downloading of the 
abstract is permitted for personal use only.
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moreAbstract
INEX investigates focused retrieval from structured documents by providing 
large test
collections of structured documents, uniform evaluation measures, and a forum 
for organizations
to compare their results. This paper reports on the INEX 2010 evaluation 
campaign,
which consisted of a wide range of tracks: Ad Hoc, Book, Data Centric, 
Interactive, QA,
Link the Wiki, Relevance Feedback, Web Service Discovery and XML Mining.
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moreAbstract
We address the problem of partial symmetry detection, i.e., the identification 
of building blocks a complex shape
is composed of. Previous techniques identify parts that relate to each other by 
simple rigid mappings, similarity
transforms, or, more recently, intrinsic isometries. Our approach generalizes 
the notion of partial symmetries to
more general deformations. We introduce subspace symmetries whereby we 
characterize similarity by requiring
the set of symmetric parts to form a low dimensional shape space. We present an 
algorithm to discover subspace
symmetries based on detecting linearly correlated correspondences among graphs 
of invariant features. The detected
subspace symmetries along with the modeled variations are useful for a variety 
of applications including
shape completion, non-local and non-rigid denoising. We evaluate our technique 
on various data sets. We show
that for models with pronounced surface features, subspace symmetries can be 
found fully automatically. For
complicated cases, a small amount of user input is used to resolve ambiguities. 
Our technique computes dense
correspondences that can subsequently be used in various applications, such as 
model repair and denoising.
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moreAbstract
We introduce morphable part models for smart shape manipulation using an assembly
of deformable parts with appropriate boundary conditions. In an analysis
phase, we characterize the continuous allowable variations both for the individual
parts and their interconnections using Gaussian shape models with low
rank covariance. The discrete aspect of how parts can be assembled is captured
using a shape grammar. The parts and their interconnection rules are learned
semi-automatically from symmetries within a single object or from semantically
corresponding parts across a larger set of example models. The learned discrete
and continuous structure is encoded as a graph. In the interaction phase, we
obtain an interactive yet intuitive shape deformation framework producing realistic
deformations on classes of objects that are difficult to edit using existing
structure-aware deformation techniques. Unlike previous techniques, our method
uses self-similarities from a single model as training input and allows the user
to reassemble the identified parts in new configurations, thus exploiting both the
discrete and continuous learned variations while ensuring appropriate boundary
conditions across part boundaries.
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moreAbstract
Binocular disparity is an important cue for the human visual system to 
recognize spatial layout, both in reality and simulated virtual worlds. This 
paper introduces a perceptual model of disparity for computer graphics that is 
used to define a metric to compare a stereo image to an alternative stereo 
image and to estimate the magnitude of the perceived disparity change. Our 
model can be used to assess the effect of disparity to control the level of 
undesirable distortions or enhancements (introduced on purpose). A number of 
psycho-visual experiments are conducted to quantify the mutual effect of 
disparity magnitude and frequency to derive the model. Besides difference
prediction, other applications include compression, and re-targeting. We also 
present novel applications in form of hybrid stereo images and 
backward-compatible stereo. The latter minimizes disparity in order to convey a 
stereo impression if special equipment is used but produces images that appear 
almost ordinary to the naked eye. The validity of our model and difference 
metric is again confirmed in a study.
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moreAbstract
Removing dynamic objects from videos is an extremely challenging problem that 
even visual effects professionals often solve with time-consuming manual 
frame-by-frame editing.  
We propose a new approach to video completion that can deal with complex scenes 
containing dynamic background and non-periodical moving objects.  
We build upon the idea that the spatio-temporal hole left by a removed object 
can be filled with data available on other regions of the video where the 
occluded objects were visible.
Video completion is performed by solving a large combinatorial problem that 
searches for an optimal pattern of pixel offsets from occluded to unoccluded 
regions. 
Our contribution includes an energy functional that generalizes well over 
different scenes with stable parameters, and that has the desirable convergence 
properties for a graph-cut-based optimization.
We provide an interface to guide the completion process that both reduces 
computation time and allows for efficient correction of small errors in the 
result.
We demonstrate that our approach can effectively complete complex, 
high-resolution occlusions that are greater in difficulty than what existing 
methods have shown.
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moreAbstract
This paper presents an approach to intrinsic and extrinsic camera parameter 
calibration from a series of photographs or from video. For the reliable and 
accurate estimation of camera parameters it is common to use specially designed 
calibration patterns. However, using a single pattern, a globally consistent 
calibration is only possible from positions and viewing directions from where 
this single pattern is visible. To overcome this problem, the presented 
approach uses multiple coded patterns that can be distributed over a large 
area. A connection graph representing visible patterns in multiple views is 
generated, which is used to estimate globally consistent camera parameters for 
the complete scene. The approach is evaluated on synthetic and real-world 
ground truth examples. Furthermore, the approach is applied to calibrate the 
stereo-cameras of a robotic head on a moving platform.
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moreAbstract
In this paper, we present an algorithm for detecting partial Euclidean 
symmetries in volume data. Our algorithm
finds subsets in voxel data that map to each other approximately under 
translations, rotations, and reflections.
We implement the search for partial symmetries efficiently and robustly using a 
feature-based approach: We first
reduce the volume to salient line features and then create transformation 
candidates from matching only local
configurations of these line networks. Afterwards, only a shortlist of 
transformation candidates need to be verified
using expensive dense volume matching. We apply our technique on both synthetic 
test scenes as well as real CT
scans and show that we can recover a large amount of partial symmetries for 
complexly structured volume data
sets.
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moreAbstract
Many computer vision and computational photography applications
essentially solve an image enhancement problem. The image has been
deteriorated by a specific noise process, such as aberrations from camera
optics and compression artifacts, that we would like to remove. We
describe a framework for learning-based image enhancement. At the core of
our algorithm lies a generic regularization framework that comprises a
prior on natural images, as well as an application-specific conditional
model based on Gaussian processes. In contrast to prior learning-based
approaches, our algorithm can instantly learn task-specific degradation
models from sample images which enables users to easily adapt the
algorithm to a specific problem and data set of interest. This is
facilitated by our efficient approximation scheme of large-scale Gaussian
processes. We demonstrate the efficiency and effectiveness of our approach
by applying it to example enhancement applications including single-image
super-resolution, as well as artifact removal in JPEG- and JPEG
2000-encoded images.


BibTeX
@techreport{KimKwonKimTheobalt2011,
TITLE = {Efficient Learning-based Image Enhancement : Application to Compression Artifact Removal and Super-resolution},
AUTHOR = {Kim, Kwang In and Kwon, Younghee and Kim, Jin Hyung and Theobalt, Christian},
LANGUAGE = {eng},
ISSN = {0946-011X},
NUMBER = {MPI-I-2011-4-002},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2011},
ABSTRACT = {Many computer vision and computational photography applications essentially solve an image enhancement problem. The image has been deteriorated by a specific noise process, such as aberrations from camera optics and compression artifacts, that we would like to remove. We describe a framework for learning-based image enhancement. At the core of our algorithm lies a generic regularization framework that comprises a prior on natural images, as well as an application-specific conditional model based on Gaussian processes. In contrast to prior learning-based approaches, our algorithm can instantly learn task-specific degradation models from sample images which enables users to easily adapt the algorithm to a specific problem and data set of interest. This is facilitated by our efficient approximation scheme of large-scale Gaussian processes. We demonstrate the efficiency and effectiveness of our approach by applying it to example enhancement applications including single-image super-resolution, as well as artifact removal in JPEG- and JPEG 2000-encoded images.},
TYPE = {Research Report},
}

Endnote
%0 Report
%A Kim, Kwang In
%A Kwon, Younghee
%A Kim, Jin Hyung
%A Theobalt, Christian
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T Efficient Learning-based Image Enhancement : Application to
Compression Artifact Removal and Super-resolution : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0027-13A3-E
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2011
%X Many computer vision and computational photography applications
essentially solve an image enhancement problem. The image has been
deteriorated by a specific noise process, such as aberrations from camera
optics and compression artifacts, that we would like to remove. We
describe a framework for learning-based image enhancement. At the core of
our algorithm lies a generic regularization framework that comprises a
prior on natural images, as well as an application-specific conditional
model based on Gaussian processes. In contrast to prior learning-based
approaches, our algorithm can instantly learn task-specific degradation
models from sample images which enables users to easily adapt the
algorithm to a specific problem and data set of interest. This is
facilitated by our efficient approximation scheme of large-scale Gaussian
processes. We demonstrate the efficiency and effectiveness of our approach
by applying it to example enhancement applications including single-image
super-resolution, as well as artifact removal in JPEG- and JPEG
2000-encoded images.
%B Research Report
%@ false




	PuRe
	BibTeX
	fulltext version

	


        843
    
                Article
            
D4


        M. H. Kim, T. Ritschel, and J. Kautz
    

        “Edge-aware Color Appearance,” ACM Transactions on Graphics, vol. 30, no. 2, 2011.
    
moreBibTeX
@article{Kim2011,
TITLE = {Edge-aware Color Appearance},
AUTHOR = {Kim, Min H. and Ritschel, Tobias and Kautz, Jan},
LANGUAGE = {eng},
ISSN = {0730-0301},
URL = {http://graphics.cs.yale.edu/minhkim/publications/KimRitschelKautz_TOG2011.pdf},
DOI = {10.1145/1944846.1944853},
PUBLISHER = {ACM},
ADDRESS = {New York, NY},
YEAR = {2011},
DATE = {2011},
JOURNAL = {ACM Transactions on Graphics},
VOLUME = {30},
NUMBER = {2},
PAGES = {1--9},
EID = {13},
}

Endnote
%0 Journal Article
%A Kim, Min H.
%A Ritschel, Tobias
%A Kautz, Jan
%+ External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Edge-aware Color Appearance : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0010-13B4-B
%F EDOC: 618871
%R 10.1145/1944846.1944853
%U http://graphics.cs.yale.edu/minhkim/publications/KimRitschelKautz_TOG2011.pdf
%7 2011
%D 2011
%* Review method: peer-reviewed
%J ACM Transactions on Graphics
%V 30
%N 2
%& 1
%P 1 - 9
%Z sequence number: 13
%I ACM
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        844
    
                Conference paper
            
D4


        O. Klehm, T. Ritschel, E. Eisemann, and H.-P. Seidel
    

        “Bent Normals and Cones in Screen-space,” in Vision, Modeling, and Visualizaiton (VMV 2011), Berlin, Germany, 2011.
    
moreAbstract
Ambient occlusion (AO) is a popular technique for real-time as well as offline 
rendering.
One of its benefits is a gain in efficiency due to the fact that occlusion and 
shading are decoupled which results in an average occlusion that modulates the 
surface shading.
Its main drawback is a loss of realism due to the lack of directional occlusion 
and lighting.
As a solution, the use of bent normals was proposed for offline rendering.
This work describes how to compute bent normals and bent cones in combination 
with screen-space ambient occlusion.
These extensions combine the speed and simplicity of AO with physically more 
plausible lighting.
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moreAbstract
Visual fixation is employed by humans and some animals to keep a specific 3D 
location at the center of the visual gaze. Inspired by this phenomenon in 
nature, this paper explores the idea to transfer this mechanism to the context 
of video stabilization for a hand-held video camera. A novel approach is 
presented that stabilizes a video by fixating on automatically extracted 3D 
target points. This approach is different from existing automatic solutions 
that stabilize the video by smoothing. To determine the 3D target points, the 
recorded scene is analyzed with a state-of-the-art structure-from-motion 
algorithm, which estimates camera motion and reconstructs a 3D point cloud of 
the static scene objects. Special algorithms are presented that search either 
virtual or real 3D target points, which back-project close to the center of the 
image for as long a period of time as possible. The stabilization algorithm 
then transforms the original images of the sequence so that these 3D target 
points are kept exactly in the center of the image, which, in case of real 3D 
target points, produces a perfectly stable result at the image center.
Furthermore, different methods of additional user interaction are investigated. 
It is shown that the stabilization process can easily be controlled and that it 
can be combined with state-of-the-art tracking techniques in order to obtain a 
powerful image stabilization tool.
The approach is evaluated on a variety of videos taken with a hand-held camera 
in natural scenes.
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%X Visual fixation is employed by humans and some animals to keep a specific 3D 
location at the center of the visual gaze. Inspired by this phenomenon in 
nature, this paper explores the idea to transfer this mechanism to the context 
of video stabilization for a hand-held video camera. A novel approach is 
presented that stabilizes a video by fixating on automatically extracted 3D 
target points. This approach is different from existing automatic solutions 
that stabilize the video by smoothing. To determine the 3D target points, the 
recorded scene is analyzed with a state-of-the-art structure-from-motion 
algorithm, which estimates camera motion and reconstructs a 3D point cloud of 
the static scene objects. Special algorithms are presented that search either 
virtual or real 3D target points, which back-project close to the center of the 
image for as long a period of time as possible. The stabilization algorithm 
then transforms the original images of the sequence so that these 3D target 
points are kept exactly in the center of the image, which, in case of real 3D 
target points, produces a perfectly stable result at the image center.
Furthermore, different methods of additional user interaction are investigated. 
It is shown that the stabilization process can easily be controlled and that it 
can be combined with state-of-the-art tracking techniques in order to obtain a 
powerful image stabilization tool.
The approach is evaluated on a variety of videos taken with a hand-held camera 
in natural scenes.
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moreAbstract
The recent resurgence of stereoscopic 3D films has triggered a high demand for 
post-processing tools for stereoscopic image sequences.
Camera motion estimation, also known as structure-from-motion (SfM) or 
match-moving, is an essential step in the post-processing pipeline. In order to 
ensure a high accuracy of the estimated camera parameters, a bundle adjustment 
algorithm should be employed. We present a new stereo camera model for bundle 
adjustment. It is designed to be applicable to a wide range of cameras employed 
in today's movie productions. In addition, we describe how the model can be 
integrated efficiently into the sparse bundle adjustment framework, enabling 
the processing of stereoscopic image sequences with traditional efficiency and 
improved accuracy.
Our camera model is validated by synthetic experiments, on rendered sequences, 
and on a variety of real-world video sequences.
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moreAbstract
In this work, we focus on efficient compression and streaming of frames 
rendered from a dynamic 3D model.
Remote rendering and on-the-fly streaming become increasingly attractive for 
interactive applications. Data is kept confidential and only images are sent to 
the client. Even if the client's hardware resources are modest, the user can 
interact with state-of-the-art rendering applications executed on the server. 
Our solution focuses on augmented video information, e.g., by depth, which is 
key to increase robustness with respect to data loss, image reconstruction, and 
is an important feature for stereo vision and other client-side applications.
Two major challenges arise in such a setup. First, the server workload has to 
be controlled to support many clients, second the data transfer needs to be 
efficient. Consequently, our contributions are twofold.
First, we reduce the server-based computations by making use of sparse sampling 
and temporal consistency to avoid expensive pixel evaluations.
Second, our data-transfer solution takes limited bandwidths into account, is 
robust to information loss, and compression and decompression are efficient 
enough to support real-time interaction.
Our key insight is to tailor our method explicitly for rendered 3D content and 
shift some computations on client GPUs, to better balance the server/client 
workload.
Our framework is progressive, scalable, and allows us to stream augmented 
high-resolution (e.g., HD-ready) frames with small bandwidth on standard 
hardware.
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This master's thesis investigates the benefit of utilizing depth
information acquired by a time-of-flight (ToF) camera for hand shape
recognition from unrestricted viewpoints. Specifically, we assess the
hypothesis that classical 3D content descriptors might be
inappropriate for ToF depth images due to the 2.5D nature and
noisiness of the data and possible expensive computations in 3D space.
Instead, we extend 2D descriptors to make use of the additional
semantics of depth images. Our system is based on the appearance-based
retrieval paradigm, using a synthetic 3D hand model to generate its
database. The system is able to run at interactive frame rates. For
increased robustness, no color, intensity, or time coherence
information is used. A novel, domain-specific algorithm for segmenting
the forearm from the upper body based on reprojecting the acquired
geometry into the lateral view is introduced. Moreover, three kinds of
descriptors exploiting depth data are proposed and the made design
choices are experimentally supported. The whole system is then
evaluated on an American sign language fingerspelling dataset.
However, the retrieval performance still leaves room for improvements.
Several insights and possible reasons are discussed.
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moreAbstract
Time skewing and loop tiling has been known for a long time to be a highly 
beneficial acceleration technique for nested loops especially on bandwidth 
hungry multi-core processors, but it is little used in practice because 
efficient implementations utilize complicated code and simple or abstract ones 
show much smaller gains over naive nested loops. We break this dilemma with an 
essential time skewing scheme that is both compact and fast.
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moreAbstract
Presenting the variety of high resolution images captured by high-quality 
devices, or generated on the computer, is challenging due to the limited 
resolution of current display devices. Our recent work addressed this problem 
by taking into account human perception. By applying a specific motion to a 
high-resolution image shown on a low-resolution display device, human eye 
tracking and integration could be exploited to achieve apparent resolution 
enhancement. To this end, the high-resolution image is decomposed into a 
sequence of temporally varying low-resolution images that are displayed at high 
refresh rates. However, this approach is limited to a specific class of simple 
or constant movements, i.e. ``panning''. In this work, we generalize this idea 
to arbitrary motions, as well as to videos with arbitrary motion flow. The 
resulting image sequences are compared to a range of other down-sampling 
methods.
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moreAbstract
Recently, the problem of intrinsic shape matching has received a lot of 
attention. A number of algorithms have been proposed, among which 
random-sampling-based techniques have been particularly successful due to their 
generality and efficiency. We introduce a new sampling-based shape matching 
algorithm that uses a planning step to find optimized "landmark" points. These 
points are matched first in order to maximize the information gained and thus 
minimize the sampling costs. Our approach makes three main contributions: 
First, the new technique leads to a significant improvement in performance, 
which we demonstrate on a number of benchmark scenarios. Second, our technique 
does not require any keypoint detection. This is often a significant limitation 
for models that do not show sufficient surface features. Third, we examine the 
actual numerical degrees of freedom of the matching problem for a given piece 
of geometry. In contrast to previous results, our estimates take into account 
unprecise geodesics and potentially numerically unfavorable geometry of general 
topology, giving a more realistic complexity estimate.
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moreAbstract
Digital reliefs mimic the style of their real life counterparts, and hence 
offer an elegant depiction of a 3D shape. Despite an
increasing amount of research on digital relief generation in
computer graphics, little has been reported on the generation of
abstract sculpture forms using pure engraved lines. In this paper, we present a 
method to create a relief-like sculpture using lines extracted from 3D Objects. 
Our relief generation process is different from other previous works: our 
method uses lines to present the geometric shape while others rely on the 
smooth surface to convey the shape information. Such a relief-like art piece 
can be easily machined since only the lines need to be carved.
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moreAbstract
Numerous image processing and computer graphics methods make use of either 
explicitly computed strength of image edges, or an implicit edge strength 
definition that is integrated into their algorithms. In both cases, the end 
result is highly affected by the computation of edge strength. We address 
several shortcomings of the widely used gradient magnitude based edge strength 
model through the computation of a hypothetical human visual system (HVS) 
response at edge locations. Contrary to gradient magnitude, the resulting 
``visual significance'' values account for various HVS mechanisms such as 
luminance adaptation and visual masking, and are scaled in perceptually linear 
units that are uniform across images. The visual significance computation is 
implemented in a fast multi-scale second generation wavelet framework,which we 
use to demonstrate the differences in image retargeting, HDR image stitching 
and tone mapping applications with respect to gradient magnitude model. Our 
results suggest that simple perceptual models provide qualitative improvements 
on applications utilizing edge strength at the cost of a modest computational 
burden.
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moreAbstract
The automatic segmentation and classification of an unknown motion data stream 
accord-
ing to given motion categories constitutes an important research problem with 
applica-
tions in computer animation, medicine and sports sciences. In this thesis, we 
consider
the scenario of trampoline motions, where an athlete performs a sequence of 
predefined
trampoline jumps. Here, each jump follows certain rules and belongs to a 
specific motion
category such as a pike jump or a somersault. Then, the classification problem 
consists
in automatically segmenting an unknown trampoline motion sequence into its 
individ-
ual jumps and to classify these jumps according to the given motion categories. 
Since
trampoline motions are very fast and spacious while requiring special lighting 
conditions,
it is problematic to capture trampoline motions with video and optical motion 
capture
systems. Inertial sensors that measure accelerations and orientations are more 
suitable
for capturing trampoline motions and therefore have been used for this thesis. 
However,
inertial sensor output is noisy and abstract requiring suitable feature 
representations that
display the characteristics of each motion category without being sensitive to 
noise and
performance variations. A sensor data stream can then be transformed into a 
feature
sequence for classification. For every motion category, a class representation 
(or in our
case, a class motion template) is learned from a class of example motions 
performed by
different actors. The main idea, as employed in this thesis, is to locally 
compare the fea-
ture sequence of the unknown trampoline motion with all given class motion 
templates
using a variant of dynamic time warping (DTW) in the comparison. Then, the 
unknown
motion stream is automatically segmented and locally classified by the class 
template that
best explains the corresponding segment. Extensive experiments have been 
conducted
on trampoline jumps from various athletes for evaluating various feature 
representations,
segmentation and classification.
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moreAbstract
High-refresh-rate displays (e.\,g.,~120\,Hz) have recently become available on 
the consumer market and quickly gain on popularity.
One of their aims is to reduce the perceived blur created by moving objects 
that are tracked by the human eye.
However, an improvement is only achieved if the video stream is produced at the 
same high refresh rate (i.\,e.~120\,Hz).
Some devices, such as LCD~TVs, solve this problem by converting 
low-refresh-rate content (i.\,e.~50\,Hz~PAL) into a higher temporal resolution 
(i.\,e.~200\,Hz) based on two-dimensional optical flow.
 
In our approach, we will show how rendered three-dimensional images produced by 
recent graphics hardware can be up-sampled more efficiently resulting in higher 
quality at the same time.
Our algorithm relies on several perceptual findings and preserves the 
naturalness of the original sequence.
A psychophysical study validates our approach and illustrates that temporally 
up-sampled video streams are preferred over the standard low-rate input by the 
majority of users.
We show that our solution improves task performance on high-refresh-rate 
displays.
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In our approach, we will show how rendered three-dimensional images produced by 
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quality at the same time.
Our algorithm relies on several perceptual findings and preserves the 
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moreAbstract
Digital movie cameras only perform a discrete sampling of real-world imagery. 
While spatial sampling effects are well studied in the literature, there has 
not been as much work in regards to temporal sampling. As cameras get faster 
and faster, the need for conventional frame-rate video that matches the 
abilities of human perception remains. In this article, we introduce a system 
with controlled temporal sampling behavior. It transforms a high fps input 
stream into a conventional speed output video in real-time.
 
We investigate the effect of different temporal sampling kernels and 
demonstrate that extended, overlapping kernels can mitigate aliasing artifacts. 
Furthermore, NPR effects, such as enhanced motion blur, can be achieved. By 
applying Fourier transforms in the temporal domain, we can also obtain novel 
tools for analyzing and visualizing time dependent effects.
 
We study the properties of both contemporary and idealized display devices and 
demonstrate the effect of different sampling kernels in creating enhanced 
movies and stills of fast motion.
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%X Digital movie cameras only perform a discrete sampling of real-world imagery. 
While spatial sampling effects are well studied in the literature, there has 
not been as much work in regards to temporal sampling. As cameras get faster 
and faster, the need for conventional frame-rate video that matches the 
abilities of human perception remains. In this article, we introduce a system 
with controlled temporal sampling behavior. It transforms a high fps input 
stream into a conventional speed output video in real-time.

We investigate the effect of different temporal sampling kernels and 
demonstrate that extended, overlapping kernels can mitigate aliasing artifacts. 
Furthermore, NPR effects, such as enhanced motion blur, can be achieved. By 
applying Fourier transforms in the temporal domain, we can also obtain novel 
tools for analyzing and visualizing time dependent effects.

We study the properties of both contemporary and idealized display devices and 
demonstrate the effect of different sampling kernels in creating enhanced 
movies and stills of fast motion.
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moreAbstract
Local optimization and filtering have been widely applied to model-based 3D
human motion capture. Global stochastic optimization has recently been
proposed as promising alternative solution for tracking and initialization. In
order to benefit from optimization and filtering, we introduce a multi-layer
framework that combines stochastic optimization, filtering, and local
optimization. While the first layer relies on interacting simulated
annealing and some weak prior information on physical constraints, the second
layer refines the estimates by filtering and local optimization such that the
accuracy is increased and ambiguities are resolved over time without imposing
restrictions on the dynamics. In our experimental evaluation, we demonstrate
the significant improvements of the multi-layer framework and provide
quantitative 3D pose tracking results for the complete \texttt{HumanEva-II} 
dataset.
The paper further comprises a comparison of global stochastic optimization
with particle filtering, annealed particle filtering, and local optimization.
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optimization. While the first layer relies on interacting simulated
annealing and some weak prior information on physical constraints, the second
layer refines the estimates by filtering and local optimization such that the
accuracy is increased and ambiguities are resolved over time without imposing
restrictions on the dynamics. In our experimental evaluation, we demonstrate
the significant improvements of the multi-layer framework and provide
quantitative 3D pose tracking results for the complete \texttt{HumanEva-II} 
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moreAbstract
Given a multi-exposure sequence of a scene, our aim is to recover the absolute 
irradiance falling onto a linear camera sensor. The established approach is to 
perform a weighted average of the scaled input exposures. However, there is no 
clear consensus on the appropriate weighting to use. We propose a weighting 
function that produces statistically optimal estimates under the assumption of 
compound- Gaussian noise. Our weighting is based on a calibrated camera model 
that accounts for all noise sources. This model also allows us to 
simultaneously estimate the irradiance and its uncertainty. We evaluate our 
method on simulated and real world photographs, and show that we consistently 
improve the signal-to-noise ratio over previous approaches.  Finally, we show 
the effectiveness of our model for optimal exposure sequence selection and HDR 
image denoising.
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moreAbstract
Generating realistic human shapes and motion is an important task both in the motion picture industry and in computer games. In feature films, high quality and believability are the most important characteristics. Additionally, when creating virtual doubles the generated charactes have to match as closely as possible to given real persons. In contrast, in computer games the level of realism does not need to be as high but real-time performance is essential. It is desirable to meet all these requirements with a general model of human pose and shape.
In addition, many markerless human tracking methods applied, e.g., in biomedicine or sports science can benefit greatly from the availability of such a model because most methods require a 3D model of the tracked subject as input, which can be generated on-the-fly given a suitable shape and pose model.
In this thesis, a comprehensive procedure is presented to generate different general models of human pose. A database of 3D scans spanning the space of human pose and shape variations is introduced. Then, four different approaches for transforming the database into a general model of human pose and shape are presented, which improve the current state of the art. Experiments are performed to evaluate and compare the
proposed models on real-world problems, i.e., characters are generated given semantic constraints and the underlying shape and pose of humans given 3D scans, multi-view video, or uncalibrated monocular images is estimated.
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moreAbstract
Pixel processing is becoming increasingly expensive for real-time applications 
due to the complexity of today's shaders and high-resolution framebuffers.
However, most shading results are spatially or temporally coherent, which 
allows for sparse sampling and reuse of neighboring pixel values.
This paper proposes a simple framework for spatio-temporal upsampling on modern 
GPUs.
In contrast to previous work, which focuses either on temporal or spatial 
processing on the GPU, we exploit coherence in both.
Our algorithm combines adaptive motion-compensated filtering over time and 
geometry-aware upsampling in image space.
It is robust with respect to high-frequency temporal changes, and achieves 
substantial performance improvements by limiting the number of recomputed 
samples per frame.
At the same time, we increase the quality of spatial upsampling by recovering 
missing information from previous frames. 
This temporal strategy also allows us to ensure that the image converges to a 
higher quality result.
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moreAbstract
Computing global illumination (GI) in virtual scenes becomes increasingly 
attractive even for real-time applications nowadays. GI delivers important cues 
in the perception of 3D virtual scenes, which is important for material and 
architectural design. Therefore, for photo-realistic rendering in the design 
and even the game industry, GI has become indispensable. While the computer 
simulation of realistic global lighting is well-studied and often considered as 
solved, computing it efficiently is not. Saving computation costs is therefore 
the main motivation of current research in GI. Efficient algorithms have to 
take various aspects into account, such as the algorithmic complexity and 
convergence, its mapping to parallel processing hardware, and the knowledge of 
certain lighting properties including the capabilities of the human visual 
system.
In this dissertation we exploit both low-level and high-level coherence in the 
practical design of GI algorithms for a variety of target applications ranging 
from high-quality production rendering to dynamic real-time rendering. We also 
focus on automatic rendering-accuracy control to approximate GI in such a way 
that the error is perceptually unified in the result images, thereby taking 
not only into account the limitations of the human visual system but also later 
video compression with an MPEG encoder. In addition, this dissertation provides 
many ideas and supplementary material, which complements published work and 
could be of practical relevance.
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ABSTRACT = {Computing global illumination (GI) in virtual scenes becomes increasingly attractive even for real-time applications nowadays. GI delivers important cues in the perception of 3D virtual scenes, which is important for material and architectural design. Therefore, for photo-realistic rendering in the design and even the game industry, GI has become indispensable. While the computer simulation of realistic global lighting is well-studied and often considered as solved, computing it efficiently is not. Saving computation costs is therefore the main motivation of current research in GI. Efficient algorithms have to take various aspects into account, such as the algorithmic complexity and convergence, its mapping to parallel processing hardware, and the knowledge of certain lighting properties including the capabilities of the human visual system. In this dissertation we exploit both low-level and high-level coherence in the practical design of GI algorithms for a variety of target applications ranging from high-quality production rendering to dynamic real-time rendering. We also focus on automatic rendering-accuracy control to approximate GI in such a way that the error is perceptually unified in the result images, thereby taking not only into account the limitations of the human visual system but also later video compression with an MPEG encoder. In addition, this dissertation provides many ideas and supplementary material, which complements published work and could be of practical relevance.},
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%X Computing global illumination (GI) in virtual scenes becomes increasingly 
attractive even for real-time applications nowadays. GI delivers important cues 
in the perception of 3D virtual scenes, which is important for material and 
architectural design. Therefore, for photo-realistic rendering in the design 
and even the game industry, GI has become indispensable. While the computer 
simulation of realistic global lighting is well-studied and often considered as 
solved, computing it efficiently is not. Saving computation costs is therefore 
the main motivation of current research in GI. Efficient algorithms have to 
take various aspects into account, such as the algorithmic complexity and 
convergence, its mapping to parallel processing hardware, and the knowledge of 
certain lighting properties including the capabilities of the human visual 
system.
In this dissertation we exploit both low-level and high-level coherence in the 
practical design of GI algorithms for a variety of target applications ranging 
from high-quality production rendering to dynamic real-time rendering. We also 
focus on automatic rendering-accuracy control to approximate GI in such a way 
that the error is perceptually unified in the result images, thereby taking 
not only into account the limitations of the human visual system but also later 
video compression with an MPEG encoder. In addition, this dissertation provides 
many ideas and supplementary material, which complements published work and 
could be of practical relevance.
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moreAbstract
In fluorescent materials, light from a certain band of incident wavelengths is 
reradiated at longer wavelengths, i.e., with a reduced per-photon energy. While 
fluorescent materials are common in everyday life, they have received little 
attention in computer graphics. Especially, no bidirectional reradiation 
measurements of fluorescent materials have been available so far. In this 
paper, we extend the well-known concept of the bidirectional reflectance 
distribution function (BRDF) to account for energy transfer between 
wavelengths, resulting in a Bispectral Bidirectional Reflectance and 
Reradiation Distribution Function (bispectral BRRDF). Using a bidirectional and 
bispectral measurement setup, we acquire reflectance and reradiation data of a 
variety of fluorescent materials, including vehicle paints, paper and fabric, 
and compare their renderings with RGB, RGBxRGB, and spectral BRDFs. Our 
acquisition is guided by a principal component analysis on complete bispectral 
data taken under a sparse set of angles. We show that in order to faithfully 
reproduce the full bispectral information for all other angles, only a very 
small number of wavelength pairs needs to be measured at a high angular 
resolution.
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moreAbstract
In this thesis, we cover three scenarios that violate common simplifying 
assumptions about the nature of light transport.

We begin with the first ingredient to any 3D rendering: a geometry model. Most 
3D scanners require the object-of-interest to show diffuse reflectance. The 
further a material deviates from the Lambertian model, the more likely these 
setups are to produce corrupted results. By placing a traditional laser 
scanning setup in a participating (in particular, fluorescent) medium, we have 
built a light sheet scanner that delivers robust results for a wide range of 
materials, including glass.

Further investigating the phenomenon of fluorescence, we notice that, despite 
its ubiquity, it has received moderate attention in computer graphics. In 
particular, to date no data-driven reflectance models of fluorescent materials 
have been available. To describe the wavelength-shifting reflectance of 
fluorescent materials, we define the bispectral bidirectional reflectance and 
reradiation distribution function (BRRDF), for which we introduce an 
image-based measurement setup as well as an effcient acquisition scheme.

Finally, we envision a computer display that shows materials instead of 
colours, and present a prototypical device that can exhibit anisotropic 
reflectance distributions similar to com-
mon models in computer graphics.
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moreAbstract
Volume caustics are intricate illumination patterns formed by light first 
interacting with a specular surface and subsequently being scattered inside a 
participating medium. Although this phenomenon can be simulated by existing 
techniques, image synthesis is usually non-trivial and time-consuming.
 
Motivated by interactive applications, we propose a novel volume caustics 
rendering method for single-scattering participating media. Our method is based 
on the observation that line rendering of illumination rays into the screen 
buffer establishes a direct light path between the viewer and the light source. 
This connection is introduced via a single scattering event for every pixel 
affected by the line primitive. Since the GPU is a parallel processor, the 
radiance contributions of these light paths to each of the pixels can be 
computed and accumulated independently. The implementation of our method is 
straightforward and we show that it can be seamlessly integrated with existing 
methods for rendering participating media.
 
We achieve high-quality results at real-time frame rates for large and dynamic 
scenes containing homogeneous participating media. For inhomogeneous media, our 
method achieves interactive performance that is close to real-time. Our method 
is based on a simplified physical model and can thus be used for generating 
physically plausible previews of expensive lighting simulations quickly.
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moreAbstract
In this thesis a general approach for detection of symmetric structures in 
images is presented. Rather than relying on some feature points to extract 
symmetries, symmetries are described using a probabilistic formulation of image 
self-similarity. Using a Markov random field we obtain a joint probability 
distribution describing all assignments of the image to itself. Due to the high 
dimensionality of this joint distribution, we do not examine this distribution 
directly, but approximate its marginals in order to gather information about 
the symmetries with the image. In the case of perfect symmetries this 
approximation is done using belief propagation. A novel variant of belief 
propagation is introduced allowing for reliable approximations when dealing 
with approximate symmetries. We apply our approach to several images ranging 
from perfect synthetic symmetries to real-world scenarios, demonstrating the 
capabilities of probabilistic frameworks for symmetry detection.
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moreAbstract
Bas-relief is a form of sculpture where carved or chiseled forms protrude 
partially and
shallowly from the background. Occupying an intermediate place between painting
and full 3D sculpture, bas-relief sculpture exploits properties of human visual
perception in order to maintain perceptually salient 3D information. In this 
paper, we
present two methods for automatic bas-relief generation from 3D digital shapes. 
Both
methods are inspired by techniques developed for high dynamic range image
compression and have the bilateral filter as the main ingredient. We 
demonstrate that
the methods are capable of preserving fine shape features and achieving good
compression without compromising the quality of surface details.
For artists, bas-relief generation starts from managing the viewer's point of 
view and
compositing the scene. Therefore we strive in our work to streamline this 
process by
focusing on easy and intuitive user interaction which is paramount to artistic
applications. Our algorithms allow for real time computation thanks to our
implementation on graphics hardware. Besides interactive production of stills, 
this
work offers the possibility for generating bas-relief animations. Last but not 
least, we
explore the generation of artistic reliefs that mimic cubism in painting.
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applications. Our algorithms allow for real time computation thanks to our
implementation on graphics hardware. Besides interactive production of stills, 
this
work offers the possibility for generating bas-relief animations. Last but not 
least, we
explore the generation of artistic reliefs that mimic cubism in painting.
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moreAbstract
In this paper, we present a novel method for extracting feature lines from 
volume data sets. This leads to a reduction
of visual complexity and provides an abstraction of the original data to 
important structural features. We
employ a new iteratively reweighted least-squares approach that allows us to 
detect sharp creases and to preserve
important features such as corners or intersection of feature lines accurately. 
Traditional least-squares methods
This is important for both visual quality as well as reliable further 
processing in feature detection algorithms. Our
algorithm is efficient and easy to implement, and nevertheless effective and 
robust to noise. We show results for a
number of different data sets.
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moreAbstract
We present a novel rendering system for defocus-blur and lens effects. It 
supports physically-based rendering and outperforms previous approaches by 
involving a novel GPU-based tracing method. Our solution achieves more 
precision than competing real-time solutions and our results are mostly 
indistinguishable from offline rendering. Our method is also more general and 
can integrate advanced simulations, such as simple geometric lens models 
enabling various lens aberration effects. These latter are crucial for realism, 
but are often employed in artistic contexts too. We show that available 
artistic lenses can be simulated by our method. In this spirit, our work 
introduces an intuitive control over depth-of-field effects. The physical basis 
is crucial as a starting point to enable new artistic renderings based on a 
generalized focal surface to emphasize particular elements in the scene while 
retaining a realistic look. Our real-time solution provides realistic, as well 
as plausible expressive results.
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moreAbstract
Crease surfaces are two-dimensional manifolds along which a scalar field 
assumes a local maximum (ridge) or a local minimum (valley) in a constrained 
space. Unlike isosurfaces, they are able to capture extremal structures in the 
data. Creases have a long tradition in image processing and computer vision, 
and have recently become a popular tool for visualization. When extracting 
crease surfaces, degeneracies of the Hessian (i.e., lines along which two 
eigenvalues are equal) have so far been ignored. We show that these loci, 
however, have two important consequences for the topology of crease surfaces: 
First, creases are bounded not only by a side constraint on eigenvalue sign, 
but also by Hessian degeneracies. Second, crease surfaces are not, in general, 
orientable. We describe an efficient algorithm for the extraction of crease 
surfaces which takes these insights into account and demonstrate that it 
produces more accurate results than previous approaches. Finally, we show that 
diffusion tensor magnetic resonance imaging (DT-MRI) stream surfaces, which 
were previously used for the analysis of planar regions in diffusion tensor MRI 
data, are mathematically ill-defined. As an example application of our method, 
creases in a measure of planarity are presented as a viable substitute.
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moreAbstract
We present a new cache oblivious scheme for iterative stencil computations that 
performs beyond system bandwidth limitations as though gigabytes of data could 
reside in an enormous on-chip cache. We compare execution times for 2D and 3D 
spatial domains with up to 128 million double precision elements for constant 
and variable stencils against hand-optimized naive code and the automatic 
polyhedral parallelizer and locality optimizer PluTo and demonstrate the clear 
superiority of our results. The performance benefits stem from a tiling 
structure that caters for data locality, parallelism and vectorization 
simultaneously. Rather than tiling the iteration space from inside, we take an 
exterior approach with a predefined hierarchy, simple regular parallelogram 
tiles and a locality preserving parallelization. These advantages come at the 
cost of an irregular work-load distribution but a tightly integrated 
load-balancer ensures a high utilization of all resources.
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moreAbstract
In this paper, we investigate the problem of statistical reconstruction of 
piecewise linear manifold topology. Given a noisy, probably undersampled point 
cloud from a one- or two-manifold, the algorithm reconstructs an approximated 
most likely mesh in a Bayesian sense from which the sample might have been 
taken. We incorporate statistical priors on the object geometry to improve the 
reconstruction quality if additional knowledge about the class of original 
shapes is available. The priors can be formulated analytically or learned from 
example geometry with known manifold tessellation. The statistical objective 
function is approximated by a linear programming / integer programming problem, 
for which a globally optimal solution is found. We apply the algorithm to a set 
of 2D and 3D reconstruction examples, demon-strating that a statistics-based 
manifold reconstruction is feasible, and still yields plausible results in 
situations where sampling conditions are violated.
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moreAbstract
We present a technique that combines the visual benefits of virtual enhancement 
with the intuitive interaction of the real world. We accomplish this by 
introducing the concept of a context-aware light source. This light source 
provides illumination based on scene context in real-time. This allows us to 
project feature enhancement in-place onto an object while it is being 
manipulated by the user. A separate proxy light source can be employed to 
enable freely programmable shading responses for interactive scene analysis. We 
created a prototype hardware setup and have implemented several applications 
that demonstrate the approach, such as a sharpening light, an edge highlighting 
light, an accumulation light, and a light with a programmable, nonlinear 
shading response.
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moreAbstract
We present variance soft shadow mapping (VSSM) for rendering plausible soft 
shadow in real-time. VSSM is based on the theoretical framework of 
percentage-closer soft shadows (PCSS) and exploits recent advances in variance 
shadow mapping (VSM). Our new formulation allows for the efficient computation 
of (average) blocker distances, a common bottleneck in PCSS-based methods. 
Furthermore, we avoid incorrectly lit pixels commonly encountered in VSM-based 
methods by appropriately subdividing the filter kernel. We demonstrate that 
VSSM renders highquality soft shadows efficiently (usually over 100 fps) for 
complex scene settings. Its speed is at least one order of magnitude faster 
than PCSS for large penumbra.
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moreAbstract
The creation of high quality animations of real-world human actors has long 
been a challenging problem in computer graphics. It involves the modeling of 
the shape of the virtual actors, creating their motion, and the reproduction of 
very fine dynamic
details. In order to render the actor under arbitrary lighting, it is required 
that reflectance properties are modeled for each point on the surface. These 
steps, that are usually performed manually by professional modelers, are time 
consuming and cumbersome.

In this thesis, we show that algorithmic solutions for some of the problems 
that arise in the creation of high quality animation of real-world people are 
possible using multi-view video data. First, we present a novel spatio-temporal 
approach
to create a personalized avatar from multi-view video data of a moving person. 
Thereafter, we propose two enhancements to a method that captures human shape, 
motion and reflectance properties of amoving human using eightmulti-view video 
streams. Afterwards we extend this work, and in order to add very fine dynamic 
details to the geometric models, such as wrinkles and folds in the clothing, we 
make use of the multi-view video recordings and present a statistical method 
that can passively capture the fine-grain details of time-varying scene 
geometry. Finally, in order to reconstruct structured shape and animation of 
the subject from video, we present a dense 3D correspondence finding method 
that enables spatiotemporally coherent reconstruction of surface animations 
directly frommulti-view
video data. 

These algorithmic solutions can be combined to constitute a complete animation 
pipeline for acquisition, reconstruction and rendering of high quality virtual 
actors from multi-view video data. They can also be used individually in a 
system that require the solution of a specific algorithmic sub-problem. The 
results demonstrate that using multi-view video data it is possible to find the 
model description that enables realistic appearance of animated virtual actors 
under different lighting
conditions and exhibits high quality dynamic details in the geometry.
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        “Predicting Display Visibility Under Dynamically Changing Lighting Conditions,” Computer Graphics Forum (Proc. Eurographics), vol. 28, no. 2, 2009.
    
moreAbstract
Display devices, more than ever, are finding their ways into electronic 
consumer goods as a result of recent trends in providing more functionality and 
user interaction. Combined with the new developments in display technology 
towards higher reproducible luminance range, the
mobility and variation in capability of display devices are constantly 
increasing. Consequently, in real life usage it is now very likely that the 
display emission to be distorted by spatially and temporally varying 
reflections, and the observer's visual system to be not adapted to the 
particular display that she is viewing at that moment. The actual perception of 
the display content cannot be fully understood by only considering steady-state 
illumination and adaptation conditions. We propose an objective method for 
display visibility analysis formulating the problem as a full-reference image 
quality assessment problem, where the display emission under ``ideal'' 
conditions is used as the reference for real-life conditions. Our work includes 
a human visual system model that accounts for maladaptation and temporal 
recovery of sensitivity. As an example application we integrate our method to a 
global illumination simulator and analyze the visibility of a car interior 
display under realistic lighting conditions.
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mobility and variation in capability of display devices are constantly 
increasing. Consequently, in real life usage it is now very likely that the 
display emission to be distorted by spatially and temporally varying 
reflections, and the observer's visual system to be not adapted to the 
particular display that she is viewing at that moment. The actual perception of 
the display content cannot be fully understood by only considering steady-state 
illumination and adaptation conditions. We propose an objective method for 
display visibility analysis formulating the problem as a full-reference image 
quality assessment problem, where the display emission under ``ideal'' 
conditions is used as the reference for real-life conditions. Our work includes 
a human visual system model that accounts for maladaptation and temporal 
recovery of sensitivity. As an example application we integrate our method to a 
global illumination simulator and analyze the visibility of a car interior 
display under realistic lighting conditions.
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        “High Dynamic Range Imaging and LDR Expansion for Generating HDR Content,” in EUROGRAPHICS State-of-the-Art Report, 2009.
    
moreAbstract
In the last few years researches in the field of High Dynamic Range (HDR) 
Imaging have focused on providing
tools for expanding LDR content for the generation of HDR images due to the 
growing popularity of HDR in
applications, such as photography and rendering via Image-Based Lighting, and 
the imminent arrival of HDR
displays to the consumer market. LDR content expansion is required due to the 
lack of fast and reliable consumer
level HDR capture for still images and videos. Furthermore, LDR content 
expansion, will allow the re-use of
legacy LDR stills, videos and LDR applications created, over the last century 
and more, to be widely available.
The use of certain LDR expansion methods, those that are based on the inversion 
of tone mapping operators, has
made it possible to create novel compression algorithms that tackle the problem 
of the size of HDR content storage,
which remains one of the major obstacles to be overcome for the adoption of 
HDR. These methods are used in
conjunction with traditional LDR compression methods and can evolve 
accordingly. The goal of this report is to
provide a comprehensive overview on HDR Imaging, and an in depth review on 
these emerging topics. Moreover,
we are proposing how to classify and to validate them. We will discuss 
limitations of these methods, and identify
remaining challenges for the future.
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moreAbstract
In this paper, we address the problem of detecting partial symmetries in 
3D objects. In contrast to previous work, our algorithm is able to match 
deformed symmetric parts: We first develop an algorithm for the case of 
approximately isometric deformations, based on matching graphs of 
surface feature lines that are annotated with intrinsic geometric 
properties. The sensitivity to non-isometry is controlled by tolerance 
parameters for each such annotation. Using large tolerance values for 
some of these annotations and a robust matching of the graph topology 
yields a more general symmetry detection algorithm that can detect 
similarities in structures that have undergone strong deformations. This 
approach for the first time allows for detecting partial intrinsic as 
well as more general, non-isometric symmetries. We evaluate the 
recognition performance of our technique for a number synthetic and 
real-world scanner data sets.
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        “Combined Region- and Motion-based 3D Tracking of Rigid and Articulated Objects,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. X, 2009.
    
moreAbstract
In this paper, we propose the combined use of complementary concepts for 3D 
tracking: region fitting on one side, and dense optical flow as well as tracked 
SIFT features on the other. Both concepts are chosen such that they can 
compensate for the shortcomings of each other. While tracking by the object 
region can prevent the accumulation of errors, optical flow and SIFT can handle 
larger transformations. Whereas segmentation works best in case of homogeneous 
objects, optical flow computation and SIFT tracking rely on sufficiently 
structured objects. We show that a sensible combination yields a general 
tracking system that can be applied in a large variety of scenarios without the 
need to manually adjust weighting parameters.
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        “Scale Invariant Feature Transform with Irregular Orientation Histogram Binning,” in International Conference on Image Analysis and Recognition (ICIAR 2009), 2009.
    
moreAbstract
The SIFT (Scale Invariant Feature Transform) descriptor is a widely used method 
for matching image features. However, perfect scale invariance can not be 
achieved in practice because of sampling artefacts, noise in the image data, 
and the fact that the computational effort limits the number of analyzed scale 
space images. In this paper we propose a modification of the  descriptor's 
regular grid of orientation histogram bins to an irregular grid. The irregular 
grid approach reduces the negative effect of scale error and significantly 
increases the matching precision for image features. Results with a standard 
data set are presented that show that the irregular grid approach outperforms 
the original SIFT descriptor and other state-of-the-art extentions.
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        P. Didyk, E. Eisemann, T. Ritschel, K. Myszkowski, and H.-P. Seidel
    

        “A Question of Time: Importance and Possibilities of High Refresh-rates,” in Visual Computing Research Conference, 2009.
    
moreAbstract
This work will discuss shortcomings of traditional rendering techniques on 
today's wide-spread LCD screens.
The main observation is that 3D renderings often appear blurred when observed 
on such a display.
Although this might seem to be a shortcoming of the hardware, such blur is 
actually a consequence of the human visual system perceiving such displays.\\
In this work, we introduce a perception-aware rendering technique that is of 
very low cost, but significantly improves performance, as well as quality.
Especially in conjunction with more recent devices, initially conceived for 3D 
shutter glasses, our approach achieves significant gains.
Besides quality, we show that such approaches even improve task-performance
which makes it a crucial component for future interactive applications.
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        “Real-time Indirect Illumination with Clustered Visibility,” in Vision, Modeling, and Visualization Workshop (VMV), 2009.
    
moreAbstract
Visibility computation is often the bottleneck when rendering indirect 
illumination. However, recent methods based on instant radiosity have 
demonstrated that accurate visibility is not required for indirect 
illumination. To exploit this insight, we cluster a large number of virtual 
point lights -- which represent the indirect illumination when using instant 
radiosity -- into a small number of virtual area lights. This allows us to 
compute visibility using recent real-time soft shadow algorithms. Such 
approximate and fractional from-area visibility is faster to compute and avoids 
banding when compared to exact binary from-point visibility. Our results show, 
that the perceptual error of this approximation is negligible and that we 
achieve real-time frame-rates for large and dynamic scenes.
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moreAbstract
Shadows are crucial for enhancing realism, and they provide important visual 
cues. In recent years, many important contributions have been made in 
representation of both hard shadows and soft shadows. With the tremendous 
increase of computational power and capabilities of graphics hardware, 
high-quality real-time shadows are now a reachable goal. But with the growing 
volume of available choices, it is particularly difficult to pick the right 
solution and assess product shortcomings. Because currently there is no ideal 
approach available, algorithms should be selected in accordance with the 
context in which shadows are produced. The possibilities range across a wide 
spectrum, from very approximate but really efficient to slower but accurate, 
adapted only to smaller or only to larger sources, addressing directional 
lights or positional lights, or involving GPU or CPU-heavy computations. This 
course is a guide to better understanding of the limitations and failure cases, 
advantages and disadvantages, and suitability of the algorithms for different 
application scenarios. It focuses on real-time, interactive solutions but also 
discusses offline approaches.
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        “Casting Shadows In Real Time.” ACM SIGGRAPH Asia - Course Track, 2009.
    
moreAbstract
Shadows are crucial for enhancing realism and provide important visual cues. In 
recent years, many important contributions have been made both for hard shadows 
and soft shadows. Often spurred by the tremendous increase of computational 
power and capabilities of graphics hardware, much progress has been made 
concerning visual quality and speed, making high-quality real-time shadows a 
reachable goal. But with the growing wealth of available choices, it is 
particularly difficult to pick the right solution and assess shortcomings. 
Because currently there is no ultimate approach available, algorithms should be 
selected in accordance to the context in which shadows are produced. The 
possibilities range across a wide spectrum; from very approximate, but really 
efficient to slower but accurate, adapted only to smaller or only to larger 
sources, addressing directional lights or positional lights, or involving GPU- 
or CPU-heavy computations.
This course tries to serve as a guide to better understand limitations and 
failure cases, advantages and disadvantages, and suitability of the algorithms 
for different application scenarios. We will focus on real-time to interactive 
solutions but also discuss offline approaches if needed for a better 
understanding.
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concerning visual quality and speed, making high-quality real-time shadows a 
reachable goal. But with the growing wealth of available choices, it is 
particularly difficult to pick the right solution and assess shortcomings. 
Because currently there is no ultimate approach available, algorithms should be 
selected in accordance to the context in which shadows are produced. The 
possibilities range across a wide spectrum; from very approximate, but really 
efficient to slower but accurate, adapted only to smaller or only to larger 
sources, addressing directional lights or positional lights, or involving GPU- 
or CPU-heavy computations.
This course tries to serve as a guide to better understand limitations and 
failure cases, advantages and disadvantages, and suitability of the algorithms 
for different application scenarios. We will focus on real-time to interactive 
solutions but also discuss offline approaches if needed for a better 
understanding.
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        “Capturing and Reconstructing the Appearance of Complex 3D Scenes,” Universität des Saarlandes, Saarbrücken, 2009.
    
moreAbstract
In this thesis, we present our research on new acquisition methods for
reflectance properties of real-world objects. Specifically, we first
show a method for acquiring spatially varying densities in volumes of
translucent, gaseous material with just a single image. This makes the
method applicable to constantly changing phenomena like smoke without
the use of high-speed camera equipment.
 
Furthermore, we investigated how two well known techniques --
synthetic aperture confocal imaging and algorithmic descattering --
can be combined to help looking through a translucent medium like fog
or murky water. We show that the depth at which we can still see an
object embedded in the scattering medium is increased. In a related
publication, we show how  polarization and descattering based on
phase-shifting can be combined for efficient 3D~scanning of translucent
objects. Normally, subsurface scattering hinders the range estimation
by offsetting the peak intensity beneath the surface away from the
point of incidence. With our method, the subsurface scattering is
reduced to a minimum and therefore reliable 3D~scanning is made possible.
 
Finally, we present a system which recovers surface geometry,
reflectance properties of opaque objects, and prevailing lighting
conditions at the time of image capture from just a small number of
input photographs. While there exist previous approaches to recover
reflectance properties, our system is the first to work on images
taken under almost arbitrary, changing lighting conditions. This
enables us to use images we took from a community photo collection
website.
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ABSTRACT = {In this thesis, we present our research on new acquisition methods for reflectance properties of real-world objects. Specifically, we first show a method for acquiring spatially varying densities in volumes of translucent, gaseous material with just a single image. This makes the method applicable to constantly changing phenomena like smoke without the use of high-speed camera equipment. Furthermore, we investigated how two well known techniques -- synthetic aperture confocal imaging and algorithmic descattering -- can be combined to help looking through a translucent medium like fog or murky water. We show that the depth at which we can still see an object embedded in the scattering medium is increased. In a related publication, we show how polarization and descattering based on phase-shifting can be combined for efficient 3D~scanning of translucent objects. Normally, subsurface scattering hinders the range estimation by offsetting the peak intensity beneath the surface away from the point of incidence. With our method, the subsurface scattering is reduced to a minimum and therefore reliable 3D~scanning is made possible. Finally, we present a system which recovers surface geometry, reflectance properties of opaque objects, and prevailing lighting conditions at the time of image capture from just a small number of input photographs. While there exist previous approaches to recover reflectance properties, our system is the first to work on images taken under almost arbitrary, changing lighting conditions. This enables us to use images we took from a community photo collection website.},
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translucent, gaseous material with just a single image. This makes the
method applicable to constantly changing phenomena like smoke without
the use of high-speed camera equipment.

Furthermore, we investigated how two well known techniques --
synthetic aperture confocal imaging and algorithmic descattering --
can be combined to help looking through a translucent medium like fog
or murky water. We show that the depth at which we can still see an
object embedded in the scattering medium is increased. In a related
publication, we show how  polarization and descattering based on
phase-shifting can be combined for efficient 3D~scanning of translucent
objects. Normally, subsurface scattering hinders the range estimation
by offsetting the peak intensity beneath the surface away from the
point of incidence. With our method, the subsurface scattering is
reduced to a minimum and therefore reliable 3D~scanning is made possible.

Finally, we present a system which recovers surface geometry,
reflectance properties of opaque objects, and prevailing lighting
conditions at the time of image capture from just a small number of
input photographs. While there exist previous approaches to recover
reflectance properties, our system is the first to work on images
taken under almost arbitrary, changing lighting conditions. This
enables us to use images we took from a community photo collection
website.
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moreAbstract
Digital movie cameras only perform a discrete sampling of real-world imagery.
  While spatial sampling effects are well studied in the literature, there has
  not been as much work in regards to temporal sampling.  As cameras get faster
  and faster, the need for conventional frame-rate video that matches the
  abilities of human perception remains.  In this article, we introduce a system
  with controlled temporal sampling behavior. It transforms a high fps input
  stream into a conventional speed output video in
  real-time.
 %
  We investigate the effect of different temporal sampling kernels and
  demonstrate that extended, overlapping kernels can mitigate aliasing
  artifacts. Furthermore, NPR effects, such as enhanced motion blur, can be
  achieved. By applying Fourier transforms in the temporal domain, we can also
  obtain novel tools for analyzing and visualizing time dependent effects.
 %
 We demonstrate the effect of different
 sampling kernels in creating enhanced movies and stills of fast motion.


BibTeX
@inproceedings{Fuchs2008,
TITLE = {A Shaped Temporal Filter Camera},
AUTHOR = {Fuchs, Martin and Chen, Tongbo and Wang, Oliver and Raskar, Ramesh and Seidel, Hans-Peter and Lensch, Hendrik P. A.},
LANGUAGE = {eng},
ISBN = {978-3-9804874-8-1},
URL = {http://www.mpi-inf.mpg.de/resources/stfcamera/stfcamera.web.pdf},
LOCALID = {Local-ID: C125675300671F7B-57E4968A533263AAC125767700576840-Fuchs2008},
PUBLISHER = {Otto-Von-Guericke-Universit{\"a}t Magdeburg, Institut f{\"u}r Simulation und Graphik},
YEAR = {2009},
DATE = {2009},
ABSTRACT = {Digital movie cameras only perform a discrete sampling of real-world imagery. While spatial sampling effects are well studied in the literature, there has not been as much work in regards to temporal sampling. As cameras get faster and faster, the need for conventional frame-rate video that matches the abilities of human perception remains. In this article, we introduce a system with controlled temporal sampling behavior. It transforms a high fps input stream into a conventional speed output video in real-time. % We investigate the effect of different temporal sampling kernels and demonstrate that extended, overlapping kernels can mitigate aliasing artifacts. Furthermore, NPR effects, such as enhanced motion blur, can be achieved. By applying Fourier transforms in the temporal domain, we can also obtain novel tools for analyzing and visualizing time dependent effects. % We demonstrate the effect of different sampling kernels in creating enhanced movies and stills of fast motion.},
BOOKTITLE = {Proceedings of the Vision, Modeling and Visualization Workshop 2009},
EDITOR = {Magnor, Marcus and Rosenhahn, Bodo and Theisel, Holger},
PAGES = {177--186},
}

Endnote
%0 Conference Proceedings
%A Fuchs, Martin
%A Chen, Tongbo
%A Wang, Oliver
%A Raskar, Ramesh
%A Seidel, Hans-Peter
%A Lensch, Hendrik P. A.
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T A Shaped Temporal Filter Camera : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1980-1
%F EDOC: 520467
%U http://www.mpi-inf.mpg.de/resources/stfcamera/stfcamera.web.pdf
%F OTHER: Local-ID: C125675300671F7B-57E4968A533263AAC125767700576840-Fuchs2008
%I Otto-Von-Guericke-Universit&#228;t Magdeburg, Institut f&#252;r Simulation und Graphik
%D 2009
%B Untitled Event
%Z date of event: 2009-11-16 - 2009-11-18
%C Braunschweig, Germany
%X Digital movie cameras only perform a discrete sampling of real-world imagery.
  While spatial sampling effects are well studied in the literature, there has
  not been as much work in regards to temporal sampling.  As cameras get faster
  and faster, the need for conventional frame-rate video that matches the
  abilities of human perception remains.  In this article, we introduce a system
  with controlled temporal sampling behavior. It transforms a high fps input
  stream into a conventional speed output video in
  real-time.
 %
  We investigate the effect of different temporal sampling kernels and
  demonstrate that extended, overlapping kernels can mitigate aliasing
  artifacts. Furthermore, NPR effects, such as enhanced motion blur, can be
  achieved. By applying Fourier transforms in the temporal domain, we can also
  obtain novel tools for analyzing and visualizing time dependent effects.
 %
 We demonstrate the effect of different
 sampling kernels in creating enhanced movies and stills of fast motion.
%B Proceedings of the Vision, Modeling and Visualization Workshop 2009
%E Magnor, Marcus; Rosenhahn, Bodo; Theisel, Holger
%P 177 - 186
%I Otto-Von-Guericke-Universit&#228;t Magdeburg, Institut f&#252;r Simulation und Graphik
%@ 978-3-9804874-8-1




	PuRe
	BibTeX

	


        974
    
                Conference paper
            
D4


        J. Gall, C. Stoll, E. de Aguiar, C. Theobalt, B. Rosenhahn, and H.-P. Seidel
    

        “Motion Capture Using Joint Skeleton Tracking and Surface Estimation,” in IEEE Conference on Computer Vision and Pattern Recognition (CVPR’09), 2009.
    
moreAbstract
This paper proposes a method for capturing the performance of a human or
an animal from a multi-view video sequence. Given an articulated
template model and silhouettes from a multi-view image sequence, our
approach recovers not only the movement of the skeleton, but also the
possibly non-rigid temporal deformation of the 3D surface.
While large scale deformations or fast movements are captured by the skeleton
pose and approximate surface skinning, true small scale deformations or 
non-rigid garment motion are captured by fitting the surface to
the silhouette. We further
propose a novel optimization scheme for skeleton-based pose estimation
that exploits the skeleton's tree structure to split the
optimization problem into a local one and a lower dimensional global one.
We show on various sequences that our approach can capture the 3D motion of
animals and humans accurately even in the case of rapid movements and
wide apparel like skirts.
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moreAbstract
We present a method for the detection of instances of an
object class, such as cars or pedestrians, in natural images.
Similarly to some previous works, this is accomplished via
generalized Hough transform, where the detections of individual
object parts cast probabilistic votes for possible
locations of the centroid of the whole object; the detection
hypotheses then correspond to the maxima of the Hough
image that accumulates the votes from all parts. However,
whereas the previous methods detect object parts using generative
codebooks of part appearances, we take a more discriminative
approach to object part detection. Towards this
end, we train a class-specific Hough forest, which is a random
forest that directly maps the image patch appearance
to the probabilistic vote about the possible location of the
object centroid. We demonstrate that Hough forests improve
the results of the Hough-transform object detection significantly
and achieve state-of-the-art performance for several
classes and datasets.
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and achieve state-of-the-art performance for several
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moreAbstract
In this work we present an approach for markerless motion capture (MoCap) of 
articulated objects, which are recorded with multiple unsynchronized moving 
cameras. Instead of using fixed (and expensive) hardware synchronized cameras, 
this approach allows
us to track people with off-the-shelf handheld video ca\-me\-ras. To prepare a 
sequence for motion capture, we first reconstruct
the static background and the position of each camera using 
Structure-from-Motion (SfM). Then the cameras
are registered to each other using the reconstructed static background geometry.
Camera synchronization is achieved via the audio streams recorded by the 
ca\-me\-ras in parallel. Finally, a markerless MoCap approach is applied to 
recover positions and joint configurations of subjects. Feature tracks and 
dense background geometry are further used to stabilize the MoCap. The 
ex\-pe\-ri\-ments show examples with highly challenging indoor and outdoor 
scenes.
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Structure-from-Motion (SfM). Then the cameras
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Camera synchronization is achieved via the audio streams recorded by the 
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moreAbstract
The paper presents a method to estimate the detailed 3D body shape
of a person even if heavy or loose clothing is worn.
The approach is based on a space of human shapes, learned from a
large database of registered body scans.
Together with this database we use as input a 3D scan
or model of the person wearing clothes and apply a fitting method, based
on ICP (iterated closest point) registration and Laplacian mesh deformation. 
The statistical model of human body shapes enforces that the model stays within 
the space of human shapes. The method
therefore allows us to compute the most likely shape and pose of the subject,
even if it is heavily occluded or body parts are not visible.
Several experiments demonstrate the applicability and accuracy
of our approach to recover occluded or missing body parts from 3D laser
scans.
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moreAbstract
Generation and animation of realistic humans is an essential part of many 
projects in today’s media industry.
Especially, the games and special effects industry heavily depend on realistic 
human animation. In this work a
unified model that describes both, human pose and body shape is introduced 
which allows us to accurately model
muscle deformations not only as a function of pose but also dependent on the 
physique of the subject. Coupled with
the model’s ability to generate arbitrary human body shapes, it severely 
simplifies the generation of highly realistic
character animations. A learning based approach is trained on approximately 550 
full body 3D laser scans taken
of 114 subjects. Scan registration is performed using a non-rigid deformation 
technique. Then, a rotation invariant
encoding of the acquired exemplars permits the computation of a statistical 
model that simultaneously encodes
pose and body shape. Finally, morphing or generating meshes according to 
several constraints simultaneously
can be achieved by training semantically meaningful regressors.
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moreAbstract
In this report we describe the MPI Informatics building
 model that provides the data of the Max-Planck-Institut
f\"{u}r Informatik (MPII) building. We present our
motivation for this work and its relationship to
reproducibility of a scientific research. We describe the
dataset acquisition and creation including geometry,
luminaires, surface reflectances, reference photographs etc.
needed to use this model in testing of algorithms. The
created dataset can be used in computer graphics and beyond,
in particular in global illumination algorithms with focus
on realistic and predictive image synthesis. Outside of
computer graphics, it can be used as general source of real
world geometry with an existing counterpart and hence also
suitable for computer vision.
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in particular in global illumination algorithms with focus
on realistic and predictive image synthesis. Outside of
computer graphics, it can be used as general source of real
world geometry with an existing counterpart and hence also
suitable for computer vision.
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moreAbstract
Computing global illumination in complex scenes is even with todays 
computational power  a demanding task.
In this work we propose a novel irradiance caching scheme that combines the 
advantages of two state-of-the-art algorithms for high-quality global 
illumination rendering: \emph{lightcuts}, an adaptive and hierarchical 
instant-radiosity based algorithm and the widely used (ir)radiance caching 
algorithm for sparse sampling and interpolation of (ir)radiance in object 
space. Our adaptive radiance caching algorithm is based on anisotropic cache 
splatting, which adapts the cache footprints not only to the magnitude of the 
illumination gradient computed with lightcuts but also to its orientation 
allowing larger interpolation errors along the direction of coherent 
illumination while reducing the error along the illumination gradient. Since 
lightcuts computes the direct and indirect lighting seamlessly, we use a 
two-layer radiance cache, to store and control the interpolation of direct and 
indirect lighting individually with different error criteria. In multiple 
iterations our method detects cache interpolation errors above the visibility 
threshold of a pixel and reduces the anisotropic cache footprints accordingly. 
We achieve significantly better image quality while also speeding up the 
computation costs by one to two orders of magnitude with respect to the 
well-known photon mapping with (ir)radiance caching procedure.
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two-layer radiance cache, to store and control the interpolation of direct and 
indirect lighting individually with different error criteria. In multiple 
iterations our method detects cache interpolation errors above the visibility 
threshold of a pixel and reduces the anisotropic cache footprints accordingly. 
We achieve significantly better image quality while also speeding up the 
computation costs by one to two orders of magnitude with respect to the 
well-known photon mapping with (ir)radiance caching procedure.
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        “Acquisition and analysis of bispectral bidirectional reflectance distribution functions,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2009-4-001, 2009.
    
moreAbstract
In fluorescent materials, energy from a certain band of incident wavelengths is 
reflected or reradiated at larger wavelengths, i.e. with lower energy per 
photon. While fluorescent materials are common in everyday life, they have 
received little attention in computer graphics. Especially, no bidirectional 
reflectance measurements of fluorescent materials have been available so far. In 
this paper, we develop the concept of a bispectral BRDF, which extends the 
well-known concept of the bidirectional reflectance distribution function (BRDF) 
to account for energy transfer between wavelengths. Using a bidirectional and 
bispectral measurement setup, we acquire reflectance data of a variety of 
fluorescent materials, including vehicle paints, paper and fabric. We show 
bispectral renderings of the measured data and compare them with reduced 
versions of the bispectral BRDF, including the traditional RGB vector valued
BRDF. Principal component analysis of the measured data reveals that for some 
materials the fluorescent reradiation spectrum changes considerably over the 
range of directions. We further show that bispectral BRDFs can be efficiently 
acquired using an acquisition strategy based on principal components.
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well-known concept of the bidirectional reflectance distribution function (BRDF) 
to account for energy transfer between wavelengths. Using a bidirectional and 
bispectral measurement setup, we acquire reflectance data of a variety of 
fluorescent materials, including vehicle paints, paper and fabric. We show 
bispectral renderings of the measured data and compare them with reduced 
versions of the bispectral BRDF, including the traditional RGB vector valued
BRDF. Principal component analysis of the measured data reveals that for some 
materials the fluorescent reradiation spectrum changes considerably over the 
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        “A Perceptual Evaluation of 3D Unsharp Masking,” in Human Vision and Electronic Imaging XIV, IS\&T/SPIE’s 21st Annual Symposium on Electronic Imaging, 2009.
    
moreAbstract
Much research has gone into developing methods for enhancing the contrast of 
displayed 3D scenes. In the
current study, we investigated the perceptual impact of an algorithm recently 
proposed by Ritschel et al.1 that
provides a general technique for enhancing the perceived contrast in 
synthesized scenes. Their algorithm extends
traditional image-based Unsharp Masking to a 3D scene, achieving a 
scene-coherent enhancement. We conducted
a standardized perceptual experiment to test the proposition that a 3D unsharp 
enhanced scene was superior to
the original scene in terms of perceived contrast and preference. Furthermore, 
the impact of different settings
of the algorithm’s main parameters enhancement-strength (¸) and gradient size 
(¾) were studied in order to
provide an estimate of a reasonable parameter space for the method. All 
participants preferred a clearly visible
enhancement over the original, non-enhanced scenes and the setting for 
objectionable enhancement was far
above the preferred settings. The effect of the gradient size ¾ was negligible. 
The general pattern found for
the parameters provides a useful guideline for designers when making use of 3D 
Unsharp Masking: as a rule of
thumb they can easily determine the strength for which they start to perceive 
an enhancement and use twice
this value for a good effect. Since the value for objectionable results was 
twice as large again, artifacts should
not impose restrictions on the applicability of this rule.
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moreAbstract
Among all forms of sculpture, bas-relief is arguably the closest to painting. 
Although inherently a two dimensional sculpture, a bas-relief suggests a visual 
spatial extension of the scene in depth through the combination of composition, 
perspective, and shading. Most recently, there have been significant results on 
digital bas-relief generation but many of the existing techniques may wash out 
high level surface detail during the compression process. The primary goal of 
this work is to address the problem of fine features by tailoring a filtering 
technique that achieves good compression without compromising the quality of 
surface details. As a secondary application we explore the generation of 
artistic relief which mimic cubism in painting and we show how it could be used 
for generating Picasso like portraits.
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moreAbstract
Visual fixation is employed by humans and some animals to keep a specific 3D 
location at the center of the visual gaze. Inspired by this phenomenon in 
nature, this paper explores the idea to transfer this mechanism to the context 
of video stabilization for a hand-held video camera. A novel approach is 
presented that stabilizes a video by fixating on automatically extracted 3D 
target points. This approach is different from existing automatic solutions 
that stabilize the video by smoothing. To determine the 3D target points, the 
recorded scene is analyzed with a state-of-the-art structure-from-motion 
algorithm, which estimates camera motion and reconstructs a 3D point cloud of 
the static scene objects. Special algorithms are presented that search either 
virtual or real 3D target points, which back-project close to the center of the 
image for as long a period of time as possible. The stabilization algorithm 
then transforms the original images of the sequence so that these 3D target 
points are kept exactly in the center of the image, which, in case of real 3D 
target points, produces a perfectly stable result at the image center. The 
approach is evaluated on a variety of videos taken with a hand-held camera in 
natural scenes.
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moreAbstract
This paper addresses the estimation of camera motion and 3D reconstruction from 
image sequences for multiple independently moving cameras. If multiple moving 
cameras record the same scene, a camera is often visible in another camera's 
field of view. This poses a constraint on the position of the observed camera, 
which can be included into the conjoined optimization process. The paper 
contains the following contributions: Firstly, a fully automatic detection and 
tracking algorithm for the position of a moving camera in the image sequence of 
another moving camera is presented. Secondly, a sparse bundle adjustment 
algorithm is introduced, which includes this additional constraint on the 
position of the tracked camera. Since the additional constraints minimize the 
geometric error at the boundary of the reconstructed volume, the total 
reconstruction accuracy can be improved significantly. Experiments with 
synthetic and challenging real world scenes show the improved performance of 
our fully automatic method.
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moreAbstract
Although real-world surfaces can exhibit significant variation in materials --- 
glossy, diffuse, metallic, etc. --- printers are usually used to reproduce 
color or gray-scale images. We propose a complete system that uses appropriate 
inks and foils to print documents with a variety of material properties. Given 
a set of inks with known Bidirectional Reflectance Distribution Functions 
(BRDFs), our system automatically finds the optimal linear combinations to 
approximate the BRDFs of the target documents. Novel gamut-mapping algorithms 
preserve the relative glossiness between different BRDFs, and halftoning is 
used to produce patterns to be sent to the printer. We demonstrate the 
effectiveness of this approach with printed samples of a number of measured 
spatially-varying BRDFs.
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moreAbstract
Recent approaches to global illumination for dynamic scenes achieve interactive 
frame rates by using coarse approximations to geometry, lighting, or both, 
which limits scene complexity and rendering quality. High-quality global 
illumination renderings of complex scenes are still limited to methods based on 
ray tracing. While conceptually simple, these techniques are computationally 
expensive. We present an efficient and scalable method to compute global 
illumination solutions at interactive rates for complex and dynamic scenes. Our 
method is based on parallel final gathering running entirely on the GPU. At 
each final gathering location we perform micro-rendering: we traverse and 
rasterize a hierarchical point-based scene representation into an 
importance-warped micro-buffer, which allows for BRDF importance sampling. The 
final reflected radiance is computed at each gathering location using the 
micro-buffers and is then stored in image-space. We can trade quality for speed 
by reducing the sampling rate of the gathering locations in conjunction with 
bilateral upsampling. We demonstrate the applicability of our method to 
interactive global illumination, the simulation of multiple indirect bounces, 
and to final gathering from photon maps.
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moreAbstract
Physically plausible illumination at real-time framerates is often achieved 
using approximations. One popular example is ambient occlusion (AO), for which 
very simple and efficient implementations are used extensively in production. 
Recent methods approximate AO between nearby geometry in screen space (SSAO). 
The key observation described in this paper is, that screen-space occlusion 
methods can be used to compute many more types of effects than just occlusion, 
such as directional shadows and indirect color bleeding. The proposed 
generalization has only a small overhead compared to classic SSAO, approximates 
direct and one-bounce light transport in screen space, can be combined with 
other methods that simulate transport for macro structures and is visually 
equivalent to SSAO in the worst case without introducing new artifacts. Since 
our method works in screen space, it does not depend on the geometric 
complexity. Plausible directional occlusion and indirect lighting effects can 
be displayed for large and fully dynamic scenes at real-time frame rates.
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moreAbstract
Glare is a consequence of light scattered within the human eye when looking at 
bright light sources. This effect can be exploited for tone mapping since 
adding glare to the depiction of high-dynamic range (HDR) imagery on a 
low-dynamic range (LDR) medium can dramatically increase perceived contrast. 
Even though most, if not all, subjects report perceiving glare as a bright 
pattern that fluctuates in time, up to now it has only been modeled as a static 
phenomenon. We argue that the temporal properties of glare are a strong means 
to increase perceived brightness and to produce realistic and attractive 
renderings of bright light sources. Based on the anatomy of the human eye, we 
propose a model that enables real-time simulation of dynamic glare on a GPU. 
This allows an improved depiction of HDR images on LDR media for interactive 
applications like games, feature films, or even by adding movement to initially 
static HDR images. By conducting psychophysical studies, we validate that our 
method improves perceived brightness and that dynamic glare-renderings are 
often perceived as more attractive depending on the chosen scene.
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moreAbstract
This thesis proposes several new perceptually-motivated techniques to 
synthesize, edit and enhance depiction of three-dimensional virtual scenes.
Finding algorithms that fit the perceptually economic middle ground between 
artistic depiction and full physical simulation is the challenge taken in this 
work.
First, we will present three interactive global illumination rendering 
approaches that are inspired by perception to efficiently depict important 
light transport.
Those methods have in common to compute global illumination in large and fully 
dynamic scenes allowing for light, geometry, and material changes at 
interactive or real-time rates.
Further, this thesis proposes a tool to edit reflections, that allows to bend 
physical laws to match artistic goals by exploiting perception.
Finally, this work contributes a post-processing operator that depicts high 
contrast scenes in the same way as artists do, by simulating it ``seen'' 
through a dynamic virtual human eye in real-time.
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moreAbstract
Diffusion Weighted Magnetic Resonance Imaging (DW-MRI) is a recent modality to
investigate the major neuronal pathways of the human brain. However, the rich 
DW-MRI
datasets cannot be interpreted without proper preprocessing. In order to 
achieve under-
standable visualizations, this dissertation reduces the complex data to 
relevant features.
The first part is inspired by topological features in flow data. Novel features 
reconstruct
fuzzy fiber bundle geometry from probabilistic tractography results. The 
topological prop-
erties of existing features that extract the skeleton of white matter tracts 
are clarified,
and the core of regions with planar diffusion is visualized.
The second part builds on methods from computer vision. Relevant boundaries in 
the
data are identified via regularized eigenvalue derivatives, and boundary 
information is
used to segment anisotropy isosurfaces into meaningful regions. A higher-order 
structure
tensor is shown to be an accurate descriptor of local structure in diffusion 
data.
The third part is concerned with fiber tracking. Streamline visualizations are 
improved
by adding features from structural MRI in a way that emphasizes the relation 
between
the two types of data, and the accuracy of streamlines in high angular 
resolution data
is increased by modeling the estimation of crossing fiber bundles as a low-rank 
tensor
approximation problem.
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ABSTRACT = {Diffusion Weighted Magnetic Resonance Imaging (DW-MRI) is a recent modality to investigate the major neuronal pathways of the human brain. However, the rich DW-MRI datasets cannot be interpreted without proper preprocessing. In order to achieve under- standable visualizations, this dissertation reduces the complex data to relevant features. The first part is inspired by topological features in flow data. Novel features reconstruct fuzzy fiber bundle geometry from probabilistic tractography results. The topological prop- erties of existing features that extract the skeleton of white matter tracts are clarified, and the core of regions with planar diffusion is visualized. The second part builds on methods from computer vision. Relevant boundaries in the data are identified via regularized eigenvalue derivatives, and boundary information is used to segment anisotropy isosurfaces into meaningful regions. A higher-order structure tensor is shown to be an accurate descriptor of local structure in diffusion data. The third part is concerned with fiber tracking. Streamline visualizations are improved by adding features from structural MRI in a way that emphasizes the relation between the two types of data, and the accuracy of streamlines in high angular resolution data is increased by modeling the estimation of crossing fiber bundles as a low-rank tensor approximation problem.},
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%X Diffusion Weighted Magnetic Resonance Imaging (DW-MRI) is a recent modality to
investigate the major neuronal pathways of the human brain. However, the rich 
DW-MRI
datasets cannot be interpreted without proper preprocessing. In order to 
achieve under-
standable visualizations, this dissertation reduces the complex data to 
relevant features.
The first part is inspired by topological features in flow data. Novel features 
reconstruct
fuzzy fiber bundle geometry from probabilistic tractography results. The 
topological prop-
erties of existing features that extract the skeleton of white matter tracts 
are clarified,
and the core of regions with planar diffusion is visualized.
The second part builds on methods from computer vision. Relevant boundaries in 
the
data are identified via regularized eigenvalue derivatives, and boundary 
information is
used to segment anisotropy isosurfaces into meaningful regions. A higher-order 
structure
tensor is shown to be an accurate descriptor of local structure in diffusion 
data.
The third part is concerned with fiber tracking. Streamline visualizations are 
improved
by adding features from structural MRI in a way that emphasizes the relation 
between
the two types of data, and the accuracy of streamlines in high angular 
resolution data
is increased by modeling the estimation of crossing fiber bundles as a low-rank 
tensor
approximation problem.
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moreAbstract
Structure tensors are a common tool for orientation estimation in
  image processing and computer vision. We present a generalization of
  the traditional second-order model to a higher-order structure
  tensor (HOST), which is able to model more than one significant
  orientation, as found in corners, junctions, and multi-channel
  images. We provide a theoretical analysis and a number of
  mathematical tools that facilitate practical use of the HOST,
  visualize it using a novel glyph for higher-order tensors, and
  demonstrate how it can be applied in an improved integrated edge,
  corner, and junction detector.
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moreAbstract
Structure tensors are a common tool for orientation estimation in
 image processing and computer vision. We present a generalization of
 the traditional second-order model to a higher-order structure
 tensor (HOST), which is able to model more than one significant
 orientation, as found in corners, junctions, and multi-channel images. We
 provide a theoretical analysis and a number of mathematical tools
 that facilitate practical use of the HOST, visualize it using a
 novel glyph for higher-order tensors, and demonstrate how it can be
 applied in an improved integrated edge, corner, and junction
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moreAbstract
We describe an approach to visually analyzing the dynamic behavior of 3D
time-dependent flow fields by considering the behavior of the path lines. At
selected positions in the 4D space-time domain, we compute a number of local
and global properties of path lines describing relevant features of them. The
resulting multivariate data set is analyzed by applying state-of-the-art 
information
visualization approaches in the sense of a set of linked views (scatter
plots, parallel coordinates, etc.) with interactive brushing and focus+context
visualization. The selected path lines with certain properties are integrated
and visualized as colored 3D curves. This approach allows an interactive 
exploration
of intricate 4D flow structures. We apply our method to a number
of flow data sets and describe how path line attributes are used for describing
characteristic features of these flows.
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moreAbstract
As computers can only represent and process discrete data, information gathered 
from the real world always has to be sampled. While it is nowadays possible to 
sample many signals accurately and thus generate high-quality reconstructions 
(for example of images and audio data), accurately and densely sampling 3D 
geometry is still a challenge. The signal samples may be corrupted by noise and 
outliers, and contain large holes due to occlusions. These issues become even 
more pronounced when also considering the temporal domain. Because of this, 
developing methods for accurate reconstruction of shapes from a sparse set of 
discrete data is an important aspect of the computer graphics processing 
pipeline.

In this thesis we propose novel approaches to including semantic
knowledge into reconstruction processes using template based shape processing. 
We formulate shape reconstruction as a deformable template fitting process, 
where we try to fit a given template model to the sampled data. This approach 
allows us to present novel solutions to several fundamental problems in the 
area of shape reconstruction. We address static problems like constrained 
texture mapping and semantically meaningful hole-filling in surface 
reconstruction from 3D scans, temporal problems such as mesh based performance 
capture, and finally dynamic problems like the estimation of physically based 
material parameters of animated templates.
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moreAbstract
In this paper we evaluate the use of approximate visibility for efficient 
global illumination. Traditionally, accurate visibility is used in light 
transport. However, the indirect illumination we perceive on a daily basis is 
rarely of high frequency nature, as the most significant aspect of light 
transport in real-world scenes is diffuse, and thus displays a smooth 
gradation. This raises the question of whether accurate visibility is 
perceptually necessary in this case. To answer this question, we conduct a 
psychophysical study on the perceptual influence of approximate visibility on 
indirect illumination. This study reveals that accurate visibility is not 
required and that certain approximations may be introduced.
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moreAbstract
We present a dense 3D correspondence finding method
that enables spatio-temporally coherent reconstruction of
surface animations from multi-view video data. Given as input
a sequence of shape-from-silhouette volumes of a moving
subject that were reconstructed for each time frame individually,
our method establishes dense surface correspondences
between subsequent shapes independently of surface
discretization. This is achieved in two steps: first, we obtain
sparse correspondences from robust optical features
between adjacent frames. Second, we generate dense correspondences
which serve as map between respective surfaces.
By applying this procedure subsequently to all pairs
of time steps we can trivially align one shape with all others.
Thus, the original input can be reconstructed as a sequence
of meshes with constant connectivity and small tangential
distortion. We exemplify the performance and accuracy of
our method using several synthetic and captured real-world
sequences.
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moreAbstract
We present a new passive approach to capture time-varying scene geometry in 
large acquisition volumes from multi-view video. It can be applied to 
reconstruct complete moving models of human actors that feature even slightest 
dynamic geometry detail, such as wrinkles and folds in clothing, and that can 
be viewed from 360 degrees. Starting from multi-view video streams recorded 
under calibrated lighting, we first perform marker-less human motion capture 
based on a smooth template with no high-frequency surface detail. Subsequently, 
surface reflectance and time-varying normal fields are estimated based on the 
coarse template shape. The main contribution of this work is a new statistical 
approach to solve the non-trivial problem of transforming the captured normal 
field that is defined over the smooth non-planar 3D template into true 3D 
displacements. Our spatio-temporal reconstruction method outputs displaced 
geometry that is accurate at each time step of video and temporally smooth, 
even if the input data are affected by noise.
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moreAbstract
Most digital cameras capture color pictures in the form of an image mosaic, 
recording only one color channel at each pixel position. Therefore, an 
interpolation algorithm needs to be applied to reconstruct the missing color 
information. In this paper we present a novel Bayer pattern demosaicing 
approach, employing stochastic global optimization performed on a pixel 
neighborhood. We are minimizing a newly developed cost function that increases 
smoothness along one-dimensional image features. While previous algorithms have 
been developed focusing on LDR images only, our optimization scheme and the 
underlying cost function are designed to handle both LDR and HDR images, 
creating less demosaicing artifacts, compared to previous approaches.


BibTeX
@inproceedings{Ajdin2008,
TITLE = {Demosaicing by Smoothing along {1D} Features},
AUTHOR = {Ajdin, Boris and Hullin, Matthias B. and Fuchs, Christian and Seidel, Hans-Peter and Lensch, Hendrik P. A.},
LANGUAGE = {eng},
ISBN = {978-1-4244-2242-5},
URL = {http://www.mpi-inf.mpg.de/~bajdin/CVPR_final_ver1.pdf},
DOI = {10.1109/CVPR.2008.4587653},
LOCALID = {Local-ID: C125756E0038A185-E686CD2042F87A2AC125755500477C99-Ajdin2008},
PUBLISHER = {IEEE Computer Society},
YEAR = {2008},
DATE = {2008},
ABSTRACT = {Most digital cameras capture color pictures in the form of an image mosaic, recording only one color channel at each pixel position. Therefore, an interpolation algorithm needs to be applied to reconstruct the missing color information. In this paper we present a novel Bayer pattern demosaicing approach, employing stochastic global optimization performed on a pixel neighborhood. We are minimizing a newly developed cost function that increases smoothness along one-dimensional image features. While previous algorithms have been developed focusing on LDR images only, our optimization scheme and the underlying cost function are designed to handle both LDR and HDR images, creating less demosaicing artifacts, compared to previous approaches.},
BOOKTITLE = {IEEE Conference on Computer Vision and Pattern Recognition (CVPR 2008)},
PAGES = {2423--2430},
}

Endnote
%0 Conference Proceedings
%A Ajdin, Boris
%A Hullin, Matthias B.
%A Fuchs, Christian
%A Seidel, Hans-Peter
%A Lensch, Hendrik P. A.
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Demosaicing by Smoothing along 1D Features : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1B65-F
%F EDOC: 427963
%R 10.1109/CVPR.2008.4587653
%U http://www.mpi-inf.mpg.de/~bajdin/CVPR_final_ver1.pdf
%F OTHER: Local-ID: C125756E0038A185-E686CD2042F87A2AC125755500477C99-Ajdin2008
%I IEEE Computer Society
%D 2008
%B Untitled Event
%Z date of event: 2008-06-23 - 2008-06-28
%C Anchorage, AK, USA
%X Most digital cameras capture color pictures in the form of an image mosaic, 
recording only one color channel at each pixel position. Therefore, an 
interpolation algorithm needs to be applied to reconstruct the missing color 
information. In this paper we present a novel Bayer pattern demosaicing 
approach, employing stochastic global optimization performed on a pixel 
neighborhood. We are minimizing a newly developed cost function that increases 
smoothness along one-dimensional image features. While previous algorithms have 
been developed focusing on LDR images only, our optimization scheme and the 
underlying cost function are designed to handle both LDR and HDR images, 
creating less demosaicing artifacts, compared to previous approaches.
%B IEEE Conference on Computer Vision and Pattern Recognition (CVPR 2008)
%P 2423 - 2430
%I IEEE Computer Society
%@ 978-1-4244-2242-5




	DOI
	PuRe
	BibTeX

	


        1028
    
                Conference paper
            
D4


        T. Annen, Z. Dong, T. Mertens, P. Bekaert, H.-P. Seidel, and J. Kautz
    

        “Real-Time, All-Frequency Shadows in Dynamic Scenes,” in Proceedings of ACM SIGGRAPH 2008, 2008.
    
moreBibTeX
@inproceedings{ADM:SIGGRAPH:CSSM:2008,
TITLE = {Real-Time, All-Frequency Shadows in Dynamic Scenes},
AUTHOR = {Annen, Thomas and Dong, Zhao and Mertens, Tom and Bekaert, Philippe and Seidel, Hans-Peter and Kautz, Jan},
LANGUAGE = {eng},
URL = {http://www.mpi-inf.mpg.de/~dong/download/SIG08_CSSM.pdf},
DOI = {10.1145/1360612.1360633},
LOCALID = {Local-ID: C125756E0038A185-64CC19EC463F8883C12574640040C82B-ADM:SIGGRAPH:CSSM:2008},
PUBLISHER = {ACM},
YEAR = {2008},
DATE = {2008},
BOOKTITLE = {Proceedings of ACM SIGGRAPH 2008},
EDITOR = {Turk, Greg},
PAGES = {Art.34.1--8},
SERIES = {ACM Transactions on Graphics},
}

Endnote
%0 Conference Proceedings
%A Annen, Thomas
%A Dong, Zhao
%A Mertens, Tom
%A Bekaert, Philippe
%A Seidel, Hans-Peter
%A Kautz, Jan
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Real-Time, All-Frequency Shadows in Dynamic Scenes : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1CC3-A
%F EDOC: 427977
%R 10.1145/1360612.1360633
%U http://www.mpi-inf.mpg.de/~dong/download/SIG08_CSSM.pdf
%F OTHER: Local-ID: C125756E0038A185-64CC19EC463F8883C12574640040C82B-ADM:SIGGRAPH:CSSM:2008
%D 2008
%B Untitled Event
%Z date of event: 2008-08-11 - 2008-08-15
%C Los Angeles, USA
%B Proceedings of ACM SIGGRAPH 2008
%E Turk, Greg
%P Art.34.1 - 8
%I ACM
%B ACM Transactions on Graphics




	DOI
	PuRe
	BibTeX

	


        1029
    
                Conference paper
            
D4


        T. Annen, T. Mertens, H.-P. Seidel, E. Flerackers, and J. Kautz
    

        “Exponential Shadow Maps,” in Graphics Interface 2008 : proceedings, 2008.
    
moreBibTeX
@inproceedings{Annen:GI:ESM:2008,
TITLE = {Exponential Shadow Maps},
AUTHOR = {Annen, Thomas and Mertens, Tom and Seidel, Hans-Peter and Flerackers, Eddy and Kautz, Jan},
LANGUAGE = {eng},
ISBN = {978-1-56881-423-0},
LOCALID = {Local-ID: C125756E0038A185-D2E6A2288B5D5353C12573FB0048030B-Annen:GI:ESM:2008},
PUBLISHER = {ACM Press},
YEAR = {2008},
DATE = {2008},
BOOKTITLE = {Graphics Interface 2008 : proceedings},
EDITOR = {Shaw, Chris and Bartram, Lyn},
PAGES = {155--161},
SERIES = {ACM International Conference Proceeding Series},
}

Endnote
%0 Conference Proceedings
%A Annen, Thomas
%A Mertens, Tom
%A Seidel, Hans-Peter
%A Flerackers, Eddy
%A Kautz, Jan
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Exponential Shadow Maps : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1BA1-9
%F EDOC: 427978
%F OTHER: Local-ID: C125756E0038A185-D2E6A2288B5D5353C12573FB0048030B-Annen:GI:ESM:2008
%I ACM Press
%D 2008
%B Untitled Event
%Z date of event: 2008-05-28 - 2008-05-30
%C Windsor, Ontario, Canada
%B Graphics Interface 2008 : proceedings
%E Shaw, Chris; Bartram, Lyn
%P 155 - 161
%I ACM Press
%@ 978-1-56881-423-0
%B ACM International Conference Proceeding Series




	PuRe
	BibTeX

	


        1030
    
                Thesis
            
D4IMPR-CS


        T. Annen
    

        “Efficient shadow map filtering,” Universität des Saarlandes, Saarbrücken, 2008.
    
moreBibTeX
@phdthesis{AnnenPhD08,
TITLE = {Efficient shadow map filtering},
AUTHOR = {Annen, Thomas},
LANGUAGE = {eng},
URL = {urn:nbn:de:bsz:291-scidok-21212},
DOI = {10.22028/D291-25932},
LOCALID = {Local-ID: C125756E0038A185-AD3414388D765A23C125759000239E32-AnnenPhD08},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2008},
DATE = {2008},
}

Endnote
%0 Thesis
%A Annen, Thomas
%Y Seidel, Hans-Peter
%A referee: Kautz, Jan
%+ Computer Graphics, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Efficient shadow map filtering : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1A9C-E
%F EDOC: 428312
%F OTHER: Local-ID: C125756E0038A185-AD3414388D765A23C125759000239E32-AnnenPhD08
%R 10.22028/D291-25932
%U urn:nbn:de:bsz:291-scidok-21212
%F OTHER: hdl:20.500.11880/25988
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2008
%V phd
%9 phd
%U http://scidok.sulb.uni-saarland.de/volltexte/2009/2121/http://scidok.sulb.uni-saarland.de/doku/lic_ohne_pod.php?la=de




	DOI
	PuRe
	BibTeX
	fulltext version

	


        1031
    
                Conference paper
            
D4


        T. Annen, H. Theisel, C. Rössl, G. Ziegler, and H.-P. Seidel
    

        “Vector Field Contours,” in Graphics Interface 2008 : proceedings, 2008.
    
moreBibTeX
@inproceedings{Annen:GI:VFC:2008,
TITLE = {Vector Field Contours},
AUTHOR = {Annen, Thomas and Theisel, Holger and R{\"o}ssl, Christian and Ziegler, Gernot and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-1-56881-423-0},
LOCALID = {Local-ID: C125756E0038A185-F4C701CA15586686C12573FB0049272A-Annen:GI:VFC:2008},
PUBLISHER = {A.K. Peters},
YEAR = {2008},
DATE = {2008},
BOOKTITLE = {Graphics Interface 2008 : proceedings},
EDITOR = {Shaw, Chris and Bartram, Lyn},
PAGES = {97--105},
SERIES = {ACM International Conference Proceeding Series},
}

Endnote
%0 Conference Proceedings
%A Annen, Thomas
%A Theisel, Holger
%A R&#246;ssl, Christian
%A Ziegler, Gernot
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Vector Field Contours : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1D56-5
%F EDOC: 427979
%F OTHER: Local-ID: C125756E0038A185-F4C701CA15586686C12573FB0049272A-Annen:GI:VFC:2008
%I A.K. Peters
%D 2008
%B Untitled Event
%Z date of event: 2008-05-28 - 2008-05-30
%C Windsor, Ontario, Canada
%B Graphics Interface 2008 : proceedings
%E Shaw, Chris; Bartram, Lyn
%P 97 - 105
%I A.K. Peters
%@ 978-1-56881-423-0
%B ACM International Conference Proceeding Series




	PuRe
	BibTeX

	


        1032
    
                Conference paper
            
D4IMPR-CS


        B. Atcheson, I. Ihrke, W. Heidrich, A. Tevs, D. Bradley, M. Magnor, and H.-P. Seidel
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moreAbstract
Fluid simulation is one of the most active research areas in computer graphics. 
However, it remains difficult to obtain measurements of real fluid flows for 
validation of the simulated data.
 
In this paper, we take a step in the direction of capturing flow data for such 
purposes. Specifically, we present the first time-resolved Schlieren tomography 
system for capturing full 3D, non-stationary gas flows on a dense volumetric 
grid. Schlieren tomography uses 2D ray deflection measurements to reconstruct a 
time-varying grid of 3D refractive index values, which directly correspond to 
physical properties of the flow. We derive a new solution for this 
reconstruction problem that lends itself to efficient algorithms that robustly 
work with relatively small numbers of cameras. Our physical system is easy to 
set up, and consists of an array of relatively low cost rolling-shutter 
camcorders that are synchronized with a new approach. We demonstrate our method 
with real measurements, and analyze precision with synthetic data for which 
ground truth information is available.
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        “Dynamic Range Independent Image Quality Assessment,” ACM Transactions on Graphics (Proc. ACM SIGGRAPH 2008), vol. 27, no. 3, 2008.
    
moreAbstract
The diversity of display technologies and introduction of high dynamic range 
imagery introduces the necessity of comparing images of radically different 
dynamic ranges. Current quality assessment metrics are not suitable for this 
task, as they assume that both reference and test images have the same dynamic 
range. Image fidelity measures employed by a majority of current metrics, based 
on the difference of pixel intensity or contrast values between test and 
reference images, result in meaningless predictions if this assumption does not 
hold. We present a novel image quality metric capable of operating on an image 
pair where both images have arbitrary dynamic ranges. Our metric utilizes a 
model of the human visual system, and its central idea is a new definition of 
visible distortion based on the detection and classification of visible changes 
in the image structure. Our metric is carefully calibrated and its performance 
is validated through perceptual experiments. We demonstrate possible 
applications of our metric to the evaluation of direct and inverse tone mapping 
operators as well as the analysis of the image appearance on displays with 
various characteristics.
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        “Extending Quality Metrics to Full Luminance Range Images,” in Human Vision and Electronic Imaging XIII, 2008.
    
moreAbstract
Many quality metrics take as input gamma corrected images and
  assume that pixel code values are scaled perceptually uniform. 
  Although this is a valid assumption for darker displays
  operating in the luminance range typical for CRT displays (from 0.1
  to 80 $cd/m^2$), it is no longer true for much brighter LCD displays
  (typically up to 500 $cd/m^2$), plasma displays (small regions up to
  1000 $cd/m^2$) and HDR displays (up to 3000 $cd/m^2$). The
  distortions that are barely visible on dark displays become clearly
  noticeable when shown on much brighter displays. To estimate quality
  of images shown on bright displays, we propose a straightforward
  extension to the popular quality metrics, such as PSNR and SSIM,
  that makes them capable of handling all luminance levels visible to
  the human eye without altering their results for typical CRT display
  luminance levels. Such extended quality metrics can be used to
  estimate quality of high dynamic range (HDR) images as well as
  account for display brightness.
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        “An Efficient Algorithm for Keyframe-based Motion Retrieval in the Presence of Temporal Deformations,” in MM’08 : Proceedings of the 2008 ACM International Conference on Multimedia, with co-located Symposium & Workshops (AREA’08, CommunicabilityMS’08, HCC’08, MIR’08, MS’08, SAME’08, SRMC’08, TVS’08, VNBA’08), 2008.
    
moreAbstract
In the last years, various algorithms have been proposed for automatic
classification and retrieval of motion capture data. Here, one main
difficulty is due to the fact that similar types of motions may exhibit
significant spatial as well as temporal variations. To cope with such
variations, previous algorithms often rely on warping and alignment
techniques that are computationally time and cost intensive.
In this paper, we present a novel keyframe-based algorithm that
significantly speeds up the retrieval process and drastically
reduces memory requirements. 
In contrast to previous index-based strategies, our recursive algorithm 
can cope with temporal variations. In particular, the degree of 
admissible deformation tolerance between the queried keyframes
can be controlled by an explicit stiffness parameter.
While our algorithm works for general multimedia data,
we concentrate on demonstrating the practicability of 
our concept by means of the motion retrieval scenario. 
Our experiments show that one can typically cut down the
search space from several hours to a couple of minutes of
motion capture data within a fraction of a second.
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moreAbstract
This thesis presents new 3D scanning methods for complex scenes, such as 
surfaces with fine-scale geometric details, translucent objects, low-albedo 
objects,
glossy objects, scenes with interreflection, and discontinuous scenes.
Starting from the observation that specular reflection is a reliable visual cue
for surface mesostructure perception, we propose a progressive acquisition 
system that captures a dense specularity field as the only information for 
mesostructure reconstruction. Our method can efficiently recover surfaces with 
fine-scale geometric details from complex real-world objects.
Translucent objects pose a difficult problem for traditional optical-based 3D
scanning techniques. We analyze and compare two descattering methods, 
phaseshifting and polarization, and further present several phase-shifting and 
polarization based methods for high quality 3D scanning of translucent objects.
We introduce the concept of modulation based separation, where a high frequency
signal is multiplied on top of another signal. The modulated signal inherits
the separation properties of the high frequency signal and allows us to remove 
artifacts due to global illumination. Thismethod can be used for efficient 3D 
scanning of scenes with significant subsurface scattering and interreflections.
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moreAbstract
Typically, flow volumes are visualized by defining their boundary as 
iso-surface of a level set function. Grid-based level sets offer a good global 
representation but suffer from numerical diffusion of surface detail, whereas 
particle-based methods preserve details more accurately but introduce the 
problem of unequal global representation. The particle level set (PLS) method 
combines the advantages of both approaches by interchanging the information 
between the grid and the particles. Our work demonstrates that the PLS 
technique can be adapted to volumetric dye advection via streak volumes, and to 
the visualization by time surfaces and path volumes. We achieve this with a 
modified and extended PLS, including a model for dye injection. A new 
algorithmic interpretation of PLS is introduced to exploit the efficiency of 
the GPU, leading to interactive visualization. Finally, we demonstrate the high 
quality and usefulness of PLS flow visualization by providing quantitative 
results on volume preservation and by discussing typical applications of 3D 
flow visualization.
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moreAbstract
Recent digitization efforts have led to large music collections, which contain 
music documents of various modes comprising textual, visual and acoustic data. 
In this paper, we present a multimodal music player for presenting and browsing 
digitized music collections consisting of heterogeneous document types. In 
particular, we concentrate on music documents of two widely used types for 
representing a musical work, namely visual music representation (scanned images 
of sheet music) and associated interpretations (audio recordings). We introduce 
novel user interfaces for multimodal (audio-visual) music presentation as well 
as intuitive navigation and browsing. Our system offers high quality audio 
playback with time-synchronous display of the digitized sheet music associated 
to a musical work. Furthermore, our system enables a user to seamlessly 
crossfade between various interpretations belonging to the currently selected 
musical work.
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moreAbstract
This paper proposes a new marker-less approach to capturing human performances 
from multi-view video. Our algorithm can jointly reconstruct spatio-temporally 
coherent geometry, motion and textural surface appearance of actors that 
perform complex and rapid moves. Furthermore, since our algorithm is purely 
meshbased and makes as few as possible prior assumptions about the type of 
subject being tracked, it can even capture performances of people wearing wide 
apparel, such as a dancer wearing a skirt. To serve this purpose our method 
efficiently and effectively combines the power of surface- and volume-based 
shape deformation techniques with a new mesh-based analysis-through-synthesis 
framework. This framework extracts motion constraints from video and makes the 
laser-scan of the tracked subject mimic the recorded performance. Also 
small-scale time-varying shape detail is recovered by applying model-guided 
multi-view stereo to refine the model surface. Our method delivers captured 
performance data at higher level of detail, is highly versatile, and is 
applicable to many complex types of scenes that could not be handled by 
alternative marker-based or marker-free recording techniques.
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moreAbstract
To utilize the full potential of new high dynamic range (HDR)
  displays, a system for the enhancement of bright luminous objects in
  video sequences is proposed. The system classifies clipped
  (saturated) regions as lights, reflections or diffuse surfaces using
  a semi-automatic classifier and then enhances each class of objects
  with respect to its relative brightness. The enhancement algorithm
  can significantly stretch the contrast of clipped regions while
  avoiding amplification of noise and contouring. We demonstrate that
  the enhanced video is strongly preferred to non-enhanced video, and
  it compares favorably to other methods.
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moreAbstract
Traditional flat screen displays present 2D images. 3D and 4D
  displays have been proposed making use of lenslet arrays to
  shape a fixed outgoing light field for horizontal or
  bidirectional parallax.  In this article, we present different
  designs of multi-dimensional displays which passively react to
  the light of the environment behind. The prototypes physically
  implement a reflectance field and generate different light
  fields depending on the incident illumination, for example
  light falling through a window.
 
  We discretize the incident light field using an optical system,
  and modulate it with a 2D pattern, creating a flat display
  which is view \emph{and} illumination-dependent. It is free
  from electronic components.  For distant light and a fixed
  observer position, we demonstrate a passive optical
  configuration which directly renders a 4D reflectance field in
  the real-world illumination behind it. We further propose an
  optical setup that allows for projecting out different angular
  distributions depending on the incident light direction.
  Combining multiple of these devices we build a display that
  renders a 6D experience, where the incident 2D illumination
  influences the outgoing light field, both in the spatial and in
  the angular domain.  Possible applications of this technology
  are time-dependent displays driven by sunlight, object
  virtualization and programmable light benders / ray blockers
  without moving parts.
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moreAbstract
In this work, we propose a model-based approach for estimating the 3D position 
and orientation of a dummy's head for crash test video analysis. Instead of 
relying on photogrammetric markers which provide only sparse 3D measurements, 
features present in the texture of the object's surface are used for tracking. 
In order to handle also small and partially occluded objects, the concepts of 
region-based and patch-based matching are combined for pose estimation. For a 
qualitative and quantitative evaluation, the proposed method is applied to two 
multi-view crash test videos captured by high-speed cameras.
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moreAbstract
Human motion capturing can be regarded as an optimization problem where one 
searches for the pose that minimizes a previously defined error function based 
on some image features. Most approaches for solving this problem use iterative 
methods like gradient descent approaches. They work quite well as long as they 
do not get distracted by local optima. 
We introduce a novel approach for global optimization that is suitable for the 
tasks as they occur during human motion capturing. We call the method 
interacting simulated annealing since it is based on an interacting particle 
system that converges to the global optimum similar to simulated annealing. 
We provide a detailed mathematical discussion that includes convergence results 
and annealing properties. Moreover, we give two examples that demonstrate 
possible applications of the algorithm, namely a global optimization problem 
and a multi-view human motion capturing task including segmentation, 
prediction, and prior knowledge. A quantative error analysis also indicates the 
performance and the robustness of the interacting simulated annealing 
algorithm.
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moreAbstract
Model-based 3D tracker estimate the position, rotation, and joint angles of a 
given model from video data of one or multiple cameras. They often rely on 
image features that are tracked over time but the accumulation of small errors 
results in a drift away from the target object.
In this work, we address the drift problem for the challenging task of human 
motion capture and tracking in the presence of multiple moving objects where 
the error accumulation becomes even more problematic due to occlusions. To this 
end, we propose an analysis-by-synthesis framework for articulated models. It 
combines the complementary concepts of patch-based and region-based matching to 
track both structured and homogeneous body parts. The performance of our method 
is demonstrated for rigid bodies, body parts, and full human bodies where the 
sequences contain fast movements, self-occlusions, multiple moving objects, and 
clutter. We also provide a quantitative error analysis and comparison with 
other model-based approaches.
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moreAbstract
In this chapter, we present a model-free pose estimation algorithm to estimate 
the relative pose of a rigid object. In the context of human motion, a rigid 
object can be either a limb, the head, or the back. In most pose estimation 
algorithms, the object
of interest covers a large image area. We focus on pose estimation of objects 
covering a field of view  of less than  
5$^\circ$\ by 5$^\circ$\ using stereo vision.
 
With this new algorithm suitable for small objects, we 
investigate the effect of the object size on the pose accuracy.
In addition, we introduce an object tracking technique that is insensitive 
to partial occlusion. We are particularly interested in human motion
in this context focusing on crash test dummies.
 
The main application for this method is the analysis of crash video sequences.
For a human motion capture system, a connection of the various limbs can be
done in an additional step.
The ultimate goal is to fully obtain the motion of crash test dummies
in a vehicle crash. This would give information on which body part is
exposed to what kind of forces and rotational forces could be
determined as well. Knowing all this, car manufacturers can optimize
the passive safety components to reduce forces on the dummy and
ultimately on the real vehicle passengers.
Since 
camera images for crash videos contain the whole crash vehicle, the size of the 
crash
test dummies is relatively small in our experiments.
 
For these experiments, mostly high-speed cameras with high resolution  
are used. However, the method described here
easily extends to real-time robotics
applications with smaller VGA-size images,
where relative pose estimation is needed, {e.g.}\ for manipulator control.
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moreAbstract
We address the problem of reconstructing the background of
  a scene from a set of photographs featuring several occluding
  objects.  We assume that the photographs are obtained from the same
  viewpoint and under similar illumination conditions.  Our approach
  is to define the background as a composite of the input photographs.
  Each possible composite is assigned a cost, and the resulting cost
  function is minimized.  We penalize deviations from the following
  two model assumptions: background objects are stationary, and
  background objects are more likely to appear across the photographs.
  We approximate object stationariness using a motion boundary
  consistency term, and object likelihood using probability density
  estimates.  The penalties are combined using an entropy-based
  weighting function.  Furthermore, we constraint the solution space
  in order to avoid composites that cut through objects.  The cost
  function is minimized using graph cuts, and the final result is
  composed using gradient domain fusion.
  We demonstrate the application of our method to the recovering of
  clean, unoccluded shots of crowded public places, as well as to the
  removal of ghosting artifacts in the reconstruction of high dynamic
  range images from multi-exposure sequences.  Our contribution is the
  definition of an automatic method for consistent background
  estimation from multiple exposures featuring occluders, and its
  application to the problem of ghost removal in high dynamic range
  image reconstruction.
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moreAbstract
Currently 3D animation rendering and video compression are completely 
independent processes even if rendered
frames are streamed on-the-fly within a client-server platform. In such 
scenario, which may involve time-varying
transmission bandwidths and different display characteristics at the client 
side, dynamic adjustment of the rendering
quality to such requirements can lead to a better use of server resources. In 
this work, we present a framework where
the renderer and MPEG codec are coupled through a straightforward interface 
that provides precise motion vectors
from the rendering side to the codec and perceptual error thresholds for each 
pixel in the opposite direction. The
perceptual error thresholds take into account bandwidth-dependent quantization 
errors resulting from the lossy compression
as well as image content-dependent luminance and spatial contrast masking. The 
availability of the discrete
cosine transform (DCT) coefficients at the codec side enables to use advanced 
models of the human visual system
(HVS) in the perceptual error threshold derivation without incurring any 
significant cost. Those error thresholds
are then used to control the rendering quality and make it well aligned with 
the compressed stream quality. In our
prototype system we use the lightcuts technique developed by Walter et al., 
which we enhance to handle dynamic
image sequences, and an MPEG-2 implementation. Our results clearly demonstrate 
many advantages of coupling
the rendering with video compression in terms of faster rendering. Furthermore, 
temporally coherent rendering leads
to a reduction of temporal artifacts.
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moreAbstract
The quality of a 3D range scan should not depend on the surface properties of 
the object. Most active range scanning techniques, however, assume a diffuse 
reﬂector to allow for a robust detection of incident light patterns. In our 
approach we embed the object into a ﬂuorescent liquid. By analyzing the light 
rays that become visible due to ﬂuorescence rather than analyzing their 
reﬂections off the surface, we can detect the intersection points between the 
projected laser sheet and the object surface for a wide range of different 
materials. For transparent objects we can even directly depict a slice through 
the object in just one image by matching its refractive index to the one of the 
embedding liquid. This enables a direct sampling of the object geometry without 
the need for computational reconstruction. This way, a high-resolution 3D 
volume can be assembled simply by sweeping a laser plane through the object. We 
demonstrate the effectiveness of our light sheet range scanning approach on a 
set of objects manufactured from a variety of materials and material mixes, 
including dark, translucent and transparent objects.
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moreAbstract
Light transport in complex scenes with possibly
intricate optical properties is difficult to grasp intuitively.
The study of light transport has so far
mainly been conducted by indirect observations.
Cameras or human observers typically only sense
the radiance reflected from a scene, i.e. the light directly
emitted or reflected from the last bounce of a
possibly much longer light path.
Models for the propagation of light, however,
typically assume light waves or rays, concepts
which so far have been communicated in an abstract
way using formulas or sketches. In this paper, we
propose the use of fluorescent fluids for direct visualization
of light transport in the real world. In
the fluorescent fluid the traces of light become visible
as a small fraction of the energy transported
along the ray is scattered out towards the viewer.
We demonstrate this visualization for direct illumination
effects such as reflections and refractions at
various surfaces, as well as for global effects such
as subsurface light transport in translucent material,
caustics, or interreflections. As this allows for the
inspection of entire light paths, rather than the last
scattering event, we believe that this novel visualization
can help to intuitively explain the phenomena
of light transport to students and experts alike.
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moreAbstract
OBJECTIVE. The objective of our study was to assess the effects of compressing 
source thin-section abdominal CT images on final transverse 
average-intensity-projection (AIP) images.
 
MATERIALS AND METHODS. At reversible, 4:1, 6:1, 8:1, 10:1, and 15:1 Joint 
Photographic Experts Group (JPEG) 2000 compressions, we compared the artifacts 
in 20 matching compressed thin sections (0.67 mm), compressed thick sections (5 
mm), and AIP images (5 mm) reformatted from the compressed thin sections. The 
artifacts were quantitatively measured with peak signal-to-noise ratio (PSNR) 
and a perceptual quality metric (High Dynamic Range Visual Difference Predictor 
[HDR-VDP]). By comparing the compressed and original images, three radiologists 
independently graded the artifacts as 0 (none, indistinguishable), 1 (barely 
perceptible), 2 (subtle), or 3 (significant). Friedman tests and exact tests 
for paired proportions were used.
 
RESULTS. At irreversible compressions, the artifacts tended to increase in the 
order of AIP, thick-section, and thin-section images in terms of PSNR (p < 
0.0001), HDR-VDP (p < 0.0001), and the readers' grading (p < 0.01 at 6:1 or 
higher compressions). At 6:1 and 8:1, distinguishable pairs (grades 1-3) tended 
to increase in the order of AIP, thick-section, and thin-section images. 
Visually lossless threshold for the compression varied between images but 
decreased in the order of AIP, thick-section, and thin-section images (p < 
0.0001).
 
CONCLUSION. Compression artifacts in thin sections are significantly attenuated 
in AIP images. On the premise that thin sections are typically reviewed using 
an AIP technique, it is justifiable to compress them to a compression level 
currently accepted for thick sections.
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%X OBJECTIVE. The objective of our study was to assess the effects of compressing 
source thin-section abdominal CT images on final transverse 
average-intensity-projection (AIP) images.

MATERIALS AND METHODS. At reversible, 4:1, 6:1, 8:1, 10:1, and 15:1 Joint 
Photographic Experts Group (JPEG) 2000 compressions, we compared the artifacts 
in 20 matching compressed thin sections (0.67 mm), compressed thick sections (5 
mm), and AIP images (5 mm) reformatted from the compressed thin sections. The 
artifacts were quantitatively measured with peak signal-to-noise ratio (PSNR) 
and a perceptual quality metric (High Dynamic Range Visual Difference Predictor 
[HDR-VDP]). By comparing the compressed and original images, three radiologists 
independently graded the artifacts as 0 (none, indistinguishable), 1 (barely 
perceptible), 2 (subtle), or 3 (significant). Friedman tests and exact tests 
for paired proportions were used.

RESULTS. At irreversible compressions, the artifacts tended to increase in the 
order of AIP, thick-section, and thin-section images in terms of PSNR (p &lt; 
0.0001), HDR-VDP (p &lt; 0.0001), and the readers' grading (p &lt; 0.01 at 6:1 or 
higher compressions). At 6:1 and 8:1, distinguishable pairs (grades 1-3) tended 
to increase in the order of AIP, thick-section, and thin-section images. 
Visually lossless threshold for the compression varied between images but 
decreased in the order of AIP, thick-section, and thin-section images (p &lt; 
0.0001).

CONCLUSION. Compression artifacts in thin sections are significantly attenuated 
in AIP images. On the premise that thin sections are typically reviewed using 
an AIP technique, it is justifiable to compress them to a compression level 
currently accepted for thick sections.
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moreAbstract
In this paper, we investigate how a multilinear model
              can be used to represent human motion data. Based
              on technical modes (referring to degrees of freedom
              and number of frames) and natural modes that typically
              appear in the context of a motion capture session
              (referring to actor, style, and repetition), the motion
              data is encoded in form of a high-order tensor.
              This tensor is then reduced by using N-mode singular
              value decomposition. Our experiments show that the
              reduced model approximates the original motion better
              then previously introduced PCA-based approaches.
              Furthermore, we discuss how the tensor representation
              may be used as a valuable tool for the synthesis of new
              motions.
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%X In this paper, we investigate how a multilinear model
              can be used to represent human motion data. Based
              on technical modes (referring to degrees of freedom
              and number of frames) and natural modes that typically
              appear in the context of a motion capture session
              (referring to actor, style, and repetition), the motion
              data is encoded in form of a high-order tensor.
              This tensor is then reduced by using N-mode singular
              value decomposition. Our experiments show that the
              reduced model approximates the original motion better
              then previously introduced PCA-based approaches.
              Furthermore, we discuss how the tensor representation
              may be used as a valuable tool for the synthesis of new
              motions.
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moreAbstract
Given a large audio database of music recordings, the goal of classical audio 
identification is to identify a particular audio recording by means of a short 
audio fragment. Even though recent identification algorithms show a significant 
degree of robustness towards noise, MP3 compression artifacts, and uniform 
temporal distortions, the notion of similarity is rather close to the identity. 
In this paper, we address a higher level retrieval problem, which we refer to 
as audio matching: given a short query audio clip, the goal is to automatically 
retrieve all excerpts from all recordings within the database that musically 
correspond to the query. In our matching scenario, opposed to classical audio 
identification, we allow semantically motivated variations as they typically 
occur in different interpretations of a piece of music. To this end, this paper 
presents an efficient and robust audio matching procedure that works even in 
the presence of significant variations, such as nonlinear temporal, dynamical, 
and spectral deviations, where existing algorithms for audio identification 
would fail. Furthermore, the combination of various deformation- and 
fault-tolerance mechanisms allows us to employ standard indexing techniques to 
obtain an efficient, index-based matching procedure, thus providing an 
important step towards semantically searching large-scale real-world music 
collections.
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identification is to identify a particular audio recording by means of a short 
audio fragment. Even though recent identification algorithms show a significant 
degree of robustness towards noise, MP3 compression artifacts, and uniform 
temporal distortions, the notion of similarity is rather close to the identity. 
In this paper, we address a higher level retrieval problem, which we refer to 
as audio matching: given a short query audio clip, the goal is to automatically 
retrieve all excerpts from all recordings within the database that musically 
correspond to the query. In our matching scenario, opposed to classical audio 
identification, we allow semantically motivated variations as they typically 
occur in different interpretations of a piece of music. To this end, this paper 
presents an efficient and robust audio matching procedure that works even in 
the presence of significant variations, such as nonlinear temporal, dynamical, 
and spectral deviations, where existing algorithms for audio identification 
would fail. Furthermore, the combination of various deformation- and 
fault-tolerance mechanisms allows us to employ standard indexing techniques to 
obtain an efficient, index-based matching procedure, thus providing an 
important step towards semantically searching large-scale real-world music 
collections.
%J IEEE Transactions on Audio, Speech, and Language Processing
%V 16
%N 2
%& 382
%P 382 - 395
%@ false




	DOI
	PuRe
	BibTeX

	


        1079
    
                Thesis
            
D4IMPR-CS


        T. Langer
    

        “On Generalized Barycentric Coordinates and Their Applications in Geometric Modeling,” Universität des Saarlandes, Saarbrücken, 2008.
    
moreAbstract
Generalized barycentric coordinate systems allow us to express the  
position of a point in space with respect to a given polygon or higher  
dimensional polytope. In such a system, a coordinate exists for each  
vertex of the polytope such that its vertices are represented by unit  
vectors $\vect{e}_i$ (where the coordinate associated with the respective  
vertex is 1, and all other coordinates are 0). Coordinates thus have a  
geometric meaning, which allows for the simplification of a number of tasks in 
geometry processing. 
 
Coordinate systems with respect to triangles have been around since  
the 19\textsuperscript{th} century, and have since been generalized; however, 
all of  
them have certain drawbacks, and are often restricted to  
special types of polytopes. We eliminate most of these restrictions  
and introduce a definition for 3D mean value coordinates that is  
valid for arbitrary polyhedra in $\realspace{3}$, with a straightforward 
generalization
to higher dimensions.
 
Furthermore, we extend the notion of barycentric coordinates in such a  
way as to allow Hermite interpolation and investigate the  
capabilities of generalized barycentric coordinates for constructing  
generalized B\'ezier surfaces. Finally, we show that barycentric  
coordinates can be used to obtain a novel formula for curvature  
computation on surfaces.
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position of a point in space with respect to a given polygon or higher  
dimensional polytope. In such a system, a coordinate exists for each  
vertex of the polytope such that its vertices are represented by unit  
vectors $\vect{e}_i$ (where the coordinate associated with the respective  
vertex is 1, and all other coordinates are 0). Coordinates thus have a  
geometric meaning, which allows for the simplification of a number of tasks in 
geometry processing. 

Coordinate systems with respect to triangles have been around since  
the 19\textsuperscript{th} century, and have since been generalized; however, 
all of  
them have certain drawbacks, and are often restricted to  
special types of polytopes. We eliminate most of these restrictions  
and introduce a definition for 3D mean value coordinates that is  
valid for arbitrary polyhedra in $\realspace{3}$, with a straightforward 
generalization
to higher dimensions.
 
Furthermore, we extend the notion of barycentric coordinates in such a  
way as to allow Hermite interpolation and investigate the  
capabilities of generalized barycentric coordinates for constructing  
generalized B\'ezier surfaces. Finally, we show that barycentric  
coordinates can be used to obtain a novel formula for curvature  
computation on surfaces.
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moreAbstract
In recent years, a wide range of generalized barycentric coordinates has been 
suggested. 
However, all of them lack control over derivatives. We show how the notion of 
barycentric 
coordinates can be extended to specify derivatives at control points. This is 
also known 
as Hermite interpolation. We introduce a method to modify existing barycentric 
coordinates 
to higher order barycentric coordinates and demonstrate, using higher order 
mean value coordinates, 
that our method, although conceptually simple and easy to implement, can be 
used to give easy and intuitive 
control at interactive frame rates over local space deformations such as 
rotations.
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moreAbstract
Bernstein polynomials are a classical tool in Computer Aided Design to create 
smooth maps 
with a high degree of local control. 
They are used for the construction of B\'ezier surfaces, free-form 
deformations, and many other applications. 
However, classical Bernstein polynomials are only defined for simplices and 
parallelepipeds. 
These can in general not directly capture the shape of arbitrary objects. 
Instead, 
a tessellation of the desired domain has to be done first.
 
We construct smooth maps on arbitrary sets of polytopes 
such that the restriction to each of the polytopes is a Bernstein polynomial in 
mean value coordinates 
(or any other generalized barycentric coordinates). 
In particular, we show how smooth transitions between different 
domain polytopes can be ensured.
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        “Multi-wavelength-based Method to de-project Gas and Dust Distributions of several Planetary Nebulae,” in Proceedings of Asymmetrical Planetary Nebulae IV, 2008.
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        “Caustic spot light for rendering caustics,” The Visual Computer, vol. 24, no. 7–9, 2008.
    
moreAbstract
It is difficult to render caustic patterns at interactive frame rates. This 
paper introduces new rendering techniques that relax 
current constraints, allowing scenes with moving, non-rigid scene
objects, rigid caustic objects, and rotating directional light 
sources to be rendered in real-time with GPU hardware 
acceleration. Because our algorithm estimates the intensity and
the direction of caustic light, rendering of non-Lambertian 
surfaces is supported. Previous caustics algorithms have 
separated the problem into pre-rendering and rendering phases, 
storing intermediate results in data structures such as photon 
maps or radiance transfer functions. Our central idea is to use 
specially parameterized spot lights, called caustic spot lights 
(CSLs), as the intermediate representation of a twophase 
algorithm. CSLs are flexible enough that a small number can 
approximate the light leaving a caustic object, yet simple enough
that they can be efficiently evaluated by a pixel shader program 
during accelerated rendering.We extend our approach to support 
changing lighting direction by further dividing the pre-rendering
phase into per-scene and per-frame components: the per-frame 
phase computes frame-specific CSLs by interpolating between CSLs 
that were pre-computed with differing light directions.
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        “Selected Problems of High Dynamic Range Video Compression and GPU-based Contrast Domain Tone Mapping,” in Proceedings of the 24th Spring Conference on Computer Graphics (SCCG’08), 2008.
    
moreAbstract
The main goal of High Dynamic Range Imaging (HDRI) is precise
reproduction of real world appearance in terms of intensity levels
and color gamut at all stages of image and video processing from
acquisition to display. In our work, we investigate the problem of
lossy HDR image and video compression and provide a number of
novel solutions, which are optimized for storage efficiency or backward
compatibility with existing compression standards. To take
advantage of HDR information even for traditional low-dynamic
range displays, we design tone mapping algorithms, which adjust
HDR contrast ranges in a scene to those available in typical display
devices.
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moreAbstract
Although several new tone-mapping operators are proposed each year, there is no 
reliable method to validate their performance or to tell how different they are 
from one another. In order to analyze and understand the behavior of 
tone-mapping operators, we model their mechanisms by fitting a generic operator 
to an HDR image and its tone-mapped LDR rendering. We demonstrate that the 
majority of both global and local tone-mapping operators can be well 
approximated by computationally inexpensive image processing operations, such 
as a perpixel tone curve, a modulation transfer function and color saturation 
adjustment. The results produced by such a generic tone-mapping algorithm are 
often visually indistinguishable from much more expensive algorithms, such as 
the bilateral filter. We show the usefulness of our generic tone-mapper in 
backward-compatible HDR image compression, the black-box analysis of existing 
tone mapping algorithms and the synthesis of new algorithms that are 
combination of existing operators.
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majority of both global and local tone-mapping operators can be well 
approximated by computationally inexpensive image processing operations, such 
as a perpixel tone curve, a modulation transfer function and color saturation 
adjustment. The results produced by such a generic tone-mapping algorithm are 
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moreAbstract
In this paper, we investigate cyclic sequences which contain as elements all 
k-subsets of {0,1,...,n-1} exactly once such that the unions of any two 
consecutive k-subsets of this sequences are pairwise distinct. Furthermore, if 
Y is some prescribed subset of the power set of {0,1,...,n-1}, we require that 
all unions are in Y. In particular, we are interested in the case where Y 
consists of all subsets of order having the same parity as k. Among others, we 
show the existence of such cyclic sequences for k=2,3,...,7 and sufficiently 
large n. This kind of combinatorial problems is motivated from applications in 
combinatorial group testing. From our results, one obtains error detecting 
group testing procedures for items having the 2-consecutive positive property.
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all unions are in Y. In particular, we are interested in the case where Y 
consists of all subsets of order having the same parity as k. Among others, we 
show the existence of such cyclic sequences for k=2,3,...,7 and sufficiently 
large n. This kind of combinatorial problems is motivated from applications in 
combinatorial group testing. From our results, one obtains error detecting 
group testing procedures for items having the 2-consecutive positive property.
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moreAbstract
As new displays and cameras offer enhanced color capabilities, there is a need 
to extend the precision of digital content. High Dynamic Range (HDR) imaging 
encodes images and video with higher than normal 8 bit-per-color-channel 
precision, enabling representation of the complete color gamut and the full 
visible range of luminance.However, to realize transition from the traditional 
toHDRimaging, it is necessary to develop imaging algorithms that work with the 
high-precision data. Tomake such algorithms effective and feasible in practice, 
it is necessary to take advantage of the limitations of the human visual system 
by aligning the data shortcomings to those of the human eye, thus limiting 
storage and processing precision. Therefore, human visual perception is the key 
component of the solutions we discuss in this book.
 
This book presents a complete pipeline for HDR image and video processing from 
acquisition, through compression and quality evaluation, to display. At the HDR 
image and video acquisition stage specialized HDR sensors or multi-exposure 
techniques suitable for traditional cameras are discussed. Then, we present a 
practical solution for pixel values calibration in terms of photometric or 
radiometric quantities, which are required in some technically oriented 
applications. Also, we cover the problem of efficient image and video 
compression and encoding either for storage or transmission purposes, including 
the aspect of backward compatibility with existing formats. Finally, we review 
existing HDR display technologies and the associated problems of image contrast 
and brightness adjustment. For this purpose tone mapping is employed to 
accommodate HDR content to LDR devices. Conversely, the so-called inverse tone 
mapping is required to upgrade LDR content for displaying on HDR devices. We 
overview HDR-enabled image and video quality metrics, which are needed to 
verify algorithms at all stages of the pipeline. Additionally, we cover 
successful examples of the HDR technology applications, in particular, in 
computer graphics and computer vision.
 
The goal of this book is to present all discussed components of the HDR 
pipeline with the main focus on video. For some pipeline stages HDR video 
solutions are either not well established or do not exist at all, in which case 
we describe techniques for single HDR images. In such cases we attempt to 
select the techniques, which can be extended into temporal domain. Whenever 
needed, relevant background information on human perception is given, which 
enables better understanding of the design choices behind the discussed 
algorithms and HDR equipment.
 
Table of Contents: Introduction / Representation of an HDR Image / HDR Image 
and Video Acquisition / HDR Image Quality / HDR Image, Video, and Texture 
Compression / Tone Reproduction / HDR Display Devices / LDR2HDR: Recovering 
Dynamic Range in Legacy Content / HDRI in Computer Graphics / Software
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visible range of luminance.However, to realize transition from the traditional 
toHDRimaging, it is necessary to develop imaging algorithms that work with the 
high-precision data. Tomake such algorithms effective and feasible in practice, 
it is necessary to take advantage of the limitations of the human visual system 
by aligning the data shortcomings to those of the human eye, thus limiting 
storage and processing precision. Therefore, human visual perception is the key 
component of the solutions we discuss in this book.

This book presents a complete pipeline for HDR image and video processing from 
acquisition, through compression and quality evaluation, to display. At the HDR 
image and video acquisition stage specialized HDR sensors or multi-exposure 
techniques suitable for traditional cameras are discussed. Then, we present a 
practical solution for pixel values calibration in terms of photometric or 
radiometric quantities, which are required in some technically oriented 
applications. Also, we cover the problem of efficient image and video 
compression and encoding either for storage or transmission purposes, including 
the aspect of backward compatibility with existing formats. Finally, we review 
existing HDR display technologies and the associated problems of image contrast 
and brightness adjustment. For this purpose tone mapping is employed to 
accommodate HDR content to LDR devices. Conversely, the so-called inverse tone 
mapping is required to upgrade LDR content for displaying on HDR devices. We 
overview HDR-enabled image and video quality metrics, which are needed to 
verify algorithms at all stages of the pipeline. Additionally, we cover 
successful examples of the HDR technology applications, in particular, in 
computer graphics and computer vision.

The goal of this book is to present all discussed components of the HDR 
pipeline with the main focus on video. For some pipeline stages HDR video 
solutions are either not well established or do not exist at all, in which case 
we describe techniques for single HDR images. In such cases we attempt to 
select the techniques, which can be extended into temporal domain. Whenever 
needed, relevant background information on human perception is given, which 
enables better understanding of the design choices behind the discussed 
algorithms and HDR equipment.
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moreAbstract
Quadrangular remeshing of triangulated surfaces has received an increasing 
attention in recent years. A particularly elegant approach is the extraction of 
quads from the streamlines of a harmonic field. While the construction of such 
fields is by now a  standard technique in geometry processing, enforcing design 
constraints is still not fully investigated. This work presents a technique for 
handling directional constraints by directly controlling the gradient of the 
field. In this way, line constraints sketched by the user or automatically 
obtained as feature lines can be fulfilled efficiently. Furthermore, we show 
the potential of quasi-harmonic fields as a flexible tool for controlling the 
behavior of the field over the surface. Treating the surface as an 
inhomogeneous domain we can endow specific surface regions with field 
attraction/repulsion properties.
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moreAbstract
Diffusion weighted magnetic resonance imaging is a unique
  tool for non-invasive investigation of major nerve fiber tracts.
  Since the popular diffusion tensor (DT-MRI) model is limited to
  voxels with a single fiber direction, a number of high angular
  resolution techniques have been proposed to provide information
  about more diverse fiber distributions. Two such approaches are
  Q-Ball imaging and spherical deconvolution, which produce
  orientation distribution functions (ODFs) on the sphere. For
  analysis and visualization, the maxima of these functions have been
  used as principal directions, even though the results are known to
  be biased in case of crossing fiber tracts. In this paper, we
  present a more reliable technique for extracting discrete
  orientations from continuous ODFs, which is based on decomposing
  their higher-order tensor representation into an isotropic
  component, several rank-1 terms, and a small residual. Comparing to
  ground truth in synthetic data shows that the novel method reduces
  bias and reliably reconstructs crossing fibers which are not
  resolved as individual maxima in the ODF. We present results on both
  Q-Ball and spherical deconvolution data and demonstrate that the
  estimated directions allow for plausible fiber tracking in a real
  data set.
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        “Using Eigenvalue Derivatives for Edge Detection in DT-MRI Data,” in Pattern Recognition : 30th DAGM Symposium, 2008.
    
moreAbstract
This paper introduces eigenvalue derivatives as a fundamental tool
  to discern the different types of edges present in matrix-valued
  images. It reviews basic results from perturbation theory, which
  allow one to compute such derivatives, and shows how they can be
  used to obtain novel edge detectors for matrix-valued images. It is
  demonstrated that previous methods for edge detection in
  matrix-valued images are simplified by considering them in terms of
  eigenvalue derivatives. Moreover, eigenvalue derivatives are used to
  analyze and refine the recently proposed Log-Euclidean edge
  detector. Application examples focus on data from diffusion tensor
  magnetic resonance imaging (DT-MRI).
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        “Virtual Klingler Dissection: Putting Fibers into Context,” in EuroVis 2008, 2008.
    
moreAbstract
Fiber tracking is a standard tool to estimate the course of major
  white matter tracts from diffusion tensor magnetic resonance imaging
  (DT-MRI) data. In this work, we aim at supporting the visual
  analysis of classical streamlines from fiber tracking by integrating
  context from anatomical data, acquired by a $T_1$-weighted MRI
  measurement. To this end, we suggest a novel visualization metaphor,
  which is based on data-driven deformation of geometry and has been
  inspired by a technique for anatomical fiber preparation known as
  Klingler dissection. We demonstrate that our method conveys the
  relation between streamlines and surrounding anatomical features
  more effectively than standard techniques like slice images and
  direct volume rendering. The method works automatically, but its
  GPU-based implementation allows for additional, intuitive
  interaction.
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  more effectively than standard techniques like slice images and
  direct volume rendering. The method works automatically, but its
  GPU-based implementation allows for additional, intuitive
  interaction.
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moreAbstract
Crease surfaces are two-dimensional manifolds along which a scalar
 field assumes a local maximum (ridge) or a local minimum (valley) in
 a constrained space. Unlike isosurfaces, they are able to capture
 extremal structures in the data. Creases have a long tradition in
 image processing and computer vision, and have recently become a
 popular tool for visualization. When extracting crease surfaces,
 degeneracies of the Hessian (i.e., lines along which two eigenvalues
 are equal), have so far been ignored. We show that these loci,
 however, have two important consequences for the topology of crease
 surfaces: First, creases are bounded not only by a side constraint
 on eigenvalue sign, but also by Hessian degeneracies. Second, crease
 surfaces are not in general orientable. We describe an efficient
 algorithm for the extraction of crease surfaces which takes these
 insights into account and demonstrate that it produces more accurate
 results than previous approaches. Finally, we show that DT-MRI
 streamsurfaces, which were previously used for the analysis of
 planar regions in diffusion tensor MRI data, are mathematically
 ill-defined. As an example application of our method, creases in a
 measure of planarity are presented as a viable substitute.
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moreAbstract
Contrast in photographic and computer-generated imagery communicates colour and 
lightness differences that would be perceived when viewing the represented 
scene. Due to depiction constraints, the amount of displayable contrast is 
limited, reducing the image�s ability to accurately represent the scene. A 
local contrast enhancement technique called unsharp masking can overcome these 
constraints by adding high-frequency contours to an image that increase its 
apparent contrast. In three novel algorithms inspired by unsharp masking, 
specialized local contrast enhancements are shown to overcome constraints of a 
limited dynamic range, overcome an achromatic palette, and to improve the 
rendering of 3D shapes and scenes. The Beyond Tone Mapping approach restores 
original HDR contrast to its tone mapped LDR counterpart by adding 
highfrequency colour contours to the LDR image while preserving its luminance. 
Apparent Greyscale is a multi-scale two-step technique that first converts 
colour images and video to greyscale according to their chromatic lightness, 
then restores diminished colour contrast with high- frequency luminance 
contours. Finally, 3D Unsharp Masking performs scene coherent enhancement by 
introducing 3D high-frequency luminance contours to emphasize the details, 
shapes, tonal range and spatial organization of a 3D scene within the rendering 
pipeline. As a perceptual justification, it is argued that a local contrast 
enhancement made with unsharp masking is related to the Cornsweet
illusion, and that this may explain its effect on apparent contrast.
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        “Apparent Greyscale: A Simple and Fast Conversion to Perceptually Accurate Images and Video,” in The European Association for Computer Graphics 29th Annual Conference, EUROGRAPHICS 2008, 2008.
    
moreAbstract
This paper presents a quick and simple method for converting complex images and 
video to perceptually accurate greyscale versions. We use a two-step approach 
first to globally assign grey values and determine colour ordering, then 
second, to locally enhance the greyscale to reproduce the original contrast. 
Our global mapping is image independent and incorporates the 
Helmholtz-Kohlrausch colour appearance effect for predicting differences 
between isoluminant colours. Our multiscale local contrast enhancement 
reintroduces lost discontinuities only in regions that insufficiently represent 
original chromatic contrast. All operations are restricted so that they 
preserve the overall image appearance, lightness range and differences, colour 
ordering, and spatial details, resulting in perceptually accurate achromatic 
reproductions of the colour original.
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        “Maximum Mipmaps for Fast, Accurate, and Scalable Dynamic Height Field Rendering,” in Proceedings I3D 2008 : Symposium on Interactive 3D Graphics and Games, 2008.
    
moreAbstract
This paper presents a GPU-based, fast, and accurate dynamic height field 
rendering technique that scales well to large scale height fields. Current 
real-time rendering algorithms for dynamic height fields employ approximate 
ray-height field intersection methods, whereas accurate algorithms require 
pre-computation in the order of seconds to minutes and are thus not suitable 
for dynamic height field rendering. We alleviate this problem by using maximum 
mipmaps, a hierarchical data structure supporting accurate and efficient 
rendering while simultaneously lowering the pre-computation costs to negligible 
levels. Furthermore, maximum mipmaps allow for view-dependent level-of-detail 
rendering. In combination with hierarchical ray-stepping this results in an 
efficient intersection algorithm for large scale height fields.
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moreAbstract
In this chapter, we present a model-free pose estimation algorithm to estimate 
the relative pose of a rigid object. In the context of human motion, a rigid 
object can be either a limb, the head, or the back. In most pose estimation 
algorithms, the object
of interest covers a large image area. We focus on pose estimation of objects 
covering a field of view  of less than  
5$^\circ$\ by 5$^\circ$\ using stereo vision.
 
With this new algorithm suitable for small objects, we 
investigate the effect of the object size on the pose accuracy.
In addition, we introduce an object tracking technique that is insensitive 
to partial occlusion. We are particularly interested in human motion
in this context focusing on crash test dummies.
 
The main application for this method is the analysis of crash video sequences.
For a human motion capture system, a connection of the various limbs can be
done in an additional step.
The ultimate goal is to fully obtain the motion of crash test dummies
in a vehicle crash. This would give information on which body part is
exposed to what kind of forces and rotational forces could be
determined as well. Knowing all this, car manufacturers can optimize
the passive safety components to reduce forces on the dummy and
ultimately on the real vehicle passengers.
Since 
camera images for crash videos contain the whole crash vehicle, the size of the 
crash
test dummies is relatively small in our experiments.
 
For these experiments, mostly high-speed cameras with high resolution  
are used. However, the method described here
easily extends to real-time robotics
applications with smaller VGA-size images,
where relative pose estimation is needed, {e.g.}\ for manipulator control.
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Since 
camera images for crash videos contain the whole crash vehicle, the size of the 
crash
test dummies is relatively small in our experiments.

For these experiments, mostly high-speed cameras with high resolution  
are used. However, the method described here
easily extends to real-time robotics
applications with smaller VGA-size images,
where relative pose estimation is needed, {e.g.}\ for manipulator control.
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moreAbstract
Light transport in complex scenes with possibly
intricate optical properties is difficult to grasp intuitively.
The study of light transport has so far
mainly been conducted by indirect observations.
Cameras or human observers typically only sense
the radiance reflected from a scene, i.e. the light directly
emitted or reflected from the last bounce of a
possibly much longer light path.
Models for the propagation of light, however,
typically assume light waves or rays, concepts
which so far have been communicated in an abstract
way using formulas or sketches. In this paper, we
propose the use of fluorescent fluids for direct visualization
of light transport in the real world. In
the fluorescent fluid the traces of light become visible
as a small fraction of the energy transported
along the ray is scattered out towards the viewer.
We demonstrate this visualization for direct illumination
effects such as reflections and refractions at
various surfaces, as well as for global effects such
as subsurface light transport in translucent material,
caustics, or interreflections. As this allows for the
inspection of entire light paths, rather than the last
scattering event, we believe that this novel visualization
can help to intuitively explain the phenomena
of light transport to students and experts alike.
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moreAbstract
We present an approach to automatically compute the complexity of a
 given 3D shape. Previous approaches have made use of geometric
 and/or topological properties of the 3D shape to compute
 complexity. Our approach is based on shape appearance and estimates
 the complexity of a given 3D shape according to how 2D views of the
 shape diverge from each other. We use similarity among views of the
 3D shape as the basis for our complexity computation. Hence our
 approach uses claims from psychology that humans mentally represent
 3D shapes as organizations of 2D views and, therefore, mimics how
 humans gauge shape complexity. Experimental results show that our
 approach produces results that are more in agreement with the human
 notion of shape complexity than those obtained using previous
 approaches.
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moreAbstract
The crest lines, salient subsets of the extrema of the principal curvatures 
over their corresponding curvature lines, are powerful shape descriptors which 
are widely used for shape matching, interrogation, and visualization purposes. 
In this paper, we develop fast, accurate, and reliable methods for detecting 
the crest lines on surfaces approximated by dense triangle meshes. The methods 
exploit intrinsic geometric properties of the curvature extrema and provide 
with an inherent level-of-detail control of the detected crest lines. As an 
immediate application, we use of the crest lines for adaptive mesh 
simplification purposes.
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        “High-speed Marching Cubes using HistoPyramids,” Computer Graphics Forum, vol. 27, no. 8, 2008.
    
moreAbstract
We present an implementation approach for Marching Cubes (MC) on graphics 
hardware for OpenGL 2.0 or comparable graphics APIs. It currently outperforms 
all other known graphics processing units (GPU)-based iso-surface extraction 
algorithms in direct rendering for sparse or large volumes, even those using 
the recently introduced geometry shader (GS) capabilites. To achieve this, we 
outfit the Histogram Pyramid (HP) algorithm, previously only used in GPU data 
compaction, with the capability for arbitrary data expansion. After 
reformulation of MC as a data compaction and expansion process, the HP 
algorithm becomes the core of a highly efficient and interactive MC 
implementation. For graphics hardware lacking GSs, such as mobile GPUs, the 
concept of HP data expansion is easily generalized, opening new application 
domains in mobile visual computing. Further, to serve recent developments, we 
present how the HP can be implemented in the parallel programming language CUDA 
(compute unified device architecture), by using a novel 1D chunk/layer 
construction.
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hardware for OpenGL 2.0 or comparable graphics APIs. It currently outperforms 
all other known graphics processing units (GPU)-based iso-surface extraction 
algorithms in direct rendering for sparse or large volumes, even those using 
the recently introduced geometry shader (GS) capabilites. To achieve this, we 
outfit the Histogram Pyramid (HP) algorithm, previously only used in GPU data 
compaction, with the capability for arbitrary data expansion. After 
reformulation of MC as a data compaction and expansion process, the HP 
algorithm becomes the core of a highly efficient and interactive MC 
implementation. For graphics hardware lacking GSs, such as mobile GPUs, the 
concept of HP data expansion is easily generalized, opening new application 
domains in mobile visual computing. Further, to serve recent developments, we 
present how the HP can be implemented in the parallel programming language CUDA 
(compute unified device architecture), by using a novel 1D chunk/layer 
construction.
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        “Spatio-Temporal Registration Techniques for Relightable 3D Video,” in IEEE International Conference on Image Processing 2007, ICIP 2007. - Vol. 2, 2007.
    
moreAbstract
By jointly applying a model-based marker-less motion capture approach and 
multi-view texture generation 3D Videos of human actors can be reconstructed 
from multi-view video streams. If the input data were recorded under calibrated 
lighting, the texture information can also be used to measure time-varying 
surface reflectance. This way, 3D videos can be realistically displayed under 
novel lighting conditions. Reflectance estimation is only feasible if the 
multi-view texture-to-surface registration is consistent over time. In this 
paper, we propose two image-based warping methods that compensate registration 
errors due to inaccurate model geometry and shifting of apparel over the body.


BibTeX
@inproceedings{AhmedICIP07,
TITLE = {Spatio-Temporal Registration Techniques for Relightable {3D} Video},
AUTHOR = {Ahmed, Naveed and Theobalt, Christian and Magnor, Marcus and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-1-4244-1437-6},
DOI = {10.1109/ICIP.2007.4379202},
LOCALID = {Local-ID: C12573CC004A8E26-E0089B21706B6F90C12573B1004C02B9-AhmedICIP07},
PUBLISHER = {IEEE},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {By jointly applying a model-based marker-less motion capture approach and multi-view texture generation 3D Videos of human actors can be reconstructed from multi-view video streams. If the input data were recorded under calibrated lighting, the texture information can also be used to measure time-varying surface reflectance. This way, 3D videos can be realistically displayed under novel lighting conditions. Reflectance estimation is only feasible if the multi-view texture-to-surface registration is consistent over time. In this paper, we propose two image-based warping methods that compensate registration errors due to inaccurate model geometry and shifting of apparel over the body.},
BOOKTITLE = {IEEE International Conference on Image Processing 2007, ICIP 2007. -- Vol. 2},
PAGES = {501--504},
}

Endnote
%0 Conference Proceedings
%A Ahmed, Naveed
%A Theobalt, Christian
%A Magnor, Marcus
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Programming Logics, MPI for Informatics, Max Planck Society
Graphics - Optics - Vision, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Spatio-Temporal Registration Techniques for Relightable 3D Video : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-20C1-D
%F EDOC: 356554
%R 10.1109/ICIP.2007.4379202
%F OTHER: Local-ID: C12573CC004A8E26-E0089B21706B6F90C12573B1004C02B9-AhmedICIP07
%I IEEE
%D 2007
%B Untitled Event
%Z date of event: 2007-09-16 - 2007-09-19
%C San Antonio, TX, USA
%X By jointly applying a model-based marker-less motion capture approach and 
multi-view texture generation 3D Videos of human actors can be reconstructed 
from multi-view video streams. If the input data were recorded under calibrated 
lighting, the texture information can also be used to measure time-varying 
surface reflectance. This way, 3D videos can be realistically displayed under 
novel lighting conditions. Reflectance estimation is only feasible if the 
multi-view texture-to-surface registration is consistent over time. In this 
paper, we propose two image-based warping methods that compensate registration 
errors due to inaccurate model geometry and shifting of apparel over the body.
%B IEEE International Conference on Image Processing 2007, ICIP 2007. - Vol. 2
%P 501 - 504
%I IEEE
%@ 978-1-4244-1437-6




	DOI
	PuRe
	BibTeX

	


        1130
    
                Conference paper
            
D4


        N. Ahmed, C. Theobalt, and H.-P. Seidel
    

        “Spatio-temporal Reflectance Sharing for Relightable 3D Video,” in Computer Vision/Computer Graphics Collaboration Techniques : Third International Conference, MIRAGE 2007, 2007.
    
moreAbstract
In our previous work, we have shown that by means of a model based approach, 
relightable free viewpoint videos of human actors can be reconstructed from 
only a handful of multi view video streams recorded under calibrated 
illumination. To achieve this purpose, we employ a marker free motion capture 
approach to measure dynamic human scene geometry. Reflectance samples for each 
surface point are captured by exploiting the fact that, due to the person's 
motion, each surface location is, over time, exposed to the acquisition sensors 
under varying orientations. Although this is the first setup of its kind to 
measure surface reflectance from footage of arbitrary human performances, our 
approach may lead to a biased sampling of surface reflectance since each 
surface point is only seen under a limited number of half vector directions. We 
thus propose in this paper a novel algorithm that reduces the bias in BRDF 
estimates of a single surface point by cleverly taking into account reflectance 
samples from other surface locations made of similar material. We demonstrate 
the improvements achieved with this spatio temporal reflectance sharing 
approach both visually and quantitatively.
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        “Convolution Shadow Maps,” in Rendering Techniques 2007: [18th] Eurographics Symposium on Rendering, 2007.
    
moreAbstract
We present \emph{Convolution Shadow Maps}, a novel shadow representation that 
affords efficient arbitrary linear filtering of shadows. Traditional shadow 
mapping is inherently non-linear w.r.t.\ the stored depth values due to the 
binary shadow test. We linearize the problem by approximating shadow maps as a 
weighted summation of basis terms.  We demonstrate the usefulness of
this representation and show that hardware-accelerated anti-aliasing 
techniques, such as tri-linear filtering, can be applied naturally to 
Convolution Shadow Maps. 
This approach can be implemented very efficiently in current generation 
graphics hardware
yielding real-time frame rates.


BibTeX
@inproceedings{CSM:EGSR:2007,
TITLE = {Convolution Shadow Maps},
AUTHOR = {Annen, Thomas and Mertens, Tom and Bekaert, Philippe and Seidel, Hans-Peter and Kautz, Jan},
LANGUAGE = {eng},
ISBN = {978-3-905673-52-4},
DOI = {10.2312/EGWR/EGSR07/051-060},
LOCALID = {Local-ID: C12573CC004A8E26-534CA48BCE4C3DB8C12572E300558631-CSM:EGSR:2007},
PUBLISHER = {Eurographics},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {We present \emph{Convolution Shadow Maps}, a novel shadow representation that affords efficient arbitrary linear filtering of shadows. Traditional shadow mapping is inherently non-linear w.r.t.\ the stored depth values due to the binary shadow test. We linearize the problem by approximating shadow maps as a weighted summation of basis terms. We demonstrate the usefulness of this representation and show that hardware-accelerated anti-aliasing techniques, such as tri-linear filtering, can be applied naturally to Convolution Shadow Maps. This approach can be implemented very efficiently in current generation graphics hardware yielding real-time frame rates.},
BOOKTITLE = {Rendering Techniques 2007: [18th] Eurographics Symposium on Rendering},
EDITOR = {Fellner, Dieter and Spencer, Stephen},
PAGES = {51--60},
}

Endnote
%0 Conference Proceedings
%A Annen, Thomas
%A Mertens, Tom
%A Bekaert, Philippe
%A Seidel, Hans-Peter
%A Kautz, Jan
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Convolution Shadow Maps : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1EBE-8
%F EDOC: 356558
%R 10.2312/EGWR/EGSR07/051-060
%F OTHER: Local-ID: C12573CC004A8E26-534CA48BCE4C3DB8C12572E300558631-CSM:EGSR:2007
%I Eurographics
%D 2007
%B Untitled Event
%Z date of event: 2007-06-25 - 2007-06-27
%C Grenoble, France
%X We present \emph{Convolution Shadow Maps}, a novel shadow representation that 
affords efficient arbitrary linear filtering of shadows. Traditional shadow 
mapping is inherently non-linear w.r.t.\ the stored depth values due to the 
binary shadow test. We linearize the problem by approximating shadow maps as a 
weighted summation of basis terms.  We demonstrate the usefulness of
this representation and show that hardware-accelerated anti-aliasing 
techniques, such as tri-linear filtering, can be applied naturally to 
Convolution Shadow Maps. 
This approach can be implemented very efficiently in current generation 
graphics hardware
yielding real-time frame rates.
%B Rendering Techniques 2007: [18th] Eurographics Symposium on Rendering
%E Fellner, Dieter; Spencer, Stephen
%P 51 - 60
%I Eurographics
%@ 978-3-905673-52-4




	DOI
	PuRe
	BibTeX

	


        1132
    
                Report
            
D4


        R. Bargmann, V. Blanz, and H.-P. Seidel
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moreAbstract
This paper presents a representation of visemes that defines a measure
of similarity between different visemes, and a system of viseme
categories. The representation is derived from a statistical data
analysis of feature points on 3D scans, using Locally Linear
Embedding (LLE). The similarity measure determines which available
viseme and triphones to use to synthesize 3D face animation for a
novel audio file. From a corpus of dynamic recorded 3D mouth
articulation data, our system is able to find the best suited sequence
of triphones over which to interpolate while reusing the
coarticulation information to obtain correct mouth movements over
time. Due to the similarity measure, the system can deal with
relatively small triphone databases and find the most appropriate
candidates. With the selected sequence of database triphones, we can
finally morph along the successive triphones to produce the final
articulation animation.
In an entirely data-driven approach, our automated procedure for
defining viseme categories reproduces the groups of related visemes
that are defined in the phonetics literature.
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moreAbstract
This paper presents a top-down approach to 3D data analysis by fitting a 
Morphable Model to scans of faces. In a unified framework, the algorithm 
optimizes shape, texture, pose and illumination simultaneously. The algorithm 
can be used as a core component in face recognition from scans. In an 
analysis-by-synthesis approach, raw scans are transformed into a PCA-based 
representation that is robust with respect to changes in pose and illumination. 
Illumination conditions are estimated in an explicit simulation that involves 
specular and diffuse components. The algorithm inverts the effect of shading in 
order to obtain the diffuse reflectance in each point of the facial surface. 
Our results include illumination correction, surface completion and face 
recognition on the FRGC database of scans.
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moreAbstract
Translucent objects pose a difficult problem for traditional structured light 
3D scanning techniques. Subsurface scattering corrupts the range estimation in 
two ways: by drastically reducing the signal-to-noise ratio and by shifting the 
intensity peak beneath the surface to a point which does not coincide with the 
point of incidence. In this paper we analyze and compare two descattering 
methods in order to obtain reliable 3D coordinates for translucent objects. By 
using polarization-difference imaging, subsurface scattering can be filtered 
out because multiple scattering randomizes the polarization direction of light 
while the surface reflectance partially keeps the polarization direction of the 
illumination. The descattered reflectance can be used for reliable 3D 
reconstruction using traditional optical 3D scanning techniques, such as 
structured light. Phase-shifting is another effective descattering technique if 
the frequency of the projected pattern is sufficiently high. We demonstrate the 
performance of these two techniques and the combination of them on scanning 
real-world translucent objects.
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        “Advanced remote inspection and download of 3D shapes,” in Proceedings Web3D 2007 : 12th International Conference on 3D Web Technology, 2007.
    
moreAbstract
Shape inspection options in most of the current online shape repositories 
provide limited information on the shape of a desired model. In addition, 
stored models can be downloaded only at the original level of detail (LOD). In 
this paper, we present our application that combines remote interactive 
inspection of a digital shape with realtime simplification. Simplification is 
parameterised, is performed in real-time and the results are again available 
for inspection. We have embedded the application in a shape repository whereby, 
having found a suitable simplification, users can download the model at that 
LOD.
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        “Video-driven animation of human body scans,” in IEEE 3DTV Conference, 2007.
    
moreAbstract
We present a versatile, fast and simple framework to generate
animations of scanned human characters from input multiview
video sequences. Our method is purely mesh-based and
requires only a minimum of manual interaction. The proposed
algorithm implicitly generates realistic body deformations
and can easily transfer motions between human subjects
of completely different shape and proportions. We feature a
working prototype system that demonstrates that our method
can generate convincing lifelike character animations from
marker-less optical motion capture data.
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moreAbstract
We present a versatile, fast and simple framework to generate animations of 
scanned human characters from input optical motion capture data. Our method is 
purely meshbased and requires only a minimum of manual interaction. The only 
manual step needed to create moving virtual people is the placement of a sparse 
set of correspondences between the input data and the mesh to be animated. The 
proposed algorithm implicitly generates realistic body deformations, and can 
easily transfer motions between human
subjects of completely different shape and proportions. We feature a working 
prototype system that demonstrates that our method can generate convincing 
lifelike character animations directly from optical motion capture data.


BibTeX
@inproceedings{deAguiar2007_SIBGRAPI,
TITLE = {A Simple Framework for Natural Animation of Digitized Models},
AUTHOR = {de Aguiar, Edilson and Zayer, Rhaleb and Theobalt, Christian and Magnor, Marcus and Seidel, Hans-Peter},
LANGUAGE = {eng},
DOI = {10.1109/SIBGRA.2007.4368162},
LOCALID = {Local-ID: C12573CC004A8E26-70AD657405595382C12573B6000B8818-deAguiar2007_SIBGRAPI},
PUBLISHER = {IEEE},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {We present a versatile, fast and simple framework to generate animations of scanned human characters from input optical motion capture data. Our method is purely meshbased and requires only a minimum of manual interaction. The only manual step needed to create moving virtual people is the placement of a sparse set of correspondences between the input data and the mesh to be animated. The proposed algorithm implicitly generates realistic body deformations, and can easily transfer motions between human subjects of completely different shape and proportions. We feature a working prototype system that demonstrates that our method can generate convincing lifelike character animations directly from optical motion capture data.},
BOOKTITLE = {SIBGRAPI'07 -- XX Brazilian Symposium on Computer Graphics and Image Processing},
PAGES = {3--10},
}

Endnote
%0 Conference Proceedings
%A de Aguiar, Edilson
%A Zayer, Rhaleb
%A Theobalt, Christian
%A Magnor, Marcus
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Programming Logics, MPI for Informatics, Max Planck Society
Graphics - Optics - Vision, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T A Simple Framework for Natural Animation of Digitized Models : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1E3B-C
%F EDOC: 356520
%R 10.1109/SIBGRA.2007.4368162
%F OTHER: Local-ID: C12573CC004A8E26-70AD657405595382C12573B6000B8818-deAguiar2007_SIBGRAPI
%I IEEE
%D 2007
%B Untitled Event
%Z date of event: 2007-10-07 - 2007-10-10
%C Belo Horizonte, Brazil
%X We present a versatile, fast and simple framework to generate animations of 
scanned human characters from input optical motion capture data. Our method is 
purely meshbased and requires only a minimum of manual interaction. The only 
manual step needed to create moving virtual people is the placement of a sparse 
set of correspondences between the input data and the mesh to be animated. The 
proposed algorithm implicitly generates realistic body deformations, and can 
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        “Rapid Animation of Laser-scanned Humans,” in IEEE Virtual Reality Conference 2007, VR’07, 2007.
    
moreAbstract
We present a simple and ef cient approach to turn laser-scanned human geometry 
into a realistically moving virtual avatar. Instead of relying on the classical 
skeleton-based animation pipeline, our method uses a mesh-based Laplacian 
editing scheme to drive the motion of the scanned model. Our framework 
elegantly solves the motion retargeting problem and produces realistic 
non-rigid surface deformation with minimal user interaction. Realistic 
animations can easily be generated from a variety of input motion descriptions, 
which we exemplify by applying our method to both marker-free and marker-based 
motion capture data.
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        “Marker-less Deformable Mesh Tracking for Human Shape and Motion Capture,” in 2007 IEEE Conference on Computer Vision and Pattern Recognition, CVPR’07. - Vol. 6, 2007.
    
moreAbstract
We present a novel algorithm to jointly capture the motion and the dynamic 
shape of humans from 
multiple video streams without using optical markers. Instead of relying on 
kinematic skeletons, 
as traditional motion capture methods, our approach uses a deformable 
high-quality mesh of a human 
as scene representation. It jointly uses an image-based 
\mbox{3D} correspondence estimation algorithm and a fast 
Laplacian mesh deformation scheme to capture both 
motion and surface deformation 
of the actor from the input video footage. As opposed to many related methods, 
our algorithm can track people wearing wide apparel, it can straightforwardly 
be applied to 
any type of subject, e.g. animals, and it preserves the connectivity 
of the mesh over time. We demonstrate the performance of our approach using 
synthetic and 
captured real-world video sequences and validate its accuracy by comparison to 
the ground truth.
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motion and surface deformation 
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moreAbstract
We present a novel algorithm that robustly tracks 3D trajectories
of features on a moving human who has been recorded with multiple video 
cameras. Our method does so without special markers in the scene and can be 
used to track subjects wearing everyday apparel. By using the paths of the 3D 
points as constraints in a fast mesh deformation approach, we can directly 
animate a static human body scan such that it performs the same motion as the 
captured  ubject. Our method can therefore be used to directly animate high 
quality geometry models from unaltered video data which opens the door to new 
applications in motion capture, 3D Video and computer animation. Since our 
method does not require a kinematic skeleton and only employs a handful of 
feature trajectories to generate  ifelike animations with realistic surface 
deformations, it can  lso be used to track subjects wearing wide apparel, and 
even  nimals. We demonstrate the performance of our approach using  several 
captured real-world sequences, and also validate its accuracy.
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moreAbstract
We present an implementation approach to high-speed Marching 
Cubes, running entirely on the Graphics Processing Unit of Shader Model 
3.0 and 4.0 graphics hardware. Our approach is based on the interpretation 
of Marching Cubes as a stream compaction and expansion process, and is 
implemented using the HistoPyramid, a hierarchical data structure 
previously only used in GPU data compaction. We extend the HistoPyramid 
structure to allow for stream expansion, which provides an efficient 
method for generating geometry directly on the GPU, even on Shader Model 
3.0 hardware. Currently, our algorithm outperforms all other known 
GPU-based iso-surface extraction algorithms. We describe our 
implementation and present a performance analysis on several generations 
of graphics hardware.
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moreAbstract
During the last years, many image processing and manipulation techniques have 
evolved and have become more and more popular, reaching from scienti c theory 
of mathematical image processing to general-purpose software for artistic image 
editing, e.g. Adobe Photoshop [Ado06] or GIMP [GIM06]. These tools are adequate 
for many tasks, but require a high amount of user interaction. In this work, we 
focus on the image inpainting problem: given an image, an undesired object is 
to be removed from the image, and the "hole" arising is  lled in a visually 
plausible way. To this end, we extend existing work on this topic, and apply 
the basic idea
to a higher-dimensional problem: video inpainting. Here, an undesired object is 
to be removed from a video sequence. As a video is nothing else than a sequence 
of images in time, this requires a method producing consistently  lled holes 
over time. Compared to many existing approaches for image and video inpainting, 
we aim at a method with as little user interaction as possible. The minimum 
interaction required
for our method is the selection of the region to be inpainted.
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moreAbstract
Captured reflectance fields tend to provide a relatively coarse sampling of the 
incident light directions. As a result, sharp illumination features, such as 
highlights or shadow boundaries, are poorly reconstructed during relighting; 
highlights are disconnected, and shadows show banding artefacts. In this paper, 
we propose a novel
interpolation technique for 4D reflectance fields that reconstructs plausible 
images even for non-observed light directions. Given a sparsely sampled 
reflectance field, we can effectively synthesize images as they would have been 
obtained from denser sampling. The processing pipeline consists of three steps: 
(1) segmentation of regions where intermediate lighting cannot be obtained by 
blending, (2) appropriate flow algorithms for highlights and shadows, plus (3) 
a final reconstruction technique that uses image-based priors to faithfully 
correct errors that
might be introduced by the segmentation or flow step. The algorithm reliably 
reproduces scenes that contain specular highlights, interreflections, shadows 
or caustics.
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moreAbstract
Image-based relighting achieves high quality in rendering, but it requires a 
large number of measurements of the reflectance field. This article discusses 
sampling techniques that improve on the trade-offs between measurement effort 
and reconstruction quality.
 
Specifically, we (i) demonstrate that sampling with point lights and from a 
sparse set of incoming light directions creates artifacts which can be reduced 
significantly by employing extended light sources for sampling, (ii) propose a 
sampling algorithm which incrementally chooses light directions adapted to the 
properties of the reflectance field being measured, thus capturing significant 
features faster than fixed-pattern sampling, and (iii) combine reflectance 
fields
from two different light domain resolutions.
 
We present an automated measurement setup for well-defined angular 
distributions of the incident, indirect illumination. It is based on 
programmable spotlights with controlled aperture that illuminate the walls 
around the scene.
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moreAbstract
Tracking of human motion in video is usually tackled either
by local optimization or filtering approaches. While
local optimization offers accurate estimates but often looses
track due to local optima, particle filtering can recover from
errors at the expense of a poor accuracy due to overestimation
of noise. In this paper, we propose to embed global
stochastic optimization in a tracking framework. This new
optimization technique exhibits both the robustness of filtering
strategies and a remarkable accuracy. We apply the
optimization to an energy function that relies on silhouettes
and color, as well as some prior information on physical
constraints. This framework provides a general solution to
markerless human motion capture since neither excessive
preprocessing nor strong assumptions except of a 3D model
are required. The optimization provides initialization and
accurate tracking even in case of low contrast and challenging
illumination. Our experimental evaluation demonstrates
the large improvements obtained with this technique.
It comprises a quantitative error analysis comparing the
approach with local optimization, particle filtering, and a
heuristic based on particle filtering.
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%X Tracking of human motion in video is usually tackled either
by local optimization or filtering approaches. While
local optimization offers accurate estimates but often looses
track due to local optima, particle filtering can recover from
errors at the expense of a poor accuracy due to overestimation
of noise. In this paper, we propose to embed global
stochastic optimization in a tracking framework. This new
optimization technique exhibits both the robustness of filtering
strategies and a remarkable accuracy. We apply the
optimization to an energy function that relies on silhouettes
and color, as well as some prior information on physical
constraints. This framework provides a general solution to
markerless human motion capture since neither excessive
preprocessing nor strong assumptions except of a 3D model
are required. The optimization provides initialization and
accurate tracking even in case of low contrast and challenging
illumination. Our experimental evaluation demonstrates
the large improvements obtained with this technique.
It comprises a quantitative error analysis comparing the
approach with local optimization, particle filtering, and a
heuristic based on particle filtering.
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        J. Gall, B. Rosenhahn, and H.-P. Seidel
    

        “Clustered Stochastic Optimization for Object Recognition and Pose Estimation,” in Pattern Recognition : 29th DAGM Symposium, 2007.
    
moreAbstract
We present an approach for estimating the 3D position and
in case of articulated objects also the joint configuration from segmented
2D images. The pose estimation without initial information is a challenging
optimization problem in a high dimensional space and is essential for
texture acquisition and initialization of model-based tracking algorithms.
Our method is able to recognize the correct object in the case of multiple
objects and estimates its pose with a high accuracy. The key component
is a particle-based global optimization method that converges to the
global minimum similar to simulated annealing. After detecting potential
bounded subsets of the search space, the particles are divided into
clusters and migrate to the most attractive cluster as the time increases.
The performance of our approach is verified by means of real scenes and a
quantative error analysis for image distortions. Our experiments include
rigid bodies and full human bodies.
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        J. Gall, J. Potthoff, C. Schnörr, B. Rosenhahn, and H.-P. Seidel
    

        “Interacting and Annealing Particle Filters: Mathematics and a Recipe for Applications,” Journal of Mathematical Imaging and Vision, vol. 28, no. 1, 2007.
    
moreAbstract
Interacting and annealing are two powerful strategies
that are applied in different areas of stochastic modelling
and data analysis. Interacting particle systems approximate
a distribution of interest by a finite number of particles
where the particles interact between the time steps. In computer
vision, they are commonly known as particle filters.
Simulated annealing, on the other hand, is a global optimization
method derived from statistical mechanics. A recent
heuristic approach to fuse these two techniques for motion
capturing has become known as annealed particle filter.
In order to analyze these techniques, we rigorously derive in
this paper two algorithms with annealing properties based
on the mathematical theory of interacting particle systems.
Convergence results and sufficient parameter restrictions enable
us to point out limitations of the annealed particle filter.
Moreover, we evaluate the impact of the parameters on the
performance in various experiments, including the tracking
of articulated bodies from noisy measurements. Our results
provide a general guidance on suitable parameter choices for
different applications.
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%X Interacting and annealing are two powerful strategies
that are applied in different areas of stochastic modelling
and data analysis. Interacting particle systems approximate
a distribution of interest by a finite number of particles
where the particles interact between the time steps. In computer
vision, they are commonly known as particle filters.
Simulated annealing, on the other hand, is a global optimization
method derived from statistical mechanics. A recent
heuristic approach to fuse these two techniques for motion
capturing has become known as annealed particle filter.
In order to analyze these techniques, we rigorously derive in
this paper two algorithms with annealing properties based
on the mathematical theory of interacting particle systems.
Convergence results and sufficient parameter restrictions enable
us to point out limitations of the annealed particle filter.
Moreover, we evaluate the impact of the parameters on the
performance in various experiments, including the tracking
of articulated bodies from noisy measurements. Our results
provide a general guidance on suitable parameter choices for
different applications.
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        J. Gall, B. Rosenhahn, and H.-P. Seidel
    

        “Clustered stochastic optimization for object recognition and pose estimation,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2007-4-001, 2007.
    
moreAbstract
We present an approach for estimating the 3D position and in case of 
articulated objects also the joint configuration from segmented 2D 
images. The pose estimation without initial information is a challenging 
optimization problem in a high dimensional space and is essential for 
texture acquisition and initialization of model-based tracking 
algorithms. Our method is able to recognize the correct object in the 
case of multiple objects and estimates its pose with a high accuracy. 
The key component is a particle-based global optimization method that 
converges to the global minimum similar to simulated annealing. After 
detecting potential bounded subsets of the search space, the particles 
are divided into clusters and migrate to the most attractive cluster as 
the time increases. The performance of our approach is verified by means 
of real scenes and a quantative error analysis for image distortions. 
Our experiments include rigid bodies and full human bodies.
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%X We present an approach for estimating the 3D position and in case of 
articulated objects also the joint configuration from segmented 2D 
images. The pose estimation without initial information is a challenging 
optimization problem in a high dimensional space and is essential for 
texture acquisition and initialization of model-based tracking 
algorithms. Our method is able to recognize the correct object in the 
case of multiple objects and estimates its pose with a high accuracy. 
The key component is a particle-based global optimization method that 
converges to the global minimum similar to simulated annealing. After 
detecting potential bounded subsets of the search space, the particles 
are divided into clusters and migrate to the most attractive cluster as 
the time increases. The performance of our approach is verified by means 
of real scenes and a quantative error analysis for image distortions. 
Our experiments include rigid bodies and full human bodies.
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        “Interacting and Annealing Particle Filters: Mathematics and a Recipe for Applications,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-4-009, 2007.
    
moreAbstract
Interacting and annealing are two powerful strategies that are applied
in different areas of stochastic modelling and data analysis.
Interacting particle systems approximate a distribution of interest by a
finite number of particles where the particles interact between the time
steps. In computer vision, they are commonly known as particle filters.
Simulated annealing, on the other hand, is a global optimization method
derived from statistical mechanics. A recent heuristic approach to fuse
these two techniques for motion capturing has become known as annealed
particle filter. In order to analyze these techniques, we rigorously
derive in this paper two algorithms with annealing properties based on
the mathematical theory of interacting particle systems. Convergence
results and sufficient parameter restrictions enable us to point out
limitations of the annealed particle filter. Moreover, we evaluate the
impact of the parameters on the performance in various experiments,
including the tracking of articulated bodies from noisy measurements.
Our results provide a general guidance on suitable parameter choices for
different applications.
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%X Interacting and annealing are two powerful strategies that are applied
in different areas of stochastic modelling and data analysis.
Interacting particle systems approximate a distribution of interest by a
finite number of particles where the particles interact between the time
steps. In computer vision, they are commonly known as particle filters.
Simulated annealing, on the other hand, is a global optimization method
derived from statistical mechanics. A recent heuristic approach to fuse
these two techniques for motion capturing has become known as annealed
particle filter. In order to analyze these techniques, we rigorously
derive in this paper two algorithms with annealing properties based on
the mathematical theory of interacting particle systems. Convergence
results and sufficient parameter restrictions enable us to point out
limitations of the annealed particle filter. Moreover, we evaluate the
impact of the parameters on the performance in various experiments,
including the tracking of articulated bodies from noisy measurements.
Our results provide a general guidance on suitable parameter choices for
different applications.
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        D. Göddeke, R. Strzodka, and S. Turek
    

        “Performance and accuracy of hardware-oriented native-, emulated- and mixed-precision solvers in FEM simulations,” International Journal of Parallel, Emergent and Distributed Systems, vol. 22, no. 4, 2007.
    
moreAbstract
In this survey paper, we compare native double precision solvers with emulated- 
and mixed- precision solvers of linear systems of equations as they typically 
arise in finite element discretisations. The emulation utilises two single 
float numbers to achieve higher precision, while the mixed precision iterative 
refinement computes residuals and updates the solution vector in double 
precision but solves the residual systems in single precision. Both techniques 
have been known since the 1960s, but little attention has been devoted to their 
performance aspects. Motivated by changing paradigms in processor technology 
and the emergence of highly parallel devices with outstanding single float 
performance, we adapt the emulation and mixed precision techniques to coupled 
hardware configurations, where the parallel devices serve as scientific 
co-processors. The performance advantages are examined with respect to speedups 
over a native double precision implementation (time aspect) and reduced area 
requirements for a chip (space aspect). The paper begins with an overview of 
the theoretical background, algorithmic approaches and suitable hardware 
architectures. We then employ several conjugate gradient and multigrid solvers 
and study their behaviour for different parameter settings of the iterative 
refinement technique. Concrete speedup factors are evaluated on the coupled 
hardware configuration of a general-purpose CPU and a graphics processor. The 
dual performance aspect of potential area savings is assessed on a field 
programmable gate array. In the last part, we test the applicability of the 
proposed mixed precision schemes with ill-conditioned matrices. We conclude 
that the mixed precision approach works very well with the parallel 
co-processors gaining speedup factors of four to five, and area savings of 
three to four, while maintaining the same accuracy as a reference solver 
executing everything in double precision.
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ABSTRACT = {In this survey paper, we compare native double precision solvers with emulated- and mixed- precision solvers of linear systems of equations as they typically arise in finite element discretisations. The emulation utilises two single float numbers to achieve higher precision, while the mixed precision iterative refinement computes residuals and updates the solution vector in double precision but solves the residual systems in single precision. Both techniques have been known since the 1960s, but little attention has been devoted to their performance aspects. Motivated by changing paradigms in processor technology and the emergence of highly parallel devices with outstanding single float performance, we adapt the emulation and mixed precision techniques to coupled hardware configurations, where the parallel devices serve as scientific co-processors. The performance advantages are examined with respect to speedups over a native double precision implementation (time aspect) and reduced area requirements for a chip (space aspect). The paper begins with an overview of the theoretical background, algorithmic approaches and suitable hardware architectures. We then employ several conjugate gradient and multigrid solvers and study their behaviour for different parameter settings of the iterative refinement technique. Concrete speedup factors are evaluated on the coupled hardware configuration of a general-purpose CPU and a graphics processor. The dual performance aspect of potential area savings is assessed on a field programmable gate array. In the last part, we test the applicability of the proposed mixed precision schemes with ill-conditioned matrices. We conclude that the mixed precision approach works very well with the parallel co-processors gaining speedup factors of four to five, and area savings of three to four, while maintaining the same accuracy as a reference solver executing everything in double precision.},
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%X In this survey paper, we compare native double precision solvers with emulated- 
and mixed- precision solvers of linear systems of equations as they typically 
arise in finite element discretisations. The emulation utilises two single 
float numbers to achieve higher precision, while the mixed precision iterative 
refinement computes residuals and updates the solution vector in double 
precision but solves the residual systems in single precision. Both techniques 
have been known since the 1960s, but little attention has been devoted to their 
performance aspects. Motivated by changing paradigms in processor technology 
and the emergence of highly parallel devices with outstanding single float 
performance, we adapt the emulation and mixed precision techniques to coupled 
hardware configurations, where the parallel devices serve as scientific 
co-processors. The performance advantages are examined with respect to speedups 
over a native double precision implementation (time aspect) and reduced area 
requirements for a chip (space aspect). The paper begins with an overview of 
the theoretical background, algorithmic approaches and suitable hardware 
architectures. We then employ several conjugate gradient and multigrid solvers 
and study their behaviour for different parameter settings of the iterative 
refinement technique. Concrete speedup factors are evaluated on the coupled 
hardware configuration of a general-purpose CPU and a graphics processor. The 
dual performance aspect of potential area savings is assessed on a field 
programmable gate array. In the last part, we test the applicability of the 
proposed mixed precision schemes with ill-conditioned matrices. We conclude 
that the mixed precision approach works very well with the parallel 
co-processors gaining speedup factors of four to five, and area savings of 
three to four, while maintaining the same accuracy as a reference solver 
executing everything in double precision.
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        D. Göddeke, R. Strzodka, J. Mohd-Yusof, P. McCormick, S. H. M. Buijssen, M. Grajewski, and S. Turek
    

        “Exploring weak scalability for FEM calculations on a GPU-enhanced cluster,” Parallel Computing, vol. 33, no. 10–11, 2007.
    
moreAbstract
The first part of this paper surveys co-processor approaches for commodity 
based clusters in general, not only with respect to raw performance, but also 
in view of their system integration and power consumption. We then extend 
previous work on a small GPU cluster by exploring the heterogeneous hardware 
approach for a large-scale system with up to 160 nodes. Starting with a 
conventional commodity based cluster we leverage the high bandwidth of graphics 
processing units (GPUs) to increase the overall system bandwidth that is the 
decisive performance factor in this scenario. Thus, even the addition of 
low-end, out of date GPUs leads to improvements in both performance- and 
power-related metrics.
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moreAbstract
Many problems in computer vision can be formulated as a minimization problem 
for an energy functional. If this functional is given as an integral of a 
scalar-valued weight function over an unknown hypersurface, then the 
sought-after minimal surface can be determined as a solution of the 
functional's Euler-Lagrange equation. This paper deals with a general class of 
weight functions that may depend on surface point coordinates as well as 
surface orientation. We derive the Euler-Lagrange equation in arbitrary 
dimensional space without the need for any surface parameterization, 
generalizing existing proofs. Our work opens up the possibility of solving 
problems involving minimal hypersurfaces in a dimension higher than three, 
which were previously impossible to solve in practice. We also introduce two 
applications of our new framework: We show how to reconstruct temporally 
coherent geometry from multiple video streams, and we use the same framework 
for the volumetric reconstruction of refractive and transparent natural 
phenomena, here bodies of flowing water.
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        “Consistent Interactive Augmentation of Live Camera Images with Correct Near-field Illumination,” in VRST 2007 : ACM Symposium on Virtual Reality Software and Technology, 2007.
    
moreAbstract
Inserting virtual objects in real camera images with correct lighting is an 
active area of research. Current methods use a high dynamic range camera with a 
fish-eye lens to capture the incoming illumination. The main problem with this 
approach is the limitation to distant illumination. Therefore, the focus of our 
work is a real-time description of both near - and far-field illumination for 
interactive movement of virtual objects in the camera image of a real room. The 
daylight, which is coming in through the windows, produces a spatially varying 
distribution of indirect light in the room; therefore a near-field description 
of incoming light is necessary. Our approach is to measure the daylight from 
outside and to simulate the resulting indirect light in the room. To accomplish 
this, we develop a special dynamic form of the irradiance volume for real-time 
updates of indirect light in the room and combine this with importance sampling 
and shadow maps for light from outside. This separation allows object movements 
with interactive frame rates (10--17 fps). To verify the correctness of our 
approach, we compare images of synthetic objects with real objects.
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        “Realtime Ray Tracing on GPU with BVH-based Packet Traversal,” in IEEE Symposium on Interactive Ray Tracing 2007, RT’07, 2007.
    
moreAbstract
Recent GPU ray tracers can already achieve performance
competitive to that of their CPU counterparts. Nevertheless,
these systems can not yet fully exploit the capabilities of
modern GPUs and can only handle medium-sized, static scenes.
 
In this paper we present a BVH-based GPU ray tracer with a
parallel packet traversal algorithm using a shared stack. We
also present a fast, CPU-based BVH construction algorithm
which very accurately approximates the surface area
heuristic using streamed binning while still being one order
of magnitude faster than previously published results.
Furthermore, using a BVH allows us to push the size limit of
supported scenes on the GPU: We can now ray trace the
12.7~million triangle \textsc{Power Plant} at
1024$\times$1024 image resolution with 3~fps, including
shading and shadows.
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        “Reverse Engineering Garments,” in Computer Vision/Computer Graphics Collaboration Techniques : Third International Conference, MIRAGE 2007, 2007.
    
moreAbstract
Segmenting garments from humanoid meshes or point clouds is a challenging 
problem with applications in the textile industry and in model based motion 
capturing. In this work we present a physically based template-matching 
technique for the automatic extraction of garment dimensions from 3D meshes or 
point clouds of dressed humans. The successfull identification of garment 
dimensions also allows the semantic segmentation of the mesh into naked and 
dressed parts.
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        “An Analysis-by-Synthesis Approach to Tracking of Textiles,” in IEEE Workshop on Motion and Video Computing (WMVC’07), 2007.
    
moreAbstract
Despite strong interest in cloth simulation on the one hand and tracking of 
deformable objects on the other, little effort has been put into tracking cloth 
motion by modelling the fabric. Here, an analysis-by-synthesis approach to 
tracking textiles is proposed which, by fitting a simulated textile to a set of 
contours, is able to reconstruct the 3D-cloth configuration. Fitting is 
accomplished by optimising the parameters of the mass-spring model that is used 
to simulate the textile as well as the positions of a limited number of 
constrained points. To improve tracking accuracy and to overcome the inherently 
chaotic behaviour of the real fabric several techniques for tracking features 
on the cloth's surface and the best way for them to influence the simulation 
are evaluated.
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contours, is able to reconstruct the 3D-cloth configuration. Fitting is 
accomplished by optimising the parameters of the mass-spring model that is used 
to simulate the textile as well as the positions of a limited number of 
constrained points. To improve tracking accuracy and to overcome the inherently 
chaotic behaviour of the real fabric several techniques for tracking features 
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moreAbstract
Ever since the first fishermen ventured into the sea, tides have been the 
subject of
 intense human observation. As a result computational models and `tide 
predicting ma
chines', mechanical computers for predicting tides have been developed over 100 
year
s ago. In this work we propose a statistical model for short-term prediction of 
sea
levels at high tide in the tide influenced part of the Weser at Vegesack. The 
predic
tions are made based on water level measurements taken at different locations 
downri
ver and in the German Bight. The system has been integrated tightly into the 
decisio
n making process at the Bremen Dike Association on the Right Bank of the Weser.
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moreAbstract
Standard density estimation approaches suffer from visible bias due to low-pass 
filtering of the lighting function. Therefore, most photon density estimation 
methods have been used primarily with inefficient Monte Carlo final gathering 
to achieve high-quality results for the indirect illumination. We present a 
density estimation technique for efficiently computing all-frequency global 
illumination in diffuse and moderately glossy scenes. In particular, we compute 
the direct, indirect, and caustics illumination during photon tracing from the 
light sources. Since the high frequencies in the illumination often arise from 
visibility changes and surface normal variations, we consider a kernel that 
takes these factors into account. To efficiently detect visibility changes, we 
introduce a hierarchical voxel data structure of the scene geometry, which is 
generated on GPU. Further, we preserve the surface orientation by computing the 
density estimation in ray space.
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moreAbstract
We present a novel framework for efficiently computing the indirect 
illumination in diffuse and moderately glossy
scenes using density estimation techniques. Many existing global illumination 
approaches either quickly compute
an overly approximate solution or perform an orders of magnitude slower 
computation to obtain high-quality
results for the indirect illumination. The proposed method improves photon 
density estimation and leads to significantly
better visual quality in particular for complex geometry, while only slightly 
increasing the computation
time. We perform direct splatting of photon rays, which allows us to use 
simpler search data structures. Since our
density estimation is carried out in ray space rather than on surfaces, as in 
the commonly used photon mapping algorithm,
the results are more robust against geometrically incurred sources of bias. 
This holds also in combination
with final gathering where photon mapping often overestimates the illumination 
near concave geometric features.
In addition, we show that our photon splatting technique can be extended to 
handle moderately glossy surfaces
and can be combined with traditional irradiance caching for sparse sampling and 
filtering in image space.
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moreAbstract
We present a novel framework for efficiently computing the indirect 
illumination in diffuse and moderately glossy scenes using density estimation 
techniques. 
A vast majority of existing global illumination approaches either quickly 
computes an approximate solution, which may not be adequate for previews, or 
performs a much more time-consuming computation to obtain high-quality results 
for the indirect illumination. Our method improves photon density estimation, 
which is an approximate solution, and leads to significantly better visual 
quality in particular for complex geometry, while only slightly increasing the 
computation time. We perform direct splatting of photon rays, which allows us 
to use simpler search data structures. Our novel lighting computation is 
derived from basic radiometric theory and requires only small changes to 
existing photon splatting approaches. 
Since our density estimation is carried out in ray space rather than on 
surfaces, as in the commonly used photon mapping algorithm, the results are 
more robust against geometrically incurred sources of bias. This holds also in 
combination with final gathering where photon mapping often overestimates the 
illumination near concave geometric features. In addition, we show that our 
splatting technique can be extended to handle moderately glossy surfaces and 
can be combined with traditional irradiance caching for sparse sampling and 
filtering in image space.
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moreAbstract
We present a new method for real-time rendering of sophisticated lighting 
effects in and around refractive objects. It enables us to realistically 
display refractive objects with complex material properties, such as 
arbitrarily varying refraction index, inhomogeneous attenuation, as well as 
spatially-varying anisotropic scattering and reflectance properties. 
User-controlled changes of lighting positions only require a few seconds of 
update time. Our method is based on a set of ordinary differential equations 
derived from the eikonal equation, the main postulate of geometric optics. This 
set of equations allows for fast casting of bent light rays with the complexity 
of a particle tracer. Based on this concept, we also propose an efficient light 
propagation technique using adaptive wavefront tracing. Efficient GPU 
implementations for our algorithmic concepts enable us to render visual effects 
that were previously not reproducible in this combination in real-time.
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moreAbstract
In this paper we present a new and efficient method for the
depth-compression of range images in a feature preserving way.
Given a range image (a depth field), the problem studied in the paper
consists of achieving a high compression of the depth data while
preserving (or even enhancing) perceptually important features
of the image. Our approach works in the gradient domain.
It combines a linear rescaling scheme with a simple enhancing
technique applied to the gradient of the image. The new depth field
is obtained from the enhanced and rescaled derivatives of initial range
image. By four parameters a user can steer the compression ratio and
the amount of details to be perceivable in the outcome.
Experiments have shown that our method works very well even
for high compression ratios. Applications can be of artistic
nature e.g. embossment, engraving or carving.
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moreAbstract
In this thesis, we present a semi-automatic method for the generation of 
bas-reliefs from a given shape.
A Bas-reliefs is an artistic sculptural representation of a three dimensional 
scene which possesses a negligible depth.
 
The main idea behind our method is to work with a range image, whose depth 
interval size is compressed in a feature preserving way.
Our approach operates in the gradient domain, whereas we also present an 
extension which works on the Laplacian.
The algorithm relies on the achievements of High-Dynamic-Range-Compression and 
adapts necessary elements to our purpose.
 
We manipulate the partial derivatives of the range image rather than the image 
data itself.
These derivatives are compressed by applying an attenuation function which 
leads to a relative convergence of the entries.
By a feature enhancing technique we boost small details in order to keep them 
perceivable in the result.
In the end, the compressed and enhanced partial derivatives are recombined to 
the final bas-relief.
 
The results exhibit a very small depth range but still contain perceptually 
important details.
A user can specify the desired compression ratio and steer the relevance of 
small features in the outcome.
The approach is intuitive, fast and works very well for high compression ratios 
as experiments have shown.
 
Possible applications are of artistic nature like sculpting, embossment, 
engraving or carving.
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The main idea behind our method is to work with a range image, whose depth 
interval size is compressed in a feature preserving way.
Our approach operates in the gradient domain, whereas we also present an 
extension which works on the Laplacian.
The algorithm relies on the achievements of High-Dynamic-Range-Compression and 
adapts necessary elements to our purpose.

We manipulate the partial derivatives of the range image rather than the image 
data itself.
These derivatives are compressed by applying an attenuation function which 
leads to a relative convergence of the entries.
By a feature enhancing technique we boost small details in order to keep them 
perceivable in the result.
In the end, the compressed and enhanced partial derivatives are recombined to 
the final bas-relief.

The results exhibit a very small depth range but still contain perceptually 
important details.
A user can specify the desired compression ratio and steer the relevance of 
small features in the outcome.
The approach is intuitive, fast and works very well for high compression ratios 
as experiments have shown.

Possible applications are of artistic nature like sculpting, embossment, 
engraving or carving.
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        “Contrast Restoration by Adaptive Countershading,” in Eurographics 2007, 2007.
    
moreAbstract
We address the problem of communicating contrasts in images degraded with 
respect to their original due to
processing with computer graphics algorithms. Such degradation can happen 
during the tone mapping of high dynamic
range images, or while rendering scenes with low contrast shaders or with poor 
lighting. Inspired by a family
of known perceptual illusions: Craik-O'Brien-Cornsweet, we enhance contrasts by 
modulating brightness at
the edges to create countershading profiles. We generalize unsharp masking by 
coupling it with a multi-resolution
local contrast metric to automatically create the countershading profiles from 
the sub-band components which are
individually adjusted to each corrected feature to best enhance contrast with 
respect to the reference. Additionally,
we employ a visual detection model to assure that our enhancements are not 
perceived as objectionable halo
artifacts. The overall appearance of images remains mostly unchanged and the 
enhancement is achieved within
the available dynamic range. We use our method to post-correct tone mapped 
images and improve images using
their depth information.
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        “Brightness Adjustment for HDR and Tone Mapped Images,” in Pacific Graphics 2007 : The [15th] Pacific Conference on Computer Graphics and Applications, 2007.
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        “Mean Value Coordinates for Arbitrary Spherical Polygons and Polyhedra in IR3,” in Curve and Surface Design: Avignon 2006, 2007.
    
moreAbstract
Since their introduction, mean value coordinates have enjoyed ever increasing 
popularity in computer graphics and computational mathematics 
because they exhibit a variety of good properties. Most importantly, 
they are defined in the whole plane which allows interpolation and 
extrapolation without restrictions. Recently, mean value coordinates 
were generalized to spheres and to $\mathbb{R}^3$. We show that these
spherical and 3D mean value coordinates are well defined on the whole 
sphere and the whole space $\mathbb{R}^3$, respectively.


BibTeX
@inproceedings{LangerCS2007,
TITLE = {Mean Value Coordinates for Arbitrary Spherical Polygons and Polyhedra in {IR3}},
AUTHOR = {Langer, Torsten and Belyaev, Alexander and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-0-9728482-7-5},
LOCALID = {Local-ID: C12573CC004A8E26-371F4C8E05400F5FC125729100620364-LangerCS2007},
PUBLISHER = {Nashboro Press},
YEAR = {2006},
DATE = {2007},
ABSTRACT = {Since their introduction, mean value coordinates have enjoyed ever increasing popularity in computer graphics and computational mathematics because they exhibit a variety of good properties. Most importantly, they are defined in the whole plane which allows interpolation and extrapolation without restrictions. Recently, mean value coordinates were generalized to spheres and to $\mathbb{R}^3$. We show that these spherical and 3D mean value coordinates are well defined on the whole sphere and the whole space $\mathbb{R}^3$, respectively.},
BOOKTITLE = {Curve and Surface Design: Avignon 2006},
EDITOR = {Chenin, Patrick and Lyche, Tom and Schumaker, Larry L.},
PAGES = {193--202},
SERIES = {Modern Methods in Mathematics},
}

Endnote
%0 Conference Proceedings
%A Langer, Torsten
%A Belyaev, Alexander
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Mean Value Coordinates for Arbitrary Spherical Polygons and Polyhedra in IR3 : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1FD4-A
%F EDOC: 356602
%F OTHER: Local-ID: C12573CC004A8E26-371F4C8E05400F5FC125729100620364-LangerCS2007
%I Nashboro Press
%D 2007
%B Untitled Event
%Z date of event: 2006-06-29 - 2006-07-05
%C Avignon, France
%X Since their introduction, mean value coordinates have enjoyed ever increasing 
popularity in computer graphics and computational mathematics 
because they exhibit a variety of good properties. Most importantly, 
they are defined in the whole plane which allows interpolation and 
extrapolation without restrictions. Recently, mean value coordinates 
were generalized to spheres and to $\mathbb{R}^3$. We show that these
spherical and 3D mean value coordinates are well defined on the whole 
sphere and the whole space $\mathbb{R}^3$, respectively.
%B Curve and Surface Design: Avignon 2006
%E Chenin, Patrick; Lyche, Tom; Schumaker, Larry L.
%P 193 - 202
%I Nashboro Press
%@ 978-0-9728482-7-5
%B Modern Methods in Mathematics




	PuRe
	BibTeX

	


        1178
    
                Article
            
D4


        T. Langer, A. Belyaev, and H.-P. Seidel
    

        “Exact and Interpolatory Quadratures for Curvature Tensor Estimation,” Computer Aided Geometric Design, vol. 24, no. 8–9, 2007.
    
moreAbstract
The computation of the curvature of smooth surfaces has a long history 
  in differential geometry and is essential for many
  geometric modeling applications such as feature detection. We present a novel 
approach to calculate the
  mean curvature from arbitrary normal curvatures. Then, we demonstrate how the 
same method can be used to 
  obtain new formulae to compute the Gaussian curvature and the curvature 
tensor. 
  The idea is to compute the curvature integrals by a weighted sum by making 
use of the periodic
  structure of the normal curvatures to make the quadratures exact.
  Finally, we derive an approximation formula for
  the curvature of discrete data like meshes and 
  show its convergence if quadratically converging normals are available.
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moreAbstract
Bernstein polynomials are a classical tool in Computer Aided Design to
create smooth maps
with a high degree of local control.
They are used for the construction of B\'ezier surfaces, free-form
deformations, and many other applications.
However, classical Bernstein polynomials are only defined for simplices
and parallelepipeds.
These can in general not directly capture the shape of arbitrary
objects. Instead,
a tessellation of the desired domain has to be done first.
 
We construct smooth maps on arbitrary sets of polytopes
such that the restriction to each of the polytopes is a Bernstein
polynomial in mean value coordinates
(or any other generalized barycentric coordinates).
In particular, we show how smooth transitions between different
domain polytopes can be ensured.
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moreAbstract
B\'ezier surfaces are an important design tool in Computer Aided Design. 
They are parameterized surfaces where the parameterization can be represented 
as a homogeneous polynomial in barycentric coordinates. 
Usually, Wachspress coordinates are used to obtain tensor product B\'ezier 
surfaces over rectangular domains. 
Recently, Floater introduced mean value coordinates as an alternative to 
Wachspress coordinates. 
When used to construct B\'ezier patches, they offer additional control points 
without 
raising the polynomial degree. We investigate the potential of mean value 
coordinates 
to design mean value B\'ezier surfaces.


BibTeX
@inproceedings{LangerMoS07,
TITLE = {Mean Value B{\'e}zier Surfaces},
AUTHOR = {Langer, Torsten and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {3-540-73842-8},
DOI = {10.1007/978-3-540-73843-5_16},
LOCALID = {Local-ID: C12573CC004A8E26-1C7F4987849BCFFCC12572C9004E3DFE-LangerMoS07},
PUBLISHER = {Springer},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {B\'ezier surfaces are an important design tool in Computer Aided Design. They are parameterized surfaces where the parameterization can be represented as a homogeneous polynomial in barycentric coordinates. Usually, Wachspress coordinates are used to obtain tensor product B\'ezier surfaces over rectangular domains. Recently, Floater introduced mean value coordinates as an alternative to Wachspress coordinates. When used to construct B\'ezier patches, they offer additional control points without raising the polynomial degree. We investigate the potential of mean value coordinates to design mean value B\'ezier surfaces.},
BOOKTITLE = {Mathematics of Surfaces XII : 12th IMA International Conference},
EDITOR = {Martin, Ralph and Sabin, Malcolm and Winkler, Joab},
PAGES = {263--274},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {4647},
}

Endnote
%0 Conference Proceedings
%A Langer, Torsten
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Mean Value B&#233;zier Surfaces : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1FD0-1
%F EDOC: 356547
%R 10.1007/978-3-540-73843-5_16
%F OTHER: Local-ID: C12573CC004A8E26-1C7F4987849BCFFCC12572C9004E3DFE-LangerMoS07
%D 2007
%B Untitled Event
%Z date of event: 2007-09-04 - 2007-09-06
%C Sheffield, England
%X B\'ezier surfaces are an important design tool in Computer Aided Design. 
They are parameterized surfaces where the parameterization can be represented 
as a homogeneous polynomial in barycentric coordinates. 
Usually, Wachspress coordinates are used to obtain tensor product B\'ezier 
surfaces over rectangular domains. 
Recently, Floater introduced mean value coordinates as an alternative to 
Wachspress coordinates. 
When used to construct B\'ezier patches, they offer additional control points 
without 
raising the polynomial degree. We investigate the potential of mean value 
coordinates 
to design mean value B\'ezier surfaces.
%B Mathematics of Surfaces XII : 12th IMA International Conference
%E Martin, Ralph; Sabin, Malcolm; Winkler, Joab
%P 263 - 274
%I Springer
%@ 3-540-73842-8
%B Lecture Notes in Computer Science
%N 4647




	DOI
	PuRe
	BibTeX

	


        1181
    
                Conference paper
            
D4


        H. P. A. Lensch, M. Goesele, and G. Müller
    

        “Capturing Reflectance - From Theory to Practice,” in Eurographics 2007 Tutorial Notes, Prague, Czech Republic, 2007.
    
moreBibTeX
@inproceedings{Lensch:2007:CRT,
TITLE = {Capturing Reflectance -- From Theory to Practice},
AUTHOR = {Lensch, Hendrik P. A. and Goesele, Michael and M{\"u}ller, Gero},
LANGUAGE = {eng},
ISSN = {1017-4656},
LOCALID = {Local-ID: C12573CC004A8E26-8516249336F3C8C9C12573C9003DA89D-Lensch:2007:CRT},
PUBLISHER = {Eurographics Association},
YEAR = {2007},
DATE = {2007},
BOOKTITLE = {Eurographics 2007 Tutorial Notes},
EDITOR = {Myszkowski, Karol and Havran, Vlastimil},
PAGES = {485--556},
ADDRESS = {Prague, Czech Republic},
}

Endnote
%0 Conference Proceedings
%A Lensch, Hendrik P. A.
%A Goesele, Michael
%A M&#252;ller, Gero
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Capturing Reflectance - From Theory to Practice : Tutorial Notes EUROGRAPHICS 2007 Tutorial 6
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1E7E-7
%F EDOC: 356507
%F OTHER: Local-ID: C12573CC004A8E26-8516249336F3C8C9C12573C9003DA89D-Lensch:2007:CRT
%D 2007
%B Eurographics 2007
%Z date of event: 2007-09-03 - 2007-09-07
%C Prague, Czech Republic
%B Eurographics 2007 Tutorial Notes
%E Myszkowski, Karol; Havran, Vlastimil
%P 485 - 556
%I Eurographics Association
%@ false




	PuRe
	BibTeX

	


        1182
    
                Proceedings
            
D4


        H. P. A. Lensch, B. Rosenhahn, H.-P. Seidel, P. Slusallek, and J. Weickert
    

        Eds., Vision, Modeling, and Visualization 2007. Max-Planck-Institut für Informatik, 2007.
    
moreBibTeX
@proceedings{LenschVMV2007,
TITLE = {Vision, Modeling, and Visualization 2007},
EDITOR = {Lensch, Hendrik P. A. and Rosenhahn, Bodo and Seidel, Hans-Peter and Slusallek, Philipp and Weickert, Joachim},
LANGUAGE = {eng},
ISBN = {978-3-940739-00-1; 978-3-89838-085-0},
LOCALID = {Local-ID: C12573CC004A8E26-6F608C7C1EC9297BC12573C400459111-LenschVMV2007},
PUBLISHER = {Max-Planck-Institut f{\"u}r Informatik},
YEAR = {2007},
DATE = {2007},
PAGES = {261 p.},
ADDRESS = {Saarbr{\"u}cken, Germany},
}

Endnote
%0 Conference Proceedings
%E Lensch, Hendrik P. A.
%E Rosenhahn, Bodo
%E Seidel, Hans-Peter
%E Slusallek, Philipp
%E Weickert, Joachim
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Vision, Modeling, and Visualization 2007  : Proceedings ; November 7 - 9, 2007, Saarbr&#252;cken, Germany
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2132-5
%F EDOC: 356555
%@ 978-3-940739-00-1
%@ 978-3-89838-085-0
%F OTHER: Local-ID: C12573CC004A8E26-6F608C7C1EC9297BC12573C400459111-LenschVMV2007
%I Max-Planck-Institut f&#252;r Informatik
%D 2007
%B Vision, Modeling, and Visualization 2007
%Z date of event: 2007-11-07 - 2007-11-09
%D 2007
%C Saarbr&#252;cken, Germany
%P 261 p.




	PuRe
	BibTeX

	


        1183
    
                Conference paper
            
D4


        A. Lintu, L. Hoffmann, M. Magnor, H. P. A. Lensch, and H.-P. Seidel
    

        “3D Reconstruction of Reflection Nebulae from a Single Image,” in Vision, Modeling, and Visualization 2007 : proceedings, 2007.
    
moreAbstract
This paper presents a method for reconstructing the
3D distribution of dust densities in reflection nebulae
based on a single input image using an analysisby-
synthesis approach. In a reflection nebula, light
is typically emitted from a central star and then scattered
and partially absorbed by the nebula’s dust
particles. We model the light transport in this kind
of nebulae by considering absorption and single
scattering only. While the core problem of reconstructing
an arbitrary 3D volume of dust particles
from a 2D image would be ill-posed we demonstrate
how the special configuration of light transport
paths in reflection nebulae allows us to produce
non-exact but plausible 3D volumes. Our reconstruction
is driven by an iterative non-linear optimization
method, which renders an image in each
step with the current estimate of dust densities and
then updates the density values to minimize the error
to the input image. The recovered volumetric
datasets can be used in astrophysical research as
well as planetarium visualizations.
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moreAbstract
This paper addresses the problem of reconstructing the 3D structure of 
planetary nebulae from 2D observations. Assuming axial symmetry, our method 
jointly reconstructs the distribution of dust and ionized gas in the nebulae 
from observations at two different wavelengths. In an inverse rendering 
framework we optimize for the emission and absorption densities which are 
correlated to the gas and dust distribution present in the nebulae. First, the 
density distribution of the dust component is estimated based on an infrared 
image, which traces only the dust distribution due to its intrinsic 
temperature. In a second step, we optimize for the gas distribution by 
comparing the rendering of the nebula to the visible wavelength image. During 
this step, besides the emission of the ionized gas, we further include the 
effect of absorption and scattering due to the already estimated dust 
distribution. Using the same approach, we can as well start with a radio image 
from which the gas distribution is derived without absorption, then deriving 
the dust distribution from the visible wavelength image considering absorption 
and scattering. The intermediate steps and the final reconstruction results are 
visualized at real-time frame rates using a volume renderer. Using our method 
we recover both gas and dust density distributions present in the nebula by 
exploiting the distinct absorption or emission parameters at different 
wavelengths.
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moreAbstract
Vast majority of digital images and video material stored today can capture 
only a fraction of visual information visible to the human eye and does not 
offer sufficient quality to fully exploit capabilities of new display devices. 
High dynamic range (HDR) image and video formats encode the full visible range 
of luminance and color gamut, thus offering ultimate fidelity, limited only by 
the capabilities of the human eye and not by any existing technology. In this
 paper we demonstrate how existing image and video compression standards can be 
extended to encode HDR content efficiently. This is achieved by a custom color 
space for encoding HDR pixel values that is derived from the visual performance 
data. We also demonstrate how HDR image and video compression can be designed 
so that it is backward compatible with existing formats.
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moreAbstract
The advances in high dynamic range (HDR) imaging, especially in the
display and camera technology, have a significant impact on the
existing imaging systems. The assumptions of the traditional
low-dynamic range imaging, designed for paper print as a major output
medium, are ill suited for the range of visual material that is shown
on modern displays. For example, the common assumption that the
brightest color in an image is white can be hardly justified for high
contrast LCD displays, not to mention next generation HDR displays,
that can easily create bright highlights and the impression of
self-luminous colors. We argue that high dynamic range representation
can encode images regardless of the technology used to create and
display them, with the accuracy that is only constrained by the
limitations of the human eye and not a particular output medium. To
facilitate the research on high dynamic range imaging, we have created
a software package (http://pfstools.sourceforge.net/), capable of
handling HDR data on all stages of image and video processing. The
software package is available as open source under the General Public
License and includes solutions for high quality image acquisition from
multiple exposures, a range of tone mapping algorithms and a visual
difference predictor for HDR images. We demonstrate how particular
elements of the imaging pipeline can be interfaced using standard
features of the operating system. Examples of shell scripts
demonstrate how the software can be used for processing single images
as well as video sequences.
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moreAbstract
Significant advances have been achieved for realtime ray
tracing recently, but realtime performance for complex
scenes still requires large computational resources not yet
available from the CPUs in standard PCs. Incidentally, most
of these PCs also contain modern GPUs that do offer much
larger raw compute power. However, limitations in the
programming and memory model have so far kept the
performance of GPU ray tracers well below that of their CPU
counterparts.
 
In this paper we present a novel packet ray traversal
implementation that completely eliminates the need for
maintaining a stack during kd-tree traversal and that
reduces the number of traversal steps per ray. While CPUs
benefit moderately from the stackless approach, it improves
GPU performance significantly. We achieve a peak performance
of over 16 million rays per second for reasonably complex
scenes, including complex shading and secondary rays.
Several examples show that with this new technique GPUs can
actually outperform equivalent CPU based ray tracers.
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        “A system for articulated tracking incorporating a clothing model,” Machine Vision and Applications, vol. 18, no. 1, 2007.
    
moreAbstract
In this paper an approach for motion capture of dressed people is presented. A 
cloth draping method is incorporated in a silhouette based motion capture 
system. This leads to a simultaneous estimation of pose, joint angles, cloth 
draping parameters and wind forces. An error functional is formalized to 
minimize the involved parameters simultaneously. This allows for reconstruction 
of the underlying kinematic structure, even though it is covered with fabrics. 
Finally, a quantitative error analysis is performed. Pose results are compared 
with results obtained from a commercially available marker based tracking 
system. The deviations have a magnitude of three degrees which indicates a 
reasonably stable approach.
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moreAbstract
In this article, we present and discuss three statistical methods for Surface 
Reconstruction. A typical input to a Surface Reconstruction technique consists 
of a large set of points that has been sampled from a smooth surface and 
contains uncertain data in the form of noise and outliers. We first present a 
method that filters out uncertain and redundant information yielding a more 
accurate and economical surface representation. Then we present two methods, 
each of which converts the input point data to a standard shape representation; 
the first produces an implicit representation while the second yields a 
triangle mesh.
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moreAbstract
With growing popularity of online 3D shape databases, the problem of navigation 
and remote visualisation of large 3D shape models in such repositories is 
gaining prominence. While some recent work has focused on automatically 
computing the best view(s) of a given model, little attention has been given to 
the problem's dynamic counterpart - best fly. In this paper, we propose a 
solution to this problem that extends on previous best view methods. Given a 
shape, we use its best views to compute a path on its viewsphere which acts as 
a trajectory for a virtual camera pointing at the object. We then use the 
model's geometric properties to determine the speed and zoom of the camera 
along the path.
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moreAbstract
As large shape repositories become more common, the problem of automatically 
generating good views of shapes has recently gained prominence. However, very 
few of the proposed methods take into account the orientation of the shape in 
the resulting view, and none presents a satisfactory solution. In this paper, 
we present a simple, example based method to correct the orientation of a shape 
in a query image. Our method depends on the availability of a database of 
classified images containing correctly oriented shapes. In the first step, a 
candidate class for the query shape is identified, and in the second, the query 
shape is aligned with a target shape from the candidate class.
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moreAbstract
We present a new method for noise removal on static and time-varying range 
data. Our approach predicts the restored position of a perturbed vertex using 
similar vertices in its neighborhood. It defines the required similarity 
measure in a new non-local fashion which compares regions of the surface 
instead of point pairs. This allows our algorithm to obtain a more accurate 
denoising result than previous state-of-the-art approaches and, at the same 
time, to better preserve fine features of the surface. Furthermore, our 
approach is easy to implement, effective, and flexibly applicable to different 
types of scanned data. We demonstrate this on several static and interesting 
new time-varying datasets obtained using laser and structured light scanners.
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moreAbstract
In this paper, we propose to combine Kazhdan's FFT-based approach to surface 
reconstruction from oriented points with adaptive subdivision and partition of 
unity blending techniques. This removes the main drawback of the FFT-based 
approach which is a high memory consumption for geometrically complex datasets. 
This allows us to achieve a higher reconstruction accuracy compared with the 
original global approach. Furthermore, our reconstruction process is guided by 
a global error control accomplished by computing the Hausdorff distance of 
selected input samples to intermediate reconstructions. The advantages of our 
surface reconstruction method include also a more robust surface restoration in 
regions where the surface folds back to itself.
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moreAbstract
Represented in a Morphable Model, 3D faces follow curved trajectories 
in face space as they age.
We present a novel algorithm that computes the individual aging
trajectories for given faces, based on a non-linear 
function that assigns an age to each face vector. 
This function is learned from  a database of 3D scans of teenagers and adults
using support vector regression.
 
To apply the aging prediction to images of faces, we 
reconstruct a 3D model from the input image, 
apply the aging transformation on both shape and texture,
and then render the face back into the same image or into
images of other individuals at the appropriate ages,
for example images of older children.
Among other applications, our system can help to find missing children.
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moreAbstract
We present two different techniques and applications that are based on the 3D 
Morphable Face Model.
In the first part of this thesis, we develop a new top-down approach to 3D data 
analysis by fitting a 3D Morphable Face Model to 3D scans of faces. The 
algorithm is specifically designed for scans which were recorded in a 
perspective projection. In an analysis-by-synthesis approach, shape, texture, 
pose and illumination are optimized simultaneously. Starting from raw 3D scans, 
the algorithm determines a PCA-based representation which fits the scan best. 
Also, fragmentary surfaces are completed and correspondence to a reference face 
of the morphable model is established. Simultaneously, illumination conditions 
are estimated in an explicit simulation that involves specular and diffuse 
components. The effects of lighting and shading are removed to obtain an 
illumination corrected texture which stores the diffuse reflectance in each 
point of the facial surface. We use the algorithm as a core component in 3D 
face recognition on a subset of the FRGC database of scans.
In part two of this thesis we explore the growth of 3D faces, represented in a 
3D Morphable Face Model. Assuming that 3D faces follow curved trajectories in 
face space as they age, we present a novel algorithm that computes individual 
aging trajectories for given faces. From a database of 3D scans of teenagers 
and adults, we learn an non-linear function, that assigns an age to each face 
vector using support vector regression. Computing the gradient of this function 
leads us to trajectories that describe the direction of growth in face space. 
Starting from photographs of faces we apply the aging prediction to images of 
faces by reconstructing a 3D model from the input image and applying the aging 
transformation on both shape and texture. The resulting face model is rendered 
back into the same image or into images of other individuals at the appropriate 
ages, for example images of older children. Also we may compute a variety of 
possible appearances by changing attributes such as haircut, cloth or 
background. Among other applications, our system can help to find missing 
children.
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analysis by fitting a 3D Morphable Face Model to 3D scans of faces. The 
algorithm is specifically designed for scans which were recorded in a 
perspective projection. In an analysis-by-synthesis approach, shape, texture, 
pose and illumination are optimized simultaneously. Starting from raw 3D scans, 
the algorithm determines a PCA-based representation which fits the scan best. 
Also, fragmentary surfaces are completed and correspondence to a reference face 
of the morphable model is established. Simultaneously, illumination conditions 
are estimated in an explicit simulation that involves specular and diffuse 
components. The effects of lighting and shading are removed to obtain an 
illumination corrected texture which stores the diffuse reflectance in each 
point of the facial surface. We use the algorithm as a core component in 3D 
face recognition on a subset of the FRGC database of scans.
In part two of this thesis we explore the growth of 3D faces, represented in a 
3D Morphable Face Model. Assuming that 3D faces follow curved trajectories in 
face space as they age, we present a novel algorithm that computes individual 
aging trajectories for given faces. From a database of 3D scans of teenagers 
and adults, we learn an non-linear function, that assigns an age to each face 
vector using support vector regression. Computing the gradient of this function 
leads us to trajectories that describe the direction of growth in face space. 
Starting from photographs of faces we apply the aging prediction to images of 
faces by reconstructing a 3D model from the input image and applying the aging 
transformation on both shape and texture. The resulting face model is rendered 
back into the same image or into images of other individuals at the appropriate 
ages, for example images of older children. Also we may compute a variety of 
possible appearances by changing attributes such as haircut, cloth or 
background. Among other applications, our system can help to find missing 
children.
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moreAbstract
This thesis contributes to capturing 3D cloth shape, editing cloth texture and 
altering object shape and motion in multi-camera and monocular video 
recordings. We propose a technique to capture cloth shape from a 3D scene flow 
by
determining optical flow in several camera views. Together with a silhouette 
matching constraint we can track and reconstruct cloth surfaces in long video 
sequences. In the area of garment motion capture, we present a system to 
reconstruct time-coherent triangle meshes from multi-view video recordings. 
Texture mapping of the acquired triangle meshes is used to replace the recorded 
texture with new cloth patterns. We extend this work to the more challenging 
single camera view case. Extracting texture deformation and shading effects 
simultaneously enables us to achieve texture replacement effects for garments 
in monocular video recordings. Finally, we propose a system for the keyframe 
editing of video objects. A color-based segmentation algorithm together with 
automatic video inpainting for filling in missing background texture allows us 
to edit the shape and motion of 2D video objects. We present examples for 
altering object trajectories, applying non-rigid deformation and simulating 
camera motion.
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moreAbstract
While isosurfaces of anisotropy measures for data from diffusion
  tensor magnetic resonance imaging (DT-MRI) are known to depict major
  anatomical structures, the anisotropy metric reduces the rich tensor
  data to a simple scalar field. In this work, we suggest that the
  part of the data which has been ignored by the metric can be used to
  segment anisotropy isosurfaces into anatomically meaningful regions.
  For the implementation, we propose an edge-based watershed method
  that adapts and extends a method from curvature-based mesh
  segmentation.  Finally, we use the segmentation
  results to enhance visualization of the data.
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moreAbstract
Topological methods give concise and expressive visual
  representations of flow fields. The present work suggests a
  comparable method for the visualization of human brain diffusion MRI
  data. We explore existing techniques for the topological analysis of
  generic tensor fields, but find them inappropriate for diffusion MRI
  data. Thus, we propose a novel approach that considers the
  asymptotic behavior of a probabilistic fiber tracking method and
  define analogs of the basic concepts of flow topology, like critical
  points, basins, and faces, with interpretations in terms of brain
  anatomy. The resulting features are fuzzy, reflecting the
  uncertainty inherent in any connectivity estimate from diffusion
  imaging. We describe an algorithm to extract the new type of
  features, demonstrate its robustness under noise, and present
  results for two regions in a diffusion MRI dataset to illustrate
  that the method allows a meaningful visual analysis of probabilistic
  fiber tracking results.
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%X Topological methods give concise and expressive visual
  representations of flow fields. The present work suggests a
  comparable method for the visualization of human brain diffusion MRI
  data. We explore existing techniques for the topological analysis of
  generic tensor fields, but find them inappropriate for diffusion MRI
  data. Thus, we propose a novel approach that considers the
  asymptotic behavior of a probabilistic fiber tracking method and
  define analogs of the basic concepts of flow topology, like critical
  points, basins, and faces, with interpretations in terms of brain
  anatomy. The resulting features are fuzzy, reflecting the
  uncertainty inherent in any connectivity estimate from diffusion
  imaging. We describe an algorithm to extract the new type of
  features, demonstrate its robustness under noise, and present
  results for two regions in a diffusion MRI dataset to illustrate
  that the method allows a meaningful visual analysis of probabilistic
  fiber tracking results.
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        “Extracting Separation Surfaces of Path Line Oriented Topology in Periodic 2D Time-Dependent Vector Fields,” Journal of WSCG, vol. 15, no. 1–3, 2007.
    
moreAbstract
This paper presents an approach to extracting the separation surfaces from 
periodic 2D time-dependent vector fields based on a
recently introduced path line oriented topology. This topology is based on 
critical path lines which repeat the same spatial cycle
per time period. Around those path lines there are areas of similar asymptotic 
flow behavior (basins) which are captured by a
2D Poincaré map as a discrete dynamical system. Due to pseudo discontinuities 
in this map and the discrete integration scheme,
separatrices between the basins can’t be obtained as integral curves. Instead 
we choose a point-wise approach to segment the
Poincaré map and apply image analysis algorithms to extract the 2D separation 
curves. Starting from those curves we integrate
separation surfaces which partition the periodic 2D time-dependent vector field 
into areas of similar path line behavior. We
apply our approach to a number of data sets to demonstrate its utility.


BibTeX
@article{Shi2006,
TITLE = {Extracting Separation Surfaces of Path Line Oriented Topology in Periodic {2D} Time-Dependent Vector Fields},
AUTHOR = {Shi, Kuangyu and Theisel, Holger and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {1213-6972},
LOCALID = {Local-ID: C12573CC004A8E26-5EFDD7A180FF14FBC125739A004B3B1B-Shi2006},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {This paper presents an approach to extracting the separation surfaces from periodic 2D time-dependent vector fields based on a recently introduced path line oriented topology. This topology is based on critical path lines which repeat the same spatial cycle per time period. Around those path lines there are areas of similar asymptotic flow behavior (basins) which are captured by a 2D Poincar{\'e} map as a discrete dynamical system. Due to pseudo discontinuities in this map and the discrete integration scheme, separatrices between the basins can{\textquoteright}t be obtained as integral curves. Instead we choose a point-wise approach to segment the Poincar{\'e} map and apply image analysis algorithms to extract the 2D separation curves. Starting from those curves we integrate separation surfaces which partition the periodic 2D time-dependent vector field into areas of similar path line behavior. We apply our approach to a number of data sets to demonstrate its utility.},
JOURNAL = {Journal of WSCG},
VOLUME = {15},
NUMBER = {1-3},
PAGES = {75--82},
}

Endnote
%0 Journal Article
%A Shi, Kuangyu
%A Theisel, Holger
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Extracting Separation Surfaces of Path Line Oriented Topology in Periodic 2D Time-Dependent Vector Fields : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1F2D-6
%F EDOC: 356573
%F OTHER: Local-ID: C12573CC004A8E26-5EFDD7A180FF14FBC125739A004B3B1B-Shi2006
%D 2007
%* Review method: peer-reviewed
%X This paper presents an approach to extracting the separation surfaces from 
periodic 2D time-dependent vector fields based on a
recently introduced path line oriented topology. This topology is based on 
critical path lines which repeat the same spatial cycle
per time period. Around those path lines there are areas of similar asymptotic 
flow behavior (basins) which are captured by a
2D Poincar&#233; map as a discrete dynamical system. Due to pseudo discontinuities 
in this map and the discrete integration scheme,
separatrices between the basins can&#8217;t be obtained as integral curves. Instead 
we choose a point-wise approach to segment the
Poincar&#233; map and apply image analysis algorithms to extract the 2D separation 
curves. Starting from those curves we integrate
separation surfaces which partition the periodic 2D time-dependent vector field 
into areas of similar path line behavior. We
apply our approach to a number of data sets to demonstrate its utility.
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moreAbstract
Facial expression analogy provides computer animation
professionals with a tool to map expressions of an arbitrary
source face onto an arbitrary target face. In the recent past,
several algorithms have been presented in the literature that aim
at putting the expression analogy paradigm into practice. Some
of these methods exclusively handle expression mapping between
3D face models, while others enable the transfer of expressions
between images of faces only. None of them, however, represents
a more general framework that can be applied to either of
these two face representations. In this paper, we describe a 
novel generic method for analogy-based facial animation that 
employs the same efficient framework to transfer facial 
expressions between arbitrary 3D face models, as well as between 
images of performer’s faces. We propose a novel geometry encoding
for triangle meshes, vertex-tent-coordinates, that enables us to
formulate expression transfer in the 2D and the 3D case as a
solution to a simple system of linear equations. Our experiments
show that our method outperforms many previous analogy-based
animation approaches in terms of achieved animation quality,
computation time and generality.
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%X Facial expression analogy provides computer animation
professionals with a tool to map expressions of an arbitrary
source face onto an arbitrary target face. In the recent past,
several algorithms have been presented in the literature that aim
at putting the expression analogy paradigm into practice. Some
of these methods exclusively handle expression mapping between
3D face models, while others enable the transfer of expressions
between images of faces only. None of them, however, represents
a more general framework that can be applied to either of
these two face representations. In this paper, we describe a 
novel generic method for analogy-based facial animation that 
employs the same efficient framework to transfer facial 
expressions between arbitrary 3D face models, as well as between 
images of performer&#8217;s faces. We propose a novel geometry encoding
for triangle meshes, vertex-tent-coordinates, that enables us to
formulate expression transfer in the 2D and the 3D case as a
solution to a simple system of linear equations. Our experiments
show that our method outperforms many previous analogy-based
animation approaches in terms of achieved animation quality,
computation time and generality.
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        “Automatic Generation of Bas-reliefs from 3D Shapes,” in 2007 International Conference on Shape Modeling and Applications (SMI 2007), 2007.
    
moreAbstract
In this paper, we introduce and study a new problem of converting a given 3D 
shape (or a 2.5D range data) into a bas-relief. The problem can be considered 
as a geometry counterpart of the HDR image compression problem widely studied 
in computer graphics. In our approach to the shape bas-reliefing problem, we 
combine the concepts of mesh saliency, shape exaggerating, and discrete 
differential coordinates. The final bas-relief has a small width, preserves 
salient features of the original 3D shape, and, therefore, can be used for 
shape decorating purposes.
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in computer graphics. In our approach to the shape bas-reliefing problem, we 
combine the concepts of mesh saliency, shape exaggerating, and discrete 
differential coordinates. The final bas-relief has a small width, preserves 
salient features of the original 3D shape, and, therefore, can be used for 
shape decorating purposes.
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moreAbstract
We present a novel approach to real-time shape editing that produces 
physically plausible deformations using an efficient and 
easy-to-implement volumetric approach. Our algorithm alternates between 
a linear tetrahedral Laplacian deformation step and a differential 
update in which rotational transformations are approximated. By means of 
this iterative process we can achieve non-linear deformation results 
while having to solve only linear equation systems. The differential 
update step relies on estimating the rotational component of the 
deformation relative to the rest pose. This makes the method very stable 
as the shape can be reverted to its rest pose even after extreme 
deformations. Only a few point handles or area handles imposing
an orientation are needed to achieve high quality deformations, which 
makes the approach intuitive to use. We show that our technique is well 
suited for interactive shape manipulation and also provides an elegant 
way to animate models with captured motion data.
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%X We present a novel approach to real-time shape editing that produces 
physically plausible deformations using an efficient and 
easy-to-implement volumetric approach. Our algorithm alternates between 
a linear tetrahedral Laplacian deformation step and a differential 
update in which rotational transformations are approximated. By means of 
this iterative process we can achieve non-linear deformation results 
while having to solve only linear equation systems. The differential 
update step relies on estimating the rotational component of the 
deformation relative to the rest pose. This makes the method very stable 
as the shape can be reverted to its rest pose even after extreme 
deformations. Only a few point handles or area handles imposing
an orientation are needed to achieve high quality deformations, which 
makes the approach intuitive to use. We show that our technique is well 
suited for interactive shape manipulation and also provides an elegant 
way to animate models with captured motion data.
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moreAbstract
This work presents a 
marker-less motion capture system that 
incorporates an approach to smoothly adapt a generic model mesh 
to the individual shape of a tracked person. 
This is done relying on extracted silhouettes only.
Thus, during the capture process the 3D model of a tracked person is learned.
 
Depending on a sparse number of 2D-3D correspondences, that are computed 
along normal directions
from image sequences of different cameras,
a Laplacian mesh editing tool generates 
the final adapted model. 
With the increasing number of frames
an approach for temporal coherence reduces the effects of insufficient 
correspondence data to a minimum and guarantees smooth adaptation results.
Further, we present experiments on non-optimal data that
show the robustness of our algorithm.
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This is done relying on extracted silhouettes only.
Thus, during the capture process the 3D model of a tracked person is learned.

Depending on a sparse number of 2D-3D correspondences, that are computed 
along normal directions
from image sequences of different cameras,
a Laplacian mesh editing tool generates 
the final adapted model. 
With the increasing number of frames
an approach for temporal coherence reduces the effects of insufficient 
correspondence data to a minimum and guarantees smooth adaptation results.
Further, we present experiments on non-optimal data that
show the robustness of our algorithm.
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moreAbstract
By means of passive optical motion capture real people can be authentically 
animated and photo-realistically textured. To import real-world characters into 
virtual environments, however, also surface reflectance properties must be 
known. We describe a video-based modeling approach that captures human shape 
and motion as well as reflectance characteristics from a handful of 
synchronized video recordings. The presented method is able to recover 
spatially varying surface reflectance properties of clothes from multi-view 
video footage.The resulting model description enables us to realistically 
reproduce the appearance of animated virtual actors under different lighting 
conditions, as well as to interchange surface attributes among different 
people, e.g. for virtual dressing.Our contribution can be used to create 
\mbox{3D} renditions of real-world people under arbitrary novel lighting 
conditions on standard graphics hardware.
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moreAbstract
We propose a method to automatically transform mesh animations into
  animation collages, i.e. moving assemblies of shape primitives from
  a database given by an artist. An animation collage is a complete
  reassembly of the original animation in a new abstract visual style
  that imitates the spatio-temporal shape and deformation of the
  input. Our algorithm automatically decomposes input animations into
  plausible approximately rigid segments and fits to each segment one
  shape from the database by means of a spatio-temporal matching
  procedure.  The collage is then animated in compliance with the
  original's shape and motion.  Apart from proposing solutions to a
  number of spatio-temporal alignment problems, this work is an
  interesting add-on to the graphics artist's toolbox with many
  applications in arts, non-photorealistic rendering, and animated
  movie productions.  We exemplify the beauty of animation collages by
  showing results created with our software prototype.
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moreAbstract
We present a shape deformation approach which preserves
volume, prevents self-intersections and allows for exact control of the
deformation impact. The volume preservation and prevention of selfintersections
are achieved by utilizing the method of Vector Field Based
Shape Deformations. This method produces physically plausible deformations
efficiently by integrating formally constructed divergence-free
vector fields, where the region of influence is described by implicitly
defined shapes. We introduce an implicit representation of deformation
boundaries, which allows for an exact control of the deformation: By
placing the boundaries directly on the shape surface, the user can specify
precisely where the shape should be deformed and where not. The simple
polygonal representation of the boundaries allows for a GPU implementation,
which is able to deform high-resolution meshes in real-time.
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        “State of the Art in Ray Tracing Animated Scenes,” in Eurographics 2007 : State of the Art Reports (STARs), 2007.
    
moreAbstract
Ray tracing has long been a method of choice for off-line
rendering, but traditionally was too slow for interactive
use. With faster hardware and algorithmic improvements this
has recently changed, and real-time ray tracing is finally
within reach. However, real-time capability also opens up
new problems that do not exist in an off-line environment.
In particular real-time ray tracing offers the opportunity
to interactively ray trace moving/animated scene content.
This presents a challenge to the data structures that have
been developed for ray tracing over the past few decades.
Spatial data structures crucial for fast ray tracing must be
rebuilt or updated as the scene changes, and this can become
a bottleneck for the speed of ray tracing.
 
This bottleneck has received much recent attention by
researchers that has resulted in a multitude of different
algorithms, data structures, and strategies for handling
animated scenes. The effectiveness of techniques for ray
tracing dynamic scenes vary dramatically depending on
details such as scene complexity, model structure, type of
motion, and the coherency of the rays. Consequently, there
is so far no approach that is best in all cases, and
determining the best technique for a particular problem can
be a challenge. In this STAR, we aim to survey the different
approaches to ray tracing animated scenes, discussing their
strengths and weaknesses, and their relationship to other
approaches.  The overall goal is to help the reader choose
the best approach depending on the situation, and to expose
promising areas where there is potential for algorithmic
improvements.
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This bottleneck has received much recent attention by
researchers that has resulted in a multitude of different
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animated scenes. The effectiveness of techniques for ray
tracing dynamic scenes vary dramatically depending on
details such as scene complexity, model structure, type of
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moreAbstract
This paper describes a new out-of-core multi-resolution data structure for 
real-time visualization and interactive editing of large point clouds. In 
addition, an editing system is discussed that makes use of the novel data 
structure to provide interactive editing tools for large scanner data sets. The 
new data structure provides efficient rendering and allows for handling very 
large data sets using out-of-core storage. Unlike related previous approaches, 
it also provides dynamic operations for online insertion, deletion and 
modification of points with time mostly independent of scene complexity. This 
permits local editing of huge models in real time while maintaining a full 
multi-resolution representation for visualization. The data structure is used 
to implement a prototypical editing system for large point clouds. It provides 
real-time local editing tools for huge data sets as well as a two-resolution 
scripting mode for planning large, non-local changes which are subsequently 
performed in an externally efficient offline computation. We evaluate our 
implementation on several synthetic and real-world examples of sizes up to 
63GB.
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moreAbstract
In this paper, we describe a system for the reconstruction of deforming 
geometry from a time sequence of unstructured, noisy point clouds, as produced 
by recent real-time range scanning devices. Our technique reconstructs both the 
geometry and dense correspondences over time. Using the correspondences, holes 
due to occlusion are filled in from other frames. Our reconstruction technique 
is based on a statistical framework: The reconstruction should both match the 
measured data points and maximize prior probability densities that prefer 
smoothness, rigid deformation and smooth movements over time. The optimization 
procedure consists of an inner loop that optimizes the 4D shape using 
continuous numerical optimization and an outer loop that infers the discrete 4D 
topology of the data set using an iterative model assembly algorithm. We apply 
the technique to a variety of data sets, demonstrating that the new approach is 
capable of robustly retrieving animated models with correspondences from data 
sets suffering from significant noise, outliers and acquisition holes.
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moreAbstract
A number of successful tone mapping operators for contrast compression have 
been proposed due to the need to visualize high dynamic range (HDR) images on 
low dynamic range (LDR) devices. They were inspired by fields as diverse as 
image processing, photographic practice, and modeling of the human visual 
systems (HVS). The variety of approaches calls for a systematic perceptual 
evaluation of their performance.
 
We conduct a psychophysical experiment based on a direct comparison between the 
appearance of real-world scenes and HDR images of these scenes displayed on an 
LDR monitor. In our experiment, HDR images are tone mapped by seven existing 
tone mapping operators.  The primary interest of this psychophysical experiment 
is to assess the differences in how tone mapped images are perceived by human 
observers and to find out which attributes of image appearance account for 
these differences when tone mapped images are compared directly with their 
corresponding real-world scenes rather than with each other. The human
subjects rate image naturalness, overall contrast, overall brightness, and 
detail reproduction in dark and bright image regions with respect to the 
corresponding real-world scene.
 
The results indicate substantial differences in perception of images produced 
by individual tone mapping operators. We observe a clear distinction between 
global and local operators in favor of the latter, and we classify the tone 
mapping operators according to naturalness and appearance attributes.
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moreAbstract
In the field of mesh parameterization, the impact of angular and boundary 
distortion on parameterization quality have brought forward the need for robust 
and efficient free boundary angle preserving methods. One of the most prominent 
approaches in this direction is the Angle Based Flattening (ABF) which directly 
formulates the problem as a constrained nonlinear optimization in terms of 
angles. Since the original formulation of the ABF, a steady research effort has 
been dedicated to improving its efficiency. As for any well posed numerical 
problem, the solution is generally an approximation of the underlying 
mathematical equations. The economy and accuracy of the solution are to a great 
extent affected by the kind of approximation used. In this work we reformulate 
the problem based on the notion of error of estimation. A careful manipulation 
of the resulting equations yields for the first time a linear version of angle 
based parameterization. The error induced by this linearization is quadratic in 
terms of the error in angles and the validity of the approximation is further 
supported by numerical results. Besides performance speedup, the simplicity of 
the current setup makes re-implementation and reproduction of our results 
straightforward.


BibTeX
@inproceedings{zls:linabp:07,
TITLE = {Linear Angle Based Parameterization},
AUTHOR = {Zayer, Rhaleb and L{\'e}vy, Bruno and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-3-905673-46-3},
DOI = {10.2312/SGP/SGP07/135-141},
LOCALID = {Local-ID: C12573CC004A8E26-D8DFAA1EB1922B82C12572F4003CDE39-zls:linabp:07},
PUBLISHER = {Eurographics Association},
YEAR = {2007},
DATE = {2007},
ABSTRACT = {In the field of mesh parameterization, the impact of angular and boundary distortion on parameterization quality have brought forward the need for robust and efficient free boundary angle preserving methods. One of the most prominent approaches in this direction is the Angle Based Flattening (ABF) which directly formulates the problem as a constrained nonlinear optimization in terms of angles. Since the original formulation of the ABF, a steady research effort has been dedicated to improving its efficiency. As for any well posed numerical problem, the solution is generally an approximation of the underlying mathematical equations. The economy and accuracy of the solution are to a great extent affected by the kind of approximation used. In this work we reformulate the problem based on the notion of error of estimation. A careful manipulation of the resulting equations yields for the first time a linear version of angle based parameterization. The error induced by this linearization is quadratic in terms of the error in angles and the validity of the approximation is further supported by numerical results. Besides performance speedup, the simplicity of the current setup makes re-implementation and reproduction of our results straightforward.},
BOOKTITLE = {SGP 2007, Fifth Eurographics Symposium on Geometry Processing},
EDITOR = {Fellner, Dieter and Spencer, Stephen},
PAGES = {135--141},
ADDRESS = {Barcelona, Spain},
}

Endnote
%0 Conference Proceedings
%A Zayer, Rhaleb
%A L&#233;vy, Bruno
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T Linear Angle Based Parameterization : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-1FB6-E
%F EDOC: 356557
%R 10.2312/SGP/SGP07/135-141
%F OTHER: Local-ID: C12573CC004A8E26-D8DFAA1EB1922B82C12572F4003CDE39-zls:linabp:07
%D 2007
%B Fifth Eurographics Symposium on Geometry Processing
%Z date of event: 2007-07-04 - 2007-07-06
%C Barcelona, Spain
%X In the field of mesh parameterization, the impact of angular and boundary 
distortion on parameterization quality have brought forward the need for robust 
and efficient free boundary angle preserving methods. One of the most prominent 
approaches in this direction is the Angle Based Flattening (ABF) which directly 
formulates the problem as a constrained nonlinear optimization in terms of 
angles. Since the original formulation of the ABF, a steady research effort has 
been dedicated to improving its efficiency. As for any well posed numerical 
problem, the solution is generally an approximation of the underlying 
mathematical equations. The economy and accuracy of the solution are to a great 
extent affected by the kind of approximation used. In this work we reformulate 
the problem based on the notion of error of estimation. A careful manipulation 
of the resulting equations yields for the first time a linear version of angle 
based parameterization. The error induced by this linearization is quadratic in 
terms of the error in angles and the validity of the approximation is further 
supported by numerical results. Besides performance speedup, the simplicity of 
the current setup makes re-implementation and reproduction of our results 
straightforward.
%B SGP 2007
%E Fellner, Dieter; Spencer, Stephen
%P 135 - 141
%I Eurographics Association
%@ 978-3-905673-46-3




	DOI
	PuRe
	BibTeX

	


        1234
    
                Conference paper
            
D4


        G. Ziegler, R. Dimitrov, C. Theobalt, and H.-P. Seidel
    

        “Real-time Quadtree Analysis using HistoPyramids,” in Real-Time Image Processing 2007, 2007.
    
moreAbstract
Region quadtrees are convenient tools for hierarchical image analysis. Like the 
related Haar wavelets, they are simple to generate within a fixed calculation 
time. The clustering at each resolution level requires only local data, yet 
they deliver intuitive classification results. Although the region quadtree 
partitioning is very rigid, it can be rapidly computed from arbitrary imagery. 
This research article demonstrates how graphics hardware can be utilized to 
build region quadtrees at unprecedented speeds. To achieve this, a 
data-structure called HistoPyramid registers the number of desired image 
features in a pyramidal 2D array. Then, this HistoPyramid is used as an 
implicit indexing data structure through quadtree traversal, creating lists of 
the registered image features directly in GPU memory, and virtually eliminating 
bus transfers between CPU and GPU. With this novel concept, quadtrees can be 
applied in real-time video processing on standard PC hardware. A multitude of 
applications in image and video processing arises, since region quadtree 
analysis becomes a light-weight preprocessing step for feature clustering in 
vision tasks, motion vector analysis, PDE calculations, or data compression. In 
a sidenote, we outline how this algorithm can be applied to 3D volume data, 
effectively generating region octrees purely on graphics hardware.
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moreAbstract
This paper presents a light field rendering framework based on  matrix optics.
Matrix optics, in contrast to intersection-based methods such as ray-tracing, 
has
the advantage that a generic series of optic operators can be combined into a 
single matrix.
This enables us to realize a ``virtual optical bench'' where different setups 
can be
easily tested.
We introduce the theoretical foundation of matrix optics and define a set of 
operators
suitable for light fields. We then discuss a wavelet compression scheme
for our light field representation. Finally we introduce a real-time rendering 
approach based on
matrix optics suitable for both uncompressed and compressed light fields.
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moreAbstract
This paper presents a novel method for using programmable graphics hardware to 
generate fringe patterns for SLM-based
holographic displays. The algorithm is designed to take the programming 
constraints imposed by the graphics hardware pipeline
model into consideration, and scales linearly with the number of object points.
In contrast to previous methods we do not have to use the Fresnel 
approximation.  The technique can also be used on 
several graphics processors in parallel for further optimization.
 We achieve real-time frame rates for objects consisting of a few hundred 
points at a resolution of 
$960 \times 600$ pixels and over $10$ frames per second for $1000$ points.
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moreAbstract
Animated characters that move and gesticulate appropriately with spoken 
text are useful in a wide range of applications. Unfortunately, they are 
very difficult to generate, even more so when a unique, individual 
movement style is required. We present a system that is capable of 
producing full-body gesture animation for given input text in the style of 
a particular performer. Our process starts with video of a performer whose 
gesturing style we wish to animate. A tool-assisted annotation process is 
first performed on the video, from which a statistical model of the 
person.s particular gesturing style is built. Using this model and tagged 
input text, our generation algorithm creates a gesture script appropriate 
for the given text. As opposed to isolated singleton gestures, our gesture 
script specifies a stream of continuous gestures coordinated with speech. 
This script is passed to an animation system, which enhances the gesture 
description with more detail and prepares a refined description of the 
motion. An animation subengine can then generate either kinematic or 
physically simulated motion based on this description. The system is 
capable of creating animation that replicates a particular performance in 
the video corpus, generating new animation for the spoken text that is 
consistent with the given performer.s style and creating performances of a 
given text sample in the style of different performers.


BibTeX
@techreport{AlbrechtKippNeffSeidel2006,
TITLE = {Gesture modeling and animation by imitation},
AUTHOR = {Albrecht, Irene and Kipp, Michael and Neff, Michael Paul and Seidel, Hans-Peter},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2006-4-008},
NUMBER = {MPI-I-2006-4-008},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {Animated characters that move and gesticulate appropriately with spoken text are useful in a wide range of applications. Unfortunately, they are very difficult to generate, even more so when a unique, individual movement style is required. We present a system that is capable of producing full-body gesture animation for given input text in the style of a particular performer. Our process starts with video of a performer whose gesturing style we wish to animate. A tool-assisted annotation process is first performed on the video, from which a statistical model of the person.s particular gesturing style is built. Using this model and tagged input text, our generation algorithm creates a gesture script appropriate for the given text. As opposed to isolated singleton gestures, our gesture script specifies a stream of continuous gestures coordinated with speech. This script is passed to an animation system, which enhances the gesture description with more detail and prepares a refined description of the motion. An animation subengine can then generate either kinematic or physically simulated motion based on this description. The system is capable of creating animation that replicates a particular performance in the video corpus, generating new animation for the spoken text that is consistent with the given performer.s style and creating performances of a given text sample in the style of different performers.},
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        “Distributed Rendering for Multiview Parallax Displays,” in Proceedings of Stereoscopic Displays and Virtual Reality Systems XIII, 2006.
    
moreAbstract
3D display technology holds great promise for the future of television, virtual 
reality, entertainment, and visualization.
Multiview parallax displays deliver stereoscopic views without glasses to 
arbitrary positions within the
viewing zone. These systems must include a high-performance and scalable 3D 
rendering subsystem in order
to generate multiple views at real-time frame rates. This paper describes a 
distributed rendering system for
large-scale multiview parallax displays built with a network of PCs, commodity 
graphics accelerators, multiple
projectors, and multiview screens. The main challenge is to render various 
perspective views of the scene and
assign rendering tasks effectively. In this paper we investigate two different 
approaches: Optical multiplexing for
lenticular screens and software multiplexing for parallax-barrier displays. We 
describe the construction of largescale
multi-projector 3D display systems using lenticular and parallax-barrier 
technology. We have developed
different distributed rendering algorithms using the Chromium stream-processing 
framework and evaluate the
trade-offs and performance bottlenecks. Our results show that Chromium is well 
suited for interactive rendering
on multiview parallax displays.
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moreAbstract
In this paper, we present a new approach that generates synthetic mouth 
articulations from an audio file and that transfers them to different face 
meshes. It is based on learning articulations from a stream of 3D scans of a 
real person acquired by a structured light scanner at 40 three-dimensional 
frames per second. Correspondence between these scans over several speech 
sequences is established via optical flow. We propose a novel type of Principal 
Component Analysis that considers variances only in a sub-region of the face, 
while retaining the full dimensionality of the original vector space of sample 
scans. Audio is recorded at the same time, so the head scans can be 
synchronized with phoneme and viseme information for computing viseme clusters. 
Given a new audio sequence along with text data, we are able to quickly create 
in a fully automated fashion an animation synchronized with that new sentence 
by morphing between the visemes along a path in viseme-space. The methods 
described in the paper include an automated process for data analysis in 
streams of 3D scans, and a framework that connects the system to existing 
static face modeling technology for articulation transfer.
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ABSTRACT = {In this paper, we present a new approach that generates synthetic mouth articulations from an audio file and that transfers them to different face meshes. It is based on learning articulations from a stream of 3D scans of a real person acquired by a structured light scanner at 40 three-dimensional frames per second. Correspondence between these scans over several speech sequences is established via optical flow. We propose a novel type of Principal Component Analysis that considers variances only in a sub-region of the face, while retaining the full dimensionality of the original vector space of sample scans. Audio is recorded at the same time, so the head scans can be synchronized with phoneme and viseme information for computing viseme clusters. Given a new audio sequence along with text data, we are able to quickly create in a fully automated fashion an animation synchronized with that new sentence by morphing between the visemes along a path in viseme-space. The methods described in the paper include an automated process for data analysis in streams of 3D scans, and a framework that connects the system to existing static face modeling technology for articulation transfer.},
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%X In this paper, we present a new approach that generates synthetic mouth 
articulations from an audio file and that transfers them to different face 
meshes. It is based on learning articulations from a stream of 3D scans of a 
real person acquired by a structured light scanner at 40 three-dimensional 
frames per second. Correspondence between these scans over several speech 
sequences is established via optical flow. We propose a novel type of Principal 
Component Analysis that considers variances only in a sub-region of the face, 
while retaining the full dimensionality of the original vector space of sample 
scans. Audio is recorded at the same time, so the head scans can be 
synchronized with phoneme and viseme information for computing viseme clusters. 
Given a new audio sequence along with text data, we are able to quickly create 
in a fully automated fashion an animation synchronized with that new sentence 
by morphing between the visemes along a path in viseme-space. The methods 
described in the paper include an automated process for data analysis in 
streams of 3D scans, and a framework that connects the system to existing 
static face modeling technology for articulation transfer.
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moreAbstract
In this paper, we present a new approach that generates synthetic mouth 
articulations from an audio file and that transfers them to different face 
meshes. It is based on learning articulations from a stream of 3D scans of a 
real person acquired by a structured light scanner at 40 three-dimensional 
frames per second. Correspondence between these scans over several speech 
sequences is established via optical flow. We propose a novel type of Principal 
Component Analysis that considers variances only in a sub-region of the face, 
while retaining the full dimensionality of the original vector space of sample 
scans. Audio is recorded at the same time, so the head scans can be 
synchronized with phoneme and viseme information for computing viseme clusters. 
Given a new audio sequence along with text data, we are able to quickly create 
in a fully automated fashion an animation synchronized with that new sentence 
by morphing between the visemes along a path in viseme-space. The methods 
described in the paper include an automated process for data analysis in 
streams of 3D scans, and a framework that connects the system to existing 
static face modeling technology for articulation transfer.
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ABSTRACT = {In this paper, we present a new approach that generates synthetic mouth articulations from an audio file and that transfers them to different face meshes. It is based on learning articulations from a stream of 3D scans of a real person acquired by a structured light scanner at 40 three-dimensional frames per second. Correspondence between these scans over several speech sequences is established via optical flow. We propose a novel type of Principal Component Analysis that considers variances only in a sub-region of the face, while retaining the full dimensionality of the original vector space of sample scans. Audio is recorded at the same time, so the head scans can be synchronized with phoneme and viseme information for computing viseme clusters. Given a new audio sequence along with text data, we are able to quickly create in a fully automated fashion an animation synchronized with that new sentence by morphing between the visemes along a path in viseme-space. The methods described in the paper include an automated process for data analysis in streams of 3D scans, and a framework that connects the system to existing static face modeling technology for articulation transfer.},
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Component Analysis that considers variances only in a sub-region of the face, 
while retaining the full dimensionality of the original vector space of sample 
scans. Audio is recorded at the same time, so the head scans can be 
synchronized with phoneme and viseme information for computing viseme clusters. 
Given a new audio sequence along with text data, we are able to quickly create 
in a fully automated fashion an animation synchronized with that new sentence 
by morphing between the visemes along a path in viseme-space. The methods 
described in the paper include an automated process for data analysis in 
streams of 3D scans, and a framework that connects the system to existing 
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moreAbstract
Top-k query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-k queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.
 
The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for scores,
selectivities, and index list correlations. 
We also discuss efficient implementation techniques for the
underlying data structures. 
In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB),
our methods achieved significant performance gains compared to the best previously known methods:
a factor of up to 3 in terms of execution costs, and a factor of 5
in terms of absolute run-times of our implementation.
Our best techniques are close to a lower bound for the execution cost of the considered class
of threshold algorithms.
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ABSTRACT = {Top-k query processing is an important building block for ranked retrieval, with applications ranging from text and data integration to distributed aggregation of network logs and sensor data. Top-k queries operate on index lists for a query's elementary conditions and aggregate scores for result candidates. One of the best implementation methods in this setting is the family of threshold algorithms, which aim to terminate the index scans as early as possible based on lower and upper bounds for the final scores of result candidates. This procedure performs sequential disk accesses for sorted index scans, but also has the option of performing random accesses to resolve score uncertainty. This entails scheduling for the two kinds of accesses: 1) the prioritization of different index lists in the sequential accesses, and 2) the decision on when to perform random accesses and for which candidates. The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation. The current paper takes an integrated view of the scheduling issues and develops novel strategies that outperform prior proposals by a large margin. Our main contributions are new, principled, scheduling methods based on a Knapsack-related optimization for sequential accesses and a cost model for random accesses. The methods can be further boosted by harnessing probabilistic estimators for scores, selectivities, and index list correlations. We also discuss efficient implementation techniques for the underlying data structures. In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB), our methods achieved significant performance gains compared to the best previously known methods: a factor of up to 3 in terms of execution costs, and a factor of 5 in terms of absolute run-times of our implementation. Our best techniques are close to a lower bound for the execution cost of the considered class of threshold algorithms.},
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%X Top-k query processing is an important building block for ranked retrieval,
with applications ranging from text and data integration to distributed 
aggregation of network logs and sensor data.
Top-k queries operate on index lists for a query's elementary conditions
and aggregate scores for result candidates. One of the best implementation
methods in this setting is the family of threshold algorithms, which aim
to terminate the index scans as early as possible based on lower and upper
bounds for the final scores of result candidates. This procedure 
performs sequential disk accesses for sorted index scans, but also has the option
of performing random accesses to resolve score uncertainty. This entails
scheduling for the two kinds of accesses: 1) the prioritization of different
index lists in the sequential accesses, and 2) the decision on when to perform
random accesses and for which candidates.

The prior literature has studied some of these scheduling issues, but only for each of the two access types in isolation.
The current paper takes an integrated view of the scheduling issues and develops
novel strategies that outperform prior proposals by a large margin.
Our main contributions are new, principled, scheduling methods based on a Knapsack-related
optimization for sequential accesses and a cost model for random accesses.
The methods can be further boosted by harnessing probabilistic estimators for scores,
selectivities, and index list correlations. 
We also discuss efficient implementation techniques for the
underlying data structures. 
In performance experiments with three different datasets (TREC Terabyte, HTTP server logs, and IMDB),
our methods achieved significant performance gains compared to the best previously known methods:
a factor of up to 3 in terms of execution costs, and a factor of 5
in terms of absolute run-times of our implementation.
Our best techniques are close to a lower bound for the execution cost of the considered class
of threshold algorithms.
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moreAbstract
The two volume set LNCS 4291 and LNCS 4292 constitutes the refereed proceedings 
of the Second International Symposium on Visual Computing, ISVC 2006, held in 
Lake Tahoe, NV, USA in November 2006.
The 65 revised full papers and 56 poster papers presented together with 57 
papers of ten special tracks were carefully reviewed and selected from more 
than 280 submissions. The papers cover the four main areas of visual computing: 
vision, graphics, visualization, and virtual reality. The following topical 
sections are addressed: segmentation, tracking, and recognition, virtual 
reality, rendering, visualization, biomedical image analysis, visual computing 
and biological vision, understanding and imitating nature: analysis, 
interpretation, rendering and inspiration of biological forms, multimodal data 
understanding and visualization for industrial applications, intelligent 
environments: algorithms and applications, calibration, stereo, and 
reconstruction, computer graphics, discrete and computational geometry and 
their applications in visual computing, illumination, color, and texture, 
energy minimization approaches in image processing and computer vision, soft 
computing in image processing and computer vision, 4D medical data modeling, 
visualization and measurement, pattern analysis and recognition applications in 
biometrics, computer vision and applications.
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ABSTRACT = {The two volume set LNCS 4291 and LNCS 4292 constitutes the refereed proceedings of the Second International Symposium on Visual Computing, ISVC 2006, held in Lake Tahoe, NV, USA in November 2006. The 65 revised full papers and 56 poster papers presented together with 57 papers of ten special tracks were carefully reviewed and selected from more than 280 submissions. The papers cover the four main areas of visual computing: vision, graphics, visualization, and virtual reality. The following topical sections are addressed: segmentation, tracking, and recognition, virtual reality, rendering, visualization, biomedical image analysis, visual computing and biological vision, understanding and imitating nature: analysis, interpretation, rendering and inspiration of biological forms, multimodal data understanding and visualization for industrial applications, intelligent environments: algorithms and applications, calibration, stereo, and reconstruction, computer graphics, discrete and computational geometry and their applications in visual computing, illumination, color, and texture, energy minimization approaches in image processing and computer vision, soft computing in image processing and computer vision, 4D medical data modeling, visualization and measurement, pattern analysis and recognition applications in biometrics, computer vision and applications.},
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The 65 revised full papers and 56 poster papers presented together with 57 
papers of ten special tracks were carefully reviewed and selected from more 
than 280 submissions. The papers cover the four main areas of visual computing: 
vision, graphics, visualization, and virtual reality. The following topical 
sections are addressed: segmentation, tracking, and recognition, virtual 
reality, rendering, visualization, biomedical image analysis, visual computing 
and biological vision, understanding and imitating nature: analysis, 
interpretation, rendering and inspiration of biological forms, multimodal data 
understanding and visualization for industrial applications, intelligent 
environments: algorithms and applications, calibration, stereo, and 
reconstruction, computer graphics, discrete and computational geometry and 
their applications in visual computing, illumination, color, and texture, 
energy minimization approaches in image processing and computer vision, soft 
computing in image processing and computer vision, 4D medical data modeling, 
visualization and measurement, pattern analysis and recognition applications in 
biometrics, computer vision and applications.
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moreAbstract
The two volume set LNCS 4291 and LNCS 4292 constitutes the refereed proceedings 
of the Second International Symposium on Visual Computing, ISVC 2006, held in 
Lake Tahoe, NV, USA in November 2006.
The 65 revised full papers and 56 poster papers presented together with 57 
papers of ten special tracks were carefully reviewed and selected from more 
than 280 submissions. The papers cover the four main areas of visual computing: 
vision, graphics, visualization, and virtual reality. The following topical 
sections are addressed: segmentation, tracking, and recognition, virtual 
reality, rendering, visualization, biomedical image analysis, visual computing 
and biological vision, understanding and imitating nature: analysis, 
interpretation, rendering and inspiration of biological forms, multimodal data 
understanding and visualization for industrial applications, intelligent 
environments: algorithms and applications, calibration, stereo, and 
reconstruction, computer graphics, discrete and computational geometry and 
their applications in visual computing, illumination, color, and texture, 
energy minimization approaches in image processing and computer vision, soft 
computing in image processing and computer vision, 4D medical data modeling, 
visualization and measurement, pattern analysis and recognition applications in 
biometrics, computer vision and applications.
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sections are addressed: segmentation, tracking, and recognition, virtual 
reality, rendering, visualization, biomedical image analysis, visual computing 
and biological vision, understanding and imitating nature: analysis, 
interpretation, rendering and inspiration of biological forms, multimodal data 
understanding and visualization for industrial applications, intelligent 
environments: algorithms and applications, calibration, stereo, and 
reconstruction, computer graphics, discrete and computational geometry and 
their applications in visual computing, illumination, color, and texture, 
energy minimization approaches in image processing and computer vision, soft 
computing in image processing and computer vision, 4D medical data modeling, 
visualization and measurement, pattern analysis and recognition applications in 
biometrics, computer vision and applications.




	PuRe
	BibTeX

	


        1245
    
                Report
            
D4


        A. Belyaev, T. Langer, and H.-P. Seidel
    

        “Mean value coordinates for arbitrary spherical polygons and polyhedra in $\mathbb{R}^{3}$,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-4-010, 2006.
    
moreAbstract
Since their introduction, mean value coordinates enjoy ever increasing
popularity in computer graphics and computational mathematics
because they exhibit a variety of good properties. Most importantly,
they are defined in the whole plane which allows interpolation and
extrapolation without restrictions. Recently, mean value coordinates
were generalized to spheres and to $\mathbb{R}^{3}$. We show that these
spherical and 3D mean value coordinates are well-defined on the whole
sphere and the whole space $\mathbb{R}^{3}$, respectively.
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%X Since their introduction, mean value coordinates enjoy ever increasing
popularity in computer graphics and computational mathematics
because they exhibit a variety of good properties. Most importantly,
they are defined in the whole plane which allows interpolation and
extrapolation without restrictions. Recently, mean value coordinates
were generalized to spheres and to $\mathbb{R}^{3}$. We show that these
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moreAbstract
In this report, a new free-form shape deformation approach is proposed.
We combine a skeleton-driven mesh deformation technique with discrete
differential coordinates in order to create natural-looking global shape 
deformations. Given a triangle mesh, we first extract a skeletal mesh, a 
two-sided
Voronoi-based approximation of the medial axis. Next the skeletal mesh 
is modified by free-form deformations. Then a desired global shape 
deformation is obtained by reconstructing the shape corresponding to the 
deformed skeletal mesh. The reconstruction is based on using discrete 
differential coordinates.
 Our method preserves fine geometric details and original shape 
thickness because of using discrete differential coordinates and 
skeleton-driven deformations. We also develop a new mesh evolution 
technique which allow us to eliminate possible global and local 
self-intersections of the deformed mesh while preserving fine geometric 
details. Finally, we present a multiresolution version of our approach 
in order to simplify and accelerate the deformation process.
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%X In this report, a new free-form shape deformation approach is proposed.
We combine a skeleton-driven mesh deformation technique with discrete
differential coordinates in order to create natural-looking global shape 
deformations. Given a triangle mesh, we first extract a skeletal mesh, a 
two-sided
Voronoi-based approximation of the medial axis. Next the skeletal mesh 
is modified by free-form deformations. Then a desired global shape 
deformation is obtained by reconstructing the shape corresponding to the 
deformed skeletal mesh. The reconstruction is based on using discrete 
differential coordinates.
 Our method preserves fine geometric details and original shape 
thickness because of using discrete differential coordinates and 
skeleton-driven deformations. We also develop a new mesh evolution 
technique which allow us to eliminate possible global and local 
self-intersections of the deformed mesh while preserving fine geometric 
details. Finally, we present a multiresolution version of our approach 
in order to simplify and accelerate the deformation process.
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moreAbstract
A general construction of trans_nite barycentric coordinates is obtained as a 
simple and natural generalization
of Floater's mean value coordinates [Flo03, JSW05b]. The Gordon-Wixom 
interpolation
scheme [GW74] and trans_nite counterparts of discrete harmonic and 
Wachspress-Warren coordinates
are studied as particular cases of that general construction. Motivated by 
_nite element/volume applications,
we study capabilities of trans_nite barycentric interpolation schemes to 
approximate harmonic
and quasi-harmonic functions. Finally we establish and analyze links between 
trans_nite barycentric
coordinates and certain inverse problems of di_erential and convex geometry.
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moreAbstract
We present a novel approach to create plausible 3D face models from vague 
recollections or incomplete descriptions. This task plays an important role in 
police work, where composite facial images of suspects need to be created from 
vague descriptions given by the eyewitnesses of an incident. Our approach is 
based on a morphable model of 3D faces and takes into account correlations 
among facial features based on human anatomy and ethnicity. Using these 
correlations, unspeci?ed parts of the target face are automatically completed 
to yield a coherent face model. The system uses a novel paradigm for navigating 
face space and provides high-level control of facial attributes as well as the 
possibility to import facial features from a database. In addition, the user 
can specify a set of attribute constraints that are used to restrict the target 
face to a residual subspace. These constraints can also be enforced on the 
example faces in the database, bringing their appearance closer to the mental 
image of the user, and thus avoiding confusing exposure to entirely different 
faces. We also propose a novel approach for adapting the system to local 
populations based on additional image databases that are converted into our 3D 
representation by automated shape reconstruction. We demonstrate the 
applicability of our system in a simulated forensic scenario and compare our 
results with those obtained by a professional forensic artist using 
state-of-the-art software for creating composite images in police work.
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moreAbstract
In the last years triangle meshes have become increasingly popular and are nowad
ays intensively used in many different areas of computer graphics and geometry p
rocessing. In classical CAGD irregular triangle meshes developed into a valuable
alternative to traditional spline surfaces, since their conceptual simplicity a
llows for more flexible and highly efficient processing. This course discusses 
the whole geometry processing pipeline based on triangle meshes.
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llows for more flexible and highly efficient processing. This course discusses 
the whole geometry processing pipeline based on triangle meshes.
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moreAbstract
In the last years triangle meshes have become increasingly popular and are nowad
ays intensively used in many different areas of computer graphics and geometry p
rocessing. In classical CAGD irregular triangle meshes developed into a valuable
 alternative to traditional spline surfaces, since their conceptual simplicity a
llows for more flexible and highly efficient processing. This course discusses 
the whole geometry processing pipeline based on triangle meshes.
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moreAbstract
Tracking the 3-D pose of an object needs correspondences between 2-D features 
in the image and their 3-D counterparts in the object model. A large variety of 
such features has been suggested in the literature. All of them have drawbacks 
in one situation or the other since their extraction in the image and/or the 
matching is prone to errors. In this paper, we propose to use two complementary 
types of features for pose tracking, such that one type makes up for the 
shortcomings of the other. Aside from the object contour, which is matched to a 
free-form object surface, we suggest to employ the optic flow in order to 
compute additional point correspondences. Optic flow estimation is a mature 
research field with sophisticated algorithms available. Using here a high 
quality method ensures a reliable matching. In our experiments we demonstrate 
the performance of our method and in particular the improvements due to the 
optic flow. 
We gratefully acknowledge funding by the German Research Foundation (DFG) and 
the Max Planck Center for Visual Computing and Communication.
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the performance of our method and in particular the improvements due to the 
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moreAbstract
The present paper considers the supplement of prior knowledge about joint angle 
configurations in the scope of 3-D human pose tracking. Training samples 
obtained from an industrial marker based tracking system are used for a 
nonparametric Parzen density estimation in the 12-dimensional joint 
configuration space. These learned probability densities constrain the 
image-driven joint angle estimates by drawing solutions towards familiar 
configurations. This prevents the method from producing unrealistic pose 
estimates due to unreliable image cues. Experiments on sequences with a human 
leg model reveal a considerably increased robustness, particularly in the 
presence of disturbed images and occlusions. 
We gratefully acknowledge funding by the DFG project CR250/1 and the Max-Planck 
Center for visual computing and communication.
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moreAbstract
We describe a simple and robust method for surface
mesostructure acquisition. Our method builds on the observation
that specular reflection is a reliable visual cue
for surface mesostructure perception. In contrast to most
photometric stereo methods, which take specularities as
outliers and discard them, we propose a progressive acquisition
system that captures a dense specularity field as
the only information for mesostructure reconstruction. Our
method can efficiently recover surfaces with fine-scale geometric
details from complex real-world objects with a wide
variety of reflection properties, including translucent, low
albedo, and highly specular objects. We show results for a
variety of objects including human skin, dried apricot, orange,
jelly candy, black leather and dark chocolate.
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the only information for mesostructure reconstruction. Our
method can efficiently recover surfaces with fine-scale geometric
details from complex real-world objects with a wide
variety of reflection properties, including translucent, low
albedo, and highly specular objects. We show results for a
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moreAbstract
This paper presents improvements in mosaic packing by combining a new tile 
evenness metric with an efficient, effective tile placement algorithm based on 
the Fast Fourier Transform. This new packing method applies to existing packing 
applications and makes possible novel mosaic applications not handled by 
previous work such as mosaic packings of 3D volumes using temporally repeating 
animated shapes. Applications of our approach include static 2D mosaic packing, 
mosaic animations, stippling, and texture generation.
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moreAbstract
We present a novel fully-automatic approach for estimating an articulated 
skeleton of a moving subject and its motion from body marker trajectories that 
have been measured with an optical motion capture system. Our method does not 
require a priori  information about the shape and proportions of the tracked  
subject, can be applied to arbitrary motion sequences, and renders dedicated 
initialization poses unnecessary. To serve this purpose, our algorithm first 
identifies individual rigid bodies by means of a variant of spectral 
clustering. Thereafter, it determines joint positions at each time step of 
motion through numerical optimization, reconstructs the skeleton topology, and 
finally enforces fixed bone length constraints. Through experiments, we 
demonstrate the robustness and effciency of our algorithm and show that it 
outperforms related methods from the literature in terms of accuracy and speed.


BibTeX
@inproceedings{deAguiar_isvc2006,
TITLE = {Automatic Learning of Articulated Skeletons from {3D} Marker Trajectories},
AUTHOR = {de Aguiar, Edilson and Theobalt, Christian and Seidel, Hans-Peter},
EDITOR = {Bebis, George and Boyle, Richard and Parvin, Bahram and Koracin, Darko and Remagnino, Paolo and Nefian, Ara and Meenakshisundaram, Gopi and Pascucci, Valerio and Zara, Jiri and Molineros, Jose and Theisel, Holger and Malzbender, Tom},
LANGUAGE = {eng},
ISBN = {3-540-48628-3},
LOCALID = {Local-ID: C125675300671F7B-3BC4918875803420C125725800556F43-deAguiar_isvc2006},
PUBLISHER = {Springer},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {We present a novel fully-automatic approach for estimating an articulated skeleton of a moving subject and its motion from body marker trajectories that have been measured with an optical motion capture system. Our method does not require a priori information about the shape and proportions of the tracked subject, can be applied to arbitrary motion sequences, and renders dedicated initialization poses unnecessary. To serve this purpose, our algorithm first identifies individual rigid bodies by means of a variant of spectral clustering. Thereafter, it determines joint positions at each time step of motion through numerical optimization, reconstructs the skeleton topology, and finally enforces fixed bone length constraints. Through experiments, we demonstrate the robustness and effciency of our algorithm and show that it outperforms related methods from the literature in terms of accuracy and speed.},
BOOKTITLE = {Advances in Visual Computing :~Second International Symposium, ISVC 2006, Part I},
PAGES = {485--494},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {4291},
}

Endnote
%0 Conference Proceedings
%A de Aguiar, Edilson
%A Theobalt, Christian
%A Seidel, Hans-Peter
%E Bebis, George
%E Boyle, Richard
%E Parvin, Bahram
%E Koracin, Darko
%E Remagnino, Paolo
%E Nefian, Ara
%E Meenakshisundaram, Gopi
%E Pascucci, Valerio
%E Zara, Jiri
%E Molineros, Jose
%E Theisel, Holger
%E Malzbender, Tom
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Programming Logics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Automatic Learning of Articulated Skeletons from 3D Marker Trajectories : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2235-4
%F EDOC: 314596
%F OTHER: Local-ID: C125675300671F7B-3BC4918875803420C125725800556F43-deAguiar_isvc2006
%D 2006
%B Untitled Event
%Z date of event: 2006-11-06 - 
%C Lake Tahoe, NV, USA
%X We present a novel fully-automatic approach for estimating an articulated 
skeleton of a moving subject and its motion from body marker trajectories that 
have been measured with an optical motion capture system. Our method does not 
require a priori  information about the shape and proportions of the tracked  
subject, can be applied to arbitrary motion sequences, and renders dedicated 
initialization poses unnecessary. To serve this purpose, our algorithm first 
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        “A framework for natural animation of digitized models,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-4-003, 2006.
    
moreAbstract
We present a novel versatile, fast and simple framework to generate 
highquality animations of scanned human characters from input motion data. 
Our method is purely mesh-based and, in contrast to skeleton-based 
animation, requires only a minimum of manual interaction. The only manual 
step that is required to create moving virtual people is the placement of 
a sparse set of correspondences between triangles of an input mesh and 
triangles of the mesh to be animated. The proposed algorithm implicitly 
generates realistic body deformations, and can easily transfer motions 
between human erent shape and proportions. erent types of input data, e.g. 
other animated meshes and motion capture les, in just the same way. 
Finally, and most importantly, it creates animations at interactive frame 
rates. We feature two working prototype systems that demonstrate that our 
method can generate lifelike character animations from both marker-based 
and marker-less optical motion capture data.
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moreAbstract
In this report we describe the details of the backward compatible high
dynamic range (HDR) video compression algorithm. The algorithm is
designed to facilitate a smooth transition from standard low dynamic
range (LDR) video to high fidelity high dynamic range content. The HDR
and the corresponding LDR video frames are decorrelated and then
compressed into a single MPEG stream, which can be played on both
existing DVD players and HDR-enabled devices.
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moreAbstract
Astronomical objects are something fascinating to many people. This is the 
reason why there is so much effort to explore the universe and try to 
understand the principles
that formed it. Having gained a deeper understanding in the physics behind the 
visual appearance, this knowledge can be used to visualize the 
three-dimensional shape of astronomical objects. This is useful to get to know 
astronomical objects
from different viewpoints than our confined terrestrial viewpoint, which 
essentially is a static two-dimensional projection of the real 
three-dimensional shape of an object.
In this work, focus is laid on bipolar planetary nebulae, a very colorful 
appearance in the night sky which consists of a central star illuminating its 
surrounding gas and dust clouds. An approach to recover the three-dimensional 
distribution of the gas and the dust surrounding the star will be presented. 
This is done using optical and radio wavelength observations as input, driven 
by a non-linear optimization to minimize the difference between the 
reconstructed model and the observed data. The results are visualized using a 
hardware accelerated volume rendering technique. Using the visualization 
technique and the recovered model, virtual ights around the objects using 
arbitrary viewpoints can be generated, for example for scientific visualization 
or educational purposes.
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understand the principles
that formed it. Having gained a deeper understanding in the physics behind the 
visual appearance, this knowledge can be used to visualize the 
three-dimensional shape of astronomical objects. This is useful to get to know 
astronomical objects
from different viewpoints than our confined terrestrial viewpoint, which 
essentially is a static two-dimensional projection of the real 
three-dimensional shape of an object.
In this work, focus is laid on bipolar planetary nebulae, a very colorful 
appearance in the night sky which consists of a central star illuminating its 
surrounding gas and dust clouds. An approach to recover the three-dimensional 
distribution of the gas and the dust surrounding the star will be presented. 
This is done using optical and radio wavelength observations as input, driven 
by a non-linear optimization to minimize the difference between the 
reconstructed model and the observed data. The results are visualized using a 
hardware accelerated volume rendering technique. Using the visualization 
technique and the recovered model, virtual ights around the objects using 
arbitrary viewpoints can be generated, for example for scientific visualization 
or educational purposes.
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moreAbstract
Rasterization hardware and computer games have always been
tightly connected: The hardware implementation of
rasterization has made complex interactive 3D games possible
while requirements for future games drive the development of
increasingly parallel GPUs and CPUs. Interestingly, this
development -- together with important algorithmic
improvements -- also enabled \emph{ray tracing\/} to achieve
realtime performance recently.
 
In this paper we explore the opportunities offered by ray
tracing based game technology in the context of current and
expected future performance levels. In particular, we are
interested in simulation-based graphics that avoids
pre-computations and thus enables the interactive production
of advanced visual effects and increased realism necessary
for future games.  In this context we analyze the advantages
of ray tracing and demonstrate first results from several
ray tracing based game projects.  We also discuss ray
tracing API issues and present recent developments that
support interactions and dynamic scene content.  We end with
an outlook on the different options for hardware
acceleration of ray tracing.
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%X Rasterization hardware and computer games have always been
tightly connected: The hardware implementation of
rasterization has made complex interactive 3D games possible
while requirements for future games drive the development of
increasingly parallel GPUs and CPUs. Interestingly, this
development -- together with important algorithmic
improvements -- also enabled \emph{ray tracing\/} to achieve
realtime performance recently.

In this paper we explore the opportunities offered by ray
tracing based game technology in the context of current and
expected future performance levels. In particular, we are
interested in simulation-based graphics that avoids
pre-computations and thus enables the interactive production
of advanced visual effects and increased realism necessary
for future games.  In this context we analyze the advantages
of ray tracing and demonstrate first results from several
ray tracing based game projects.  We also discuss ray
tracing API issues and present recent developments that
support interactions and dynamic scene content.  We end with
an outlook on the different options for hardware
acceleration of ray tracing.
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moreAbstract
In this paper we present an approach to use prior knowledge in the particle 
filter framework for 3D tracking, i.e. estimating the state parameters such as 
joint angles of a 3D object. The probability of the object’s states, including 
correlations between the state parameters, is learned a priori from training 
samples. We introduce a framework that integrates this knowledge into the 
family of particle filters and particularly into the annealed particle filter 
scheme. Furthermore, we show that the annealed particle filter also works with 
a variational model for level set based image segmentation that does not rely 
on background subtraction and, hence, does not depend on a static background. 
In our experiments, we use a four camera set-up for tracking the lower part of 
a human body by a kinematic model with 18 degrees of freedom. We demonstrate 
the increased accuracy due to the prior knowledge and the robustness of our 
approach to image distortions. Finally, we compare the results of our 
multi-view tracking system quantitatively to the outcome of an industrial 
marker based tracking system.
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%X In this paper we present an approach to use prior knowledge in the particle 
filter framework for 3D tracking, i.e. estimating the state parameters such as 
joint angles of a 3D object. The probability of the object&#8217;s states, including 
correlations between the state parameters, is learned a priori from training 
samples. We introduce a framework that integrates this knowledge into the 
family of particle filters and particularly into the annealed particle filter 
scheme. Furthermore, we show that the annealed particle filter also works with 
a variational model for level set based image segmentation that does not rely 
on background subtraction and, hence, does not depend on a static background. 
In our experiments, we use a four camera set-up for tracking the lower part of 
a human body by a kinematic model with 18 degrees of freedom. We demonstrate 
the increased accuracy due to the prior knowledge and the robustness of our 
approach to image distortions. Finally, we compare the results of our 
multi-view tracking system quantitatively to the outcome of an industrial 
marker based tracking system.
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moreAbstract
Estimating the pose of a rigid body means to determine the rigid body motion in 
the 3D space from 2D images. For this purpose, it is reasonable to make use of 
existing knowledge of the object. Our approach exploits the 3D shape and the 
texture of the tracked object in form of a 3D textured model to establish 3D-2D 
correspondences for pose estimation. While the surface of the 3D free-form 
model is matched to the contour extracted by segmentation, additional reliable 
correspondences are obtained by matching local descriptors of interest points 
between the textured model and the images. The fusion of these complementary 
features provides a robust pose estimation. Moreover, the initial pose is 
automatically detected and the pose is predicted for each frame. Using the 
predicted pose as shape prior makes the contour extraction less sensitive. The 
performance of our method is demonstrated by stereo tracking experiments.
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%X Estimating the pose of a rigid body means to determine the rigid body motion in 
the 3D space from 2D images. For this purpose, it is reasonable to make use of 
existing knowledge of the object. Our approach exploits the 3D shape and the 
texture of the tracked object in form of a 3D textured model to establish 3D-2D 
correspondences for pose estimation. While the surface of the 3D free-form 
model is matched to the contour extracted by segmentation, additional reliable 
correspondences are obtained by matching local descriptors of interest points 
between the textured model and the images. The fusion of these complementary 
features provides a robust pose estimation. Moreover, the initial pose is 
automatically detected and the pose is predicted for each frame. Using the 
predicted pose as shape prior makes the contour extraction less sensitive. The 
performance of our method is demonstrated by stereo tracking experiments.
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moreAbstract
Recent high-performance ray tracing implementations have
already achieved interactive performance on a single PC even
for highly complex scenes. However, so far these approaches
have been limited to mostly static scenes due to the large
cost of updating the necessary spatial index structures
after modifying scene geometry. In this paper we present an
approach that avoids these updates almost completely for the
case of skinned models as typically used in computer games.
We assume that the characters are built from meshes with an
underlying skeleton structure, where the set of joint angles
defines the character's pose and determines the skinning
parameters.  Based on a sampling of the possible pose space
we build a static fuzzy kd-tree for each skeleton segment in
a fast preprocessing step. This fuzzy kd-trees are then
organized in a top-level kd-tree. Together with the
skeleton's affine transformations this multi-level kd-tree
allows for fast and efficient scene traversal at runtime
while arbitrary combinations of animation sequences can be
applied interactively to the joint angles. We achieve
real-time ray tracing performance of up to 15 frames per
second at $1024 \times 1024$ resolution even on a single
processor core.
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%X Recent high-performance ray tracing implementations have
already achieved interactive performance on a single PC even
for highly complex scenes. However, so far these approaches
have been limited to mostly static scenes due to the large
cost of updating the necessary spatial index structures
after modifying scene geometry. In this paper we present an
approach that avoids these updates almost completely for the
case of skinned models as typically used in computer games.
We assume that the characters are built from meshes with an
underlying skeleton structure, where the set of joint angles
defines the character's pose and determines the skinning
parameters.  Based on a sampling of the possible pose space
we build a static fuzzy kd-tree for each skeleton segment in
a fast preprocessing step. This fuzzy kd-trees are then
organized in a top-level kd-tree. Together with the
skeleton's affine transformations this multi-level kd-tree
allows for fast and efficient scene traversal at runtime
while arbitrary combinations of animation sequences can be
applied interactively to the joint angles. We achieve
real-time ray tracing performance of up to 15 frames per
second at $1024 \times 1024$ resolution even on a single
processor core.
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moreAbstract
Though ray tracing has recently become interactive, its high
precomputation time for building spatial indices usually
limits its applications to walkthroughs of static scenes.
This is a major limitation, as most applications demand
support for dynamically animated models. In this paper, we
present a new approach to ray trace a special but important
class of dynamic scenes, namely models whose connectivity
does not change over time and for which the space of all
possible poses is known in advance.
 
We support these kinds of models by introducing two new
concepts: primary motion decomposition, and fuzzy kd-trees.
We analyze the space of poses and break the model down into
submeshes with similar motion.  For each of these submeshes
and for every time step, we calculate a best affine
transformation through a least square approach.  Any
residual motion is then captured in a {\bf single} ``fuzzy
kd-tree'' for the entire animation.
 
Together, these techniques allow for ray tracing animations
{\em without} rebuilding the spatial index structures for
the submeshes, resulting in interactive frame rates of 5 to
15 fps even on a single CPU.
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%X Though ray tracing has recently become interactive, its high
precomputation time for building spatial indices usually
limits its applications to walkthroughs of static scenes.
This is a major limitation, as most applications demand
support for dynamically animated models. In this paper, we
present a new approach to ray trace a special but important
class of dynamic scenes, namely models whose connectivity
does not change over time and for which the space of all
possible poses is known in advance.

We support these kinds of models by introducing two new
concepts: primary motion decomposition, and fuzzy kd-trees.
We analyze the space of poses and break the model down into
submeshes with similar motion.  For each of these submeshes
and for every time step, we calculate a best affine
transformation through a least square approach.  Any
residual motion is then captured in a {\bf single} ``fuzzy
kd-tree'' for the entire animation.

Together, these techniques allow for ray tracing animations
{\em without} rebuilding the spatial index structures for
the submeshes, resulting in interactive frame rates of 5 to
15 fps even on a single CPU.
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moreAbstract
In this work a method for tracking fabrics in videos is proposed which, unlike 
most other cloth tracking algorithms,
employs an analysis-by-synthesis approach. That is tracking consists of 
optimising a set of parameters of a mass-sp
ring model that is used to simulate the textile, defining on the one hand the 
fabric properties and on the other the
 positions of a limited number of constrained points of the simulated cloth. To 
improve the tracking accuracy and to
 overcome the inherently chaotic behaviour of the real fabric several methods 
to track features on the cloth's surfa
ce and the best way to influence the simulation are evaluated.


BibTeX
@inproceedings{HasAsbRosOhmSei06,
TITLE = {Physically Based Tracking of Cloth},
AUTHOR = {Hasler, Nils and Asbach, Mark and Rosenhahn, Bodo and Ohm, Jens-Rainer and Seidel, Hans-Peter},
EDITOR = {Kobbelt, Leif and Kuhlen, Torsten and Aach, Til and Westermann, R{\"u}diger},
LANGUAGE = {eng},
ISBN = {1-58603-688-2},
LOCALID = {Local-ID: C125675300671F7B-7E515B5361C262CBC12572340077BEBC-HasAsbRosOhmSei06},
PUBLISHER = {IOS},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {In this work a method for tracking fabrics in videos is proposed which, unlike most other cloth tracking algorithms, employs an analysis-by-synthesis approach. That is tracking consists of optimising a set of parameters of a mass-sp ring model that is used to simulate the textile, defining on the one hand the fabric properties and on the other the positions of a limited number of constrained points of the simulated cloth. To improve the tracking accuracy and to overcome the inherently chaotic behaviour of the real fabric several methods to track features on the cloth's surfa ce and the best way to influence the simulation are evaluated.},
BOOKTITLE = {11th International Fall Workshop on Vision, Modeling, and Visualization 2006 ({\textbraceleft}VMV{\textbraceright} 2006)},
PAGES = {49--56},
}

Endnote
%0 Conference Proceedings
%A Hasler, Nils
%A Asbach, Mark
%A Rosenhahn, Bodo
%A Ohm, Jens-Rainer
%A Seidel, Hans-Peter
%E Kobbelt, Leif
%E Kuhlen, Torsten
%E Aach, Til
%E Westermann, R&#252;diger
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Physically Based Tracking of Cloth : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-23B8-7
%F EDOC: 314481
%F OTHER: Local-ID: C125675300671F7B-7E515B5361C262CBC12572340077BEBC-HasAsbRosOhmSei06
%I IOS
%D 2006
%B Untitled Event
%Z date of event: 2006-11-22 - 
%C Aachen, Germany
%X In this work a method for tracking fabrics in videos is proposed which, unlike 
most other cloth tracking algorithms,
employs an analysis-by-synthesis approach. That is tracking consists of 
optimising a set of parameters of a mass-sp
ring model that is used to simulate the textile, defining on the one hand the 
fabric properties and on the other the
 positions of a limited number of constrained points of the simulated cloth. To 
improve the tracking accuracy and to
 overcome the inherently chaotic behaviour of the real fabric several methods 
to track features on the cloth's surfa
ce and the best way to influence the simulation are evaluated.
%B 11th International Fall Workshop on Vision, Modeling, and Visualization 2006 ({VMV} 2006)
%P 49 - 56
%I IOS
%@ 1-58603-688-2




	PuRe
	BibTeX

	


        1269
    
                Conference paper
            
D4IMPR-CS


        V. Havran, R. Herzog, and H.-P. Seidel
    

        “On the Fast Construction of Spatial Hierarchies for Ray Tracing,” in Proceedings of the 2006 IEEE Symposium on Interactive Ray Tracing, 2006.
    
moreAbstract
In this paper we address the problem of fast construction of spatial
hierarchies for ray tracing with applications in animated environments
including non-rigid animations. We discuss properties of currently
used techniques with $O(N \log N)$ construction time for kd-trees and
bounding volume hierarchies. Further, we will propose a hybrid data structure 
blending a spatial kd-tree with bounding volume
primitives. We will keep our novel hierarchical data structures
algorithmically efficient and comparable with kd-trees by using a cost model 
based on surface area heuristics. Although the time
complexity $O(N \log N)$ is a lower bound required for construction of any 
spatial hierarchy, which corresponds to sorting based on comparisons, using an 
approximate method based on space discretization, we propose a new hierarchical 
data structures with expected $O(N \log\log N)$  time complexity. We also 
discuss the constants behind the construction algorithms of spatial hierarchies 
that are important in practice. We document
the performance of our algorithms by results obtained from nine different 
scenes.
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based on surface area heuristics. Although the time
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spatial hierarchy, which corresponds to sorting based on comparisons, using an 
approximate method based on space discretization, we propose a new hierarchical 
data structures with expected $O(N \log\log N)$  time complexity. We also 
discuss the constants behind the construction algorithms of spatial hierarchies 
that are important in practice. We document
the performance of our algorithms by results obtained from nine different 
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moreAbstract
In this paper we address the problem of fast construction of spatial
hierarchies for ray tracing with applications in animated environments
including non-rigid animations. We discuss properties of currently
used techniques with $O(N \log N)$ construction time for kd-trees and
bounding volume hierarchies. Further, we propose a hybrid data
structure blending between a spatial kd-tree and bounding volume
primitives. We keep our novel hierarchical data structures
algorithmically efficient and comparable with kd-trees by the use of a
cost model based on surface area heuristics. Although the time
complexity $O(N \log N)$ is a lower bound required for construction of
any spatial hierarchy that corresponds to sorting based on
comparisons, using approximate method based on discretization we
propose a new hierarchical data structures with expected $O(N \log\log N)$ time complexity. We also discuss constants behind the construction algorithms of spatial hierarchies that are important in practice. We document the performance of our algorithms by results obtained from the implementation tested on nine different scenes.
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moreAbstract
Image-based modeling of semi-transparent, dynamic phenomena is a challenging 
task. We present an optical tomography method that uses an adaptive grid for 
the reconstruction of a three-dimensional density function from its 
projections. The proposed method is applied to reconstruct thin smoke and 
flames volumetrically from synchronized multi-video recordings. Our adaptive 
reconstruction algorithm computes a time-varying volumetric model, that enables 
the photorealistical rendering of the recorded phenomena from arbitrary 
viewpoints. In contrast to previous approaches we sample the underlying 
unknown, three-dimensional density function adaptively which enables us to 
achieve a higher effective resolution of the reconstructed models.
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moreAbstract
An anchoring theory of lightness perception by Gilchrist et al. [1999] explains 
many characteristics of human visual system such as lightness constancy and its 
spectacular failures which are important in the perception of images. The 
principal concept of this theory is the perception of complex scenes in terms 
of groups of consistent areas (frameworks). Such areas, following the gestalt 
theorists, are defined by the regions of common illumination. The key aspect of 
the image perception is the estimation of lightness within each framework 
through the anchoring to the luminance perceived as white, followed by the 
computation of the global lightness. In this paper we provide a computational 
model for automatic decomposition of HDR images into frameworks. We derive a 
tone mapping operator which predicts lightness perception of the real world 
scenes and aims at its accurate reproduction on low dynamic range displays. 
Furthermore, such a decomposition into frameworks opens new grounds for local 
image analysis in view of human perception.
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moreAbstract
We develop spherical barycentric coordinates. Analogous to classical, 
planar barycentric coordinates that describe the positions of points in a plane 
with respect to 
the vertices of a given planar polygon, spherical barycentric coordinates 
describe the positions
of points on a sphere with respect to the vertices of a given spherical 
polygon. 
In particular, we introduce spherical mean value coordinates that inherit many  
good properties of their planar counterparts.
Furthermore, we present a construction that gives a simple and intuitive 
geometric interpretation for 
classical barycentric coordinates, like Wachspress coordinates, mean value 
coordinates, and discrete 
harmonic coordinates.
 
One of the most interesting consequences is the possibility to 
construct mean value coordinates for arbitrary polygonal meshes. 
So far, this was only possible for triangular meshes. Furthermore, spherical 
barycentric coordinates
can be used for all applications where only planar barycentric coordinates were 
available up to now.
They include B\'ezier surfaces, parameterization, free-form deformations, and 
interpolation of rotations.
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Furthermore, we present a construction that gives a simple and intuitive 
geometric interpretation for 
classical barycentric coordinates, like Wachspress coordinates, mean value 
coordinates, and discrete 
harmonic coordinates.

One of the most interesting consequences is the possibility to 
construct mean value coordinates for arbitrary polygonal meshes. 
So far, this was only possible for triangular meshes. Furthermore, spherical 
barycentric coordinates
can be used for all applications where only planar barycentric coordinates were 
available up to now.
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moreAbstract
This paper proposes a general framework for overfitting control in surface 
reconstruction from noisy point data. The problem we deal with is how to create 
a model that will capture as much detail as possible and simultaneously avoid 
reproducing the noise of the input points. The proposed framework is based on 
extra-sample validation. It is fully automatic and can work in conjunction with 
any surface reconstruction algorithm. We test the framework with a Radial Basis 
Function algorithm, Multi-level Partition of Unity implicits, and the Power 
Crust algorithm.
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moreAbstract
Anyone who has gazed through the eyepiece of an astronomical telescope knows 
that, with the exception of the Moon and the planets, extra-solar astronomical 
objects are disappointing to observe visually. This is mainly due to their low 
surface brightness, but also depends on the visibility, sky brightness and 
telescope aperture. We propose a system which projects images of astronomical 
objects (with focus on nebulae and galaxies),
animations and additional information directly into the eyepiece view of an 
astronomical telescope. As the telescope orientation is queried continuously, 
the projected image is adapted in real-time to the currently visible field of 
view. For projection, a custom-built video projection module with high contrast 
and low maximum luminance value was developed. With this technology visitors to 
public observatories have the option to experience the richness of faint 
astronomical objects while directly looking at them through a telescope.
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animations and additional information directly into the eyepiece view of an 
astronomical telescope. As the telescope orientation is queried continuously, 
the projected image is adapted in real-time to the currently visible field of 
view. For projection, a custom-built video projection module with high contrast 
and low maximum luminance value was developed. With this technology visitors to 
public observatories have the option to experience the richness of faint 
astronomical objects while directly looking at them through a telescope.
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moreAbstract
Variational techniques are a popular approach for reconstructing the surface of 
an object. In previous work, the surface is represented either implicitly by 
the use of level sets or explicitly as a triangle mesh. In this paper we 
describe new formulations and develop fast algorithms for surface 
reconstruction based on partial differential equations (PDEs) derived from 
variational calculus using an explicit, purely point-based surface 
representation. The method is based on a Moving Least-Squares surface 
approximation of the sample points. Our new approach automatically copes with 
complicated topology and deformations, without the need for explicit treatment. 
In contrast to level sets, it requires no postprocessing, easily adapts to 
varying spatial resolutions and is invariant under rigid body motion. We 
demonstrate the versatility of our method using several synthetic data sets and 
show how our technique can be used to reconstruct object surfaces from 
real-world multi-view footage.
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moreAbstract
Trees can be realistically rendered in synthetic environments by creating 
volumetric representations from photographs. Volumetric trees created with 
previous methods are expensive to render due to the high number of primitives, 
and have very high texture memory requirements. We present an efficient 
multi-resolution rendering method and an effective texture compression 
solution, addressing both shortcomings. 
Our method uses an octree with appropriate textures at intermediate hierarchy 
levels and applies an effective pruning strategy. For texture compression, we 
adapt a vector quantization approach to use a perceptually accurate colour 
space, and modify the codebook generation of the Generalized Lloyd Algorithm to 
further improve texture quality. Combined with several hardware accelerations, 
our approach achieves a two orders of magnitude
reduction in texture memory requirements; in addition, it is now possible to 
render tens or even hundreds of captured trees at interactive rates.
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previous methods are expensive to render due to the high number of primitives, 
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multi-resolution rendering method and an effective texture compression 
solution, addressing both shortcomings. 
Our method uses an octree with appropriate textures at intermediate hierarchy 
levels and applies an effective pruning strategy. For texture compression, we 
adapt a vector quantization approach to use a perceptually accurate colour 
space, and modify the codebook generation of the Generalized Lloyd Algorithm to 
further improve texture quality. Combined with several hardware accelerations, 
our approach achieves a two orders of magnitude
reduction in texture memory requirements; in addition, it is now possible to 
render tens or even hundreds of captured trees at interactive rates.
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moreAbstract
Structure from motion (SfM) comprises techniques for estimating 3D structures 
from uncalibrated 2D image sequences. This work focuses on two contributions: 
Firstly, a stability analysis is performed and the error propagation of image 
noise is studied. Secondly, to stabilize SfM, we present two optimization 
schemes by using a priori knowledge about collinearity or coplanarity of 
feature points in the scene.
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moreAbstract
To embrace the imminent transition from traditional low-contrast
  video (LDR) content to superior high dynamic range (HDR) content, we
  propose a novel backward compatible HDR video compression (HDR~MPEG)
  method.  We introduce a compact reconstruction function that is used
  to decompose an HDR video stream into a residual stream and a
  standard LDR stream, which can be played on existing MPEG decoders,
  such as DVD players. The reconstruction function is finely tuned to
  the content of each HDR frame to achieve strong decorrelation
  between the LDR and residual streams, which minimizes the amount of
  redundant information.  The size of the residual stream is further
  reduced by removing invisible details prior to compression using our
  HDR-enabled filter, which models luminance adaptation, contrast
  sensitivity, and visual masking based on the HDR content.  Designed
  especially for DVD movie distribution, our HDR~MPEG compression
  method features low storage requirements for HDR content resulting
  in a 30\% size increase to an LDR video sequence. The proposed
  compression method does not impose restrictions or modify the
  appearance of the LDR or HDR video. This is important for backward
  compatibility of the LDR stream with current DVD appearance, and
  also enables independent fine tuning, tone mapping, and color
  grading of both streams.
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  standard LDR stream, which can be played on existing MPEG decoders,
  such as DVD players. The reconstruction function is finely tuned to
  the content of each HDR frame to achieve strong decorrelation
  between the LDR and residual streams, which minimizes the amount of
  redundant information.  The size of the residual stream is further
  reduced by removing invisible details prior to compression using our
  HDR-enabled filter, which models luminance adaptation, contrast
  sensitivity, and visual masking based on the HDR content.  Designed
  especially for DVD movie distribution, our HDR~MPEG compression
  method features low storage requirements for HDR content resulting
  in a 30\% size increase to an LDR video sequence. The proposed
  compression method does not impose restrictions or modify the
  appearance of the LDR or HDR video. This is important for backward
  compatibility of the LDR stream with current DVD appearance, and
  also enables independent fine tuning, tone mapping, and color
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moreAbstract
Most common image and video formats have been designed to work with
  existing output devices, like LCD or CRT monitors. As display
  technology makes progress, these formats no longer represent the
  data that new devices can display. Therefore a shift towards higher
  precision image and video formats is imminent.
 
  To overcome limitations of common image and video formats, such as
  JPEG, PNG or MPEG, we propose a novel color space, which can
  accommodate an extended dynamic range and guarantees the precision
  that is below the visibility threshold. The proposed color space,
  which is derived from contrast detection data, can represent the
  full range of luminance values and the complete color gamut that is
  visible to the human eye. We show that only minor changes are
  required to the existing encoding algorithms to accommodate the new
  color space and therefore greatly enhance information content of the
  visual data. We demonstrate this with two compression algorithms for
  High Dynamic Range (HDR) visual data: for static images and for
  video. We argue that the proposed HDR representation is a simple and
  universal way to encode visual data independent of the display or
  capture technology.
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moreAbstract
Image processing often involves an image transformation into a
  domain that is better correlated with visual perception, such as the
  wavelet domain, image pyramids, multi-scale contrast
  representations, contrast in retinex algorithms, and chroma,
  lightness and colorfulness predictors in color appearance models.
  Many of these transformations are not ideally suited for image
  processing that significantly modifies an image. For example, the
  modification of a single band in a multi-scale model leads to an
  unrealistic image with severe halo artifacts. Inspired by gradient
  domain methods we derive a framework that imposes constraints on the
  entire set of contrasts in an image for a full range of spatial
  frequencies. This way, even severe image modifications do not
  reverse the polarity of contrast. The strengths of the framework are
  demonstrated by aggressive contrast enhancement and a visually
  appealing tone mapping which does not introduce artifacts.
  Additionally, we perceptually linearize contrast magnitudes using a
  custom transducer function. The transducer function has been derived
  especially for the purpose of HDR images, based on the contrast
  discrimination measurements for high contrast stimuli.
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        “Modeling Relaxed Hand Shape for Character Animation,” in Articulated motion and deformable objects : 4th International Conference, AMDO 2006, 2006.
    
moreAbstract
We present a technique for modeling the deformations that
occur to hand pose under the influence of gravity when the hand is kept in
a relaxed state. A dynamic model of the hand is built using Proportional-
Derivative controllers as a first order approximation to muscles. A process
for tuning the model to match the relaxed hand shape of subjects is discussed.
Once the model is tuned, it can be used to sample the space of
all possible arm orientations and samples of wrist and finger angles are
taken. From these samples, a kinematic model of passive hand deformation
is built. Either the tuned dynamic model or the kinematic model can
be used to generate final animations. These techniques increase the realism
of gesture animation, where the character often maintains a relaxed
hand.
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moreAbstract
In this paper, we propose a new method for approximating an unorganized set of 
points scattered over a piecewise smooth surface by a triangle mesh. The method 
is based on the Garland-Heckbert local quadric error minimization strategy. 
First an adaptive spherical cover and auxiliary points corresponding to the 
cover elements are generated. Then the intersections between the spheres of the 
cover are analyzed and the auxiliary points are connected. Finally the 
resulting mesh is cleaned from nonmanifold parts. The method allows us to 
control the approximation accuracy, process noisy data, and reconstruct sharp 
edges and corners. Further, the vast majority of the triangles of the generated 
mesh have their aspect ratios close to optimal. Thus our approach integrates 
the mesh reconstruction, smoothing, decimation, feature restoration, and 
remeshing stages together.
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is based on the Garland-Heckbert local quadric error minimization strategy. 
First an adaptive spherical cover and auxiliary points corresponding to the 
cover elements are generated. Then the intersections between the spheres of the 
cover are analyzed and the auxiliary points are connected. Finally the 
resulting mesh is cleaned from nonmanifold parts. The method allows us to 
control the approximation accuracy, process noisy data, and reconstruct sharp 
edges and corners. Further, the vast majority of the triangles of the generated 
mesh have their aspect ratios close to optimal. Thus our approach integrates 
the mesh reconstruction, smoothing, decimation, feature restoration, and 
remeshing stages together.
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moreAbstract
A new implicit surface fitting method for surface reconstruction 
from scattered point data is proposed. The method combines an 
adaptive partition of unity approximation with least-squares RBF 
fitting and is capable of generating a high quality surface 
reconstruction. Given a set of points scattered over a smooth surface, 
first a sparse set of overlapped local approximations is constructed.
The partition of unity generated from these local
approximants already gives a faithful surface reconstruction.
The final reconstruction is obtained by adding compactly supported 
RBFs. The main feature of the developed approach consists of 
using various regularization schemes which lead to economical, 
yet accurate surface reconstruction.
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fitting and is capable of generating a high quality surface 
reconstruction. Given a set of points scattered over a smooth surface, 
first a sparse set of overlapped local approximations is constructed.
The partition of unity generated from these local
approximants already gives a faithful surface reconstruction.
The final reconstruction is obtained by adding compactly supported 
RBFs. The main feature of the developed approach consists of 
using various regularization schemes which lead to economical, 
yet accurate surface reconstruction.
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moreAbstract
A major reason for the recent advancements in ray tracing
performance is the use of optimized acceleration structures,
namely kd-trees based on the surface area heuristic (SAH).
Though algorithms exist to build these search trees in
$O(n\log n)$, the construction times for larger scenes are
still high and do not allow for rebuilding the kd-tree every
frame to support dynamic changes.
 
In this paper we propose modifications to previous kd-tree
construction algorithms that significantly increase the
coherence of memory accesses during construction of the
kd-tree. Additionally we provide theoretical and practical
results regarding \emph{conservatively} sub-sampling of the
SAH cost function.
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moreAbstract
In this contribution we present a silhouette based human
motion capture system. The system components contain silhouette
extraction based on level sets, a correspondence module, which relates
image data to model data and a pose estimation module. Experiments are
done in different camera setups and we estimate the model components with
21 degrees of freedom in up to two frames per second.
To evaluate the stability of the proposed algorithm we perform a comparison of 
the
motion estimation system with a marker based tracking
system. The results show the
applicability of the system for marker-less sports movement analysis.
We finally present extensions for motion capture in complex
environments, with changing lighting conditions and cluttered background.
 
This paper is an extended version of [21] which was
awarded the DAGM Main Prize on the annual symposium of the German
pattern recognition society (DAGM) in Vienna, 2005.
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        “A Comparison of Shape Matching Methods for Contour Based Pose Estimation,” in Combinatorial image analysis : 11th International Workshop, IWCIA 2006, 2006.
    
moreAbstract
In this paper, we analyze two conceptionally different approaches for shape 
matching: the well-known iterated closest point (ICP) algorithm and variational 
shape registration via level sets. For the latter, we suggest to use a 
numerical scheme which was introduced in the context of optic flow estimation. 
For the comparison, we focus on the application of shape matching in the 
context of pose estimation of 3-D objects by means of their silhouettes in 
stereo camera views. It turns out that both methods have their specific 
shortcomings. With the possibility of the pose estimation framework to combine 
correspondences from two different methods, we show that such a combination 
improves the stability and convergence behavior of the pose estimation 
algorithm. 
We gratefully acknowledge funding by the DFG project CR250/1 and the Max-Planck 
Center for visual computing and communication.
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        “Cloth X-Ray: MoCap of People Wearing Textiles,” in Pattern Recognition : 28th DAGM Symposium, 2006.
    
moreAbstract
The contribution presents an approach for motion capturing (MoCap) of dressed 
people.
A cloth draping method is embedded in a silhouette based MoCap system and an 
error functional is formalized to
minimize image errors with respect to silhouettes, pose and kinematic chain 
parameters, the cloth
draping components and external wind forces. We report on various experiments 
with two types of clothes, namely
a skirt and a pair of shorts. Finally we compare the angles of the MoCap system 
with
results from a commercially available marker based tracking system. The 
experiments show, that we are
basically within the error range of marker based tracking systems, though body 
parts are occluded with cloth.
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        “Statistical Learning for Shape Applications,” in 1st International Symposium on Shapes and Semantics, 2006.
    
moreAbstract
Statistical methods are well suited to the large amounts of data typically 
involved in digital shape applications. In this paper, we look at two 
statistical learning methods related to digital shape processing. The first, 
\textit{neural meshes}, learns the shape of a given point cloud \--- the 
surface reconstruction problem \--- in $O(n^2)$ time. We present an alternate 
implementation of the algorithm that takes $O(n\log n)$ time. Secondly, we 
present a simple method to automatically learn the correct orientation of a 
shape in an image from a database of images with correctly oriented shapes.
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        “Multifield-Graphs: An Approach to Visualizing Correlations in Multifield Scalar Data,” in IEEE Visualization Conference 2006, 2006.
    
moreAbstract
We present an approach to visualizing 
correlations in 3D multifield scalar data.
The core of our approach is the computation of correlation fields, which are 
scalar fields
containing the local correlations of
subsets of the multiple fields. 
While the visualization of the correlation fields can be done using
standard 3D volume visualization techniques, their huge number makes selection 
and
handling a challenge.
We introduce the Multifield-Graph to give an overview of which multiple fields
correlate and to show the strength of their correlation. This information
guides the selection of informative correlation fields for visualization.  
We use our approach to visually analyze a number of real and 
synthetic multifield datasets.
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%X We present an approach to visualizing 
correlations in 3D multifield scalar data.
The core of our approach is the computation of correlation fields, which are 
scalar fields
containing the local correlations of
subsets of the multiple fields. 
While the visualization of the correlation fields can be done using
standard 3D volume visualization techniques, their huge number makes selection 
and
handling a challenge.
We introduce the Multifield-Graph to give an overview of which multiple fields
correlate and to show the strength of their correlation. This information
guides the selection of informative correlation fields for visualization.  
We use our approach to visually analyze a number of real and 
synthetic multifield datasets.
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        “Feature-preserving Denoising of Time-varying Range Data,” in SIGGRAPH 2006 Sketches and Applications, 2006.
    
moreAbstract
We present a technique for accurate denoising of time-varying
range data. It is inspired by the idea of similarity-based
non-local image filtering and spatio-temporal bilateral filtering
for video processing. We build upon both ideas and are to our
knowledge the first method which extends them to time-varying
geometric data. Our proposed algorithm is easy to implement,
preserves fine shape features and produces an accurate and
homogeneous smoothing result in the spatial and along the time
domains.
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homogeneous smoothing result in the spatial and along the time
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        “Adaptive Fourier-Based Surface Reconstruction,” in Geometric modeling and processing - GMP 2006 : 4th International Conference, 2006.
    
moreAbstract
In this paper, we combine Kazhdan's FFT-based approach to
surface reconstruction from oriented points with adaptive
subdivision and partition of unity blending techniques. The
advantages of our surface reconstruction method include a more
robust surface restoration in regions where the surface bends
close to itself and a lower memory consumption. The latter allows
us to achieve a higher reconstruction accuracy than the original
global approach. Furthermore, our reconstruction process is
guided by a global error control achieved by computing the
Hausdorff distance of selected input samples to intermediate
reconstructions.
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moreAbstract
We present a novel algorithm for accurately denoising static and
time-varying range data. Our approach is inspired by
similarity-based non-local image filtering. We show that our
proposed method is easy to implement and outperforms recent
state-of-the-art filtering approaches. Furthermore, it preserves fine
shape features and produces an accurate smoothing result in the
spatial and along the time domain.
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moreAbstract
We present an image-based algorithm for surface reconstruction of moving 
garments from multiple calibrated video cameras. Using a color-coded cloth 
texture, we reliably match circular features between different camera views. As 
surface model we use an a priori known triangle mesh. By identifying the mesh 
vertices with texture elements we obtain a coherent parametrization of the 
surface over time without further processing. Missing data points resulting 
from self-shadowing are plausibly interpolated by minimizing a thin-plate 
functional. The deforming geometry can be used for different graphics 
applications, e.g. for realistic retexturing. We show results for real garments 
demonstrating the accuracy of the recovered flexible shape.
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moreAbstract
In this paper, we present a video processing algorithm for texture replacement 
of moving garments in monocular video recordings. We use a color-coded pattern 
which encodes texture coordinates within a local neighborhood in order to 
determine the geometric deformation of the texture. A time-coherent texture 
interpolation is obtained by the use of 3D radial basis functions. Shading maps 
are determined with a surface reconstruction technique and applied to new 
textures which replace the color pattern in the video sequence. Our method 
enables exchanging fabric pattern designs of garments worn by actors as a video 
post-processing step.
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moreAbstract
We present a novel structure tensor for matrix-valued images. It
allows for user defined parameters that add flexibility to a number
of image processing algorithms for the segmentation and smoothing of
tensor fields. We provide a thorough theoretical derivation of the
new structure tensor, including a proof of the equivalence of its
unweighted version to the existing structure tensor from the
literature.  Finally, we demonstrate its advantages for segmentation
and smoothing, both on synthetic tensor fields and on real DT-MRI
data.
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moreAbstract
This paper presents an approach to extracting a path line oriented topological 
segmentation for periodic 2D time-dependent  vector fields. Topological methods 
aiming in capturing the asymptotic behavior of  path lines rarely exist 
because                 path lines are usually only defined over a fixed 
time-interval, making statements about their  asymptotic behavior impossible. 
For the data class of periodic vector fields, this restriction does not apply 
any more. Our approach detects critical path 
lines as well  as basins from which the path lines converge to the critical 
ones. We demonstrate our approach on a number of test data sets.
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moreAbstract
High Dynamic Range (HDR) images capture the full range of luminance
  present in real world scenes, and unlike Low Dynamic Range (LDR)
  images, can simultaneously contain detailed information in the
  deepest of shadows and the brightest of light sources.  For display
  or aesthetic purposes, it is often necessary to perform tone
  mapping, which creates LDR depictions of HDR images at the cost of
  contrast information loss. The purpose of this work is two-fold: to
  analyze a displayed LDR image against its original HDR counterpart
  in terms of perceived contrast distortion, and to enhance the LDR
  depiction with perceptually driven colour adjustments to restore the
  original HDR contrast information. For analysis, we present a novel
  algorithm for the characterization of tone mapping distortion in terms
  of observed loss of global contrast, and loss of contour and texture
  details. We classify existing tone mapping operators accordingly.
  We measure both distortions with perceptual metrics that enable the
  automatic and meaningful enhancement of LDR depictions. For image
  enhancement, we identify artistic and photographic colour techniques
  from which we derive adjustments that create contrast with colour.
  The enhanced LDR image is an improved depiction of the original HDR
  image with restored contrast
  information.
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moreAbstract
We present a method that deforms an image plane to visually meet the shape and 
pose of a manifold sur-face. The user provides constraints that couple a small 
number of surface points with their corresponding im-age pixels to initially 
deform the plane. Matching, based on geodesic distances, couples additional 
points, followed by a second deformation that brings the im-age plane into its 
final pose and shape. The method works on any type of surface that supports 
geodesic distances evaluation. This includes not-triangulated and high genus 
models with arbitrary topology. The result is a smooth, visually pleasing and 
realistic tex-tured surface that can be superimposed onto or used instead of 
the original model and with some limitations can be considered as a 
parameterization or remeshing method for the area of interest.
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moreAbstract
We discuss a shape representation based on a set of disconnected
(planar) polygons. The polygons are computed
by creating a BSP that contains approximately linear surface
patches in each cell. This is achieved by employing two
heuristics for finding appropriate split planes in each cell.
Leaf nodes in the BSP tree represent either polygonal surface
approximations or empty (clip) cells rather than split
planes. We show that the resulting set of disconnected primitives
typically leads to a better two-sided Hausdorff error
for a given number of primitives than meshes. The BSP
cells can be coded with few bits and, consequently, the tree
is a compact shape representation. The special properties
of BSPs are very useful in applications that need to perform
spatial queries on the primitives, such as for occlusion and
view frustum culling, and proximity or collision tests.
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moreAbstract
To overcome the limitations of triangle and point based surfaces
several authors have recently investigated surface representations
that are based on higher order primitives. Among these are
MPU, SLIM surfaces, dynamic skin surfaces and higher order isosurfaces.
Up to now these representations were not suitable for
interactive applications because of the lack of an efficient rendering
algorithm.
In this paper we close this gap for implicit surface representations
of degree two by developing highly optimized GPU implementations
of the raycasting algorithm. We investigate techniques
for fast incremental raycasting and cover per fragment and per
quadric backface culling. We apply the approaches to the rendering
of SLIM surfaces, quadratic iso-surfaces over tetrahedral meshes
and bilinear quadrilaterals. Compared to triangle based surface approximations
of similar geometric error we achieve only slightly
lower frame rates but with much higher visual quality due to the
quadratic approximation power of the underlying surfaces.
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        “Enhanced dynamic reflectometry for relightable free-viewpoint video,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2006-4-006, 2006.
    
moreAbstract
Free-Viewpoint Video of Human Actors allows photo-
realistic rendering of real-world people under novel viewing
conditions. Dynamic Reflectometry extends the concept of free-view point 
video
and allows rendering in addition under novel lighting
conditions. In this work, we present an enhanced method for capturing
human shape and motion as well as dynamic surface reflectance
properties from a sparse set of input video streams.
We augment our initial method for model-based relightable
free-viewpoint video in several ways. Firstly, a single-skin
mesh is introduced for the continuous appearance of the model.
Moreover an algorithm to detect and
compensate lateral shifting of textiles in order to improve
temporal texture registration is presented. Finally, a
structured resampling approach is introduced which enables
reliable estimation of spatially varying surface reflectance
despite a static recording setup.
The new algorithm ingredients along with the Relightable 3D
Video framework enables us to realistically reproduce the
appearance of animated virtual actors under different
lighting conditions, as well as to interchange surface
attributes among different people, e.g. for virtual
dressing. Our contribution can be used to create 3D
renditions of real-world people under arbitrary novel
lighting conditions on standard graphics hardware.
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moreAbstract
This paper tackles a particular shape matching problem: given a data base of 
shapes (described as triangular meshes), we search for all shapes which 
describe a human. We do so by applying a 3D face detection approach on the mesh 
which consists of three steps: first, a local symmetry value is computed for 
each vertex. Then, the symmetry values in a certain neighborhood of each vertex 
are analyzed for building sharp symmetry lines. Finally, the geometry around 
each vertex is analyzed to get further facial features like nose and forehead. 
We tested our approach with several shape data bases (e.g. the Princeton Shape 
Benchmark) and achieved high rates of correct face detection.
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moreAbstract
We present an approach to define shape deformations by constructing and 
interactively modifying C1 continuous time-dependent divergence-free vector 
fields. The deformation is obtained by a path line integration of the mesh 
vertices. This way, the deformation is volume-preserving, free of (local and 
global) self-intersections, feature preserving, smoothness preserving, and 
local. Different modeling metaphors support the approach which is able to 
modify the vector field on-the-fly according to the user input. The approach 
works at interactive frame rates for moderate mesh sizes, and the numerical 
integration preserves the volume with a high accuracy.
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moreAbstract
Computer aided design (CAD) and virtual reality (VR) are
becoming increasingly important tools for industrial design
applications. Unfortunately, there is a huge and growing gap
between what data CAD engineers are working on, what
rendering quality is needed by designers and executives to
faithfully judge a design variant, and what rendering
capabilities are offered by commonly available VR
frameworks. In particular, existing VR systems cannot
currently cope with the accuracy demanded by CAD engineers,
nor can they deliver the photo-realistic rendering quality
and reliability required by designers and decision makers.
 
In this paper, we describe a ray tracing based virtual
reality framework that closes these gaps. In particular, the
proposed system supports direct ray tracing of trimmed
freeform surfaces even for complex models of thousands of
patches, allows for accurately simulating reflections and
refraction for glass and car paint effects, offers support
for direct integration of measured materials via
bidirectional texture functions, and even allows for soft
environmental lighting from high dynamic range environment
maps. All of these effects can be delivered interactively,
and are demonstrated on a real-world industrial model, a
complete Mercedes C-Class car.
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capabilities are offered by commonly available VR
frameworks. In particular, existing VR systems cannot
currently cope with the accuracy demanded by CAD engineers,
nor can they deliver the photo-realistic rendering quality
and reliability required by designers and decision makers.
  
In this paper, we describe a ray tracing based virtual
reality framework that closes these gaps. In particular, the
proposed system supports direct ray tracing of trimmed
freeform surfaces even for complex models of thousands of
patches, allows for accurately simulating reflections and
refraction for glass and car paint effects, offers support
for direct integration of measured materials via
bidirectional texture functions, and even allows for soft
environmental lighting from high dynamic range environment
maps. All of these effects can be delivered interactively,
and are demonstrated on a real-world industrial model, a
complete Mercedes C-Class car.
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moreAbstract
In this paper we extract and visualize the topological skeleton of 
two-parameter-dependent vector fields. This kind of vector data depends on two 
parameter dimensions, for instance physical time and a scale parameter. We show 
that two important classes of local bifurcations – fold and Hopf bifurcations – 
build line structures for which we present an approach to extract them. 
Furthermore we show that new kinds of structurally stable local bifurcations 
exist for this data, namely fold-fold and Hopf-fold bifurcations. We present a 
complete classification of them. We apply our topological extraction method to 
analyze a number of two-parameter-dependent vector fields with different 
physical interpretations of the two additional dimensions.
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        “Towards Stable and Salient Multi-View Representation of 3D Shapes,” in IEEE International Conference on Shape Modeling and Applications 2006 (SMI 2006), 2006.
    
moreAbstract
An approach to automatically select stable and salient representative views of 
a given 3D object is proposed. Initially, a set of viewpoints are uniformly 
sampled from the surface of a bounding sphere. The sampled viewpoints are 
connected to their closest points to form a spherical graph in which each edge 
is weighted by a similarity measure between the two views from its incident 
vertices.  Partitions of similar views are obtained using a graph partitioning 
procedure and their ``centroids'' are considered to be their representative 
views. Finally, the views are ranked based on a saliency measure to form the 
object's representative views. This leads to a compact, human-oriented 2D 
description of a 3D object, and as such, is useful both for traditional 
applications like presentation and analysis of 3D
 shapes, and for emerging ones like indexing and retrieval in large shape 
repositories.
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moreAbstract
The majority of the existing techniques for surface reconstruction and the 
closely related problem of normal estimation are deterministic. Their main 
advantages are the speed and, given a reasonably good initial input, the high 
quality of the reconstructed surfaces. Nevertheless, their deterministic nature 
may hinder them from effectively handling incomplete data with noise and 
outliers. In our previous work [1], we applied a statistical technique, called 
ensembles, to the problem of surface reconstruction. We showed that an ensemble 
can improve the performance of a deterministic algorithm by putting it into a 
statistics based probabilistic setting. In this paper, with several 
experiments, we further study the suitability of ensembles in surface 
reconstruction, and also apply ensembles to normal estimation. We experimented 
with a widely used normal estimation technique [2] and Multi-level Partitions 
of Unity implicits for surface reconstruction [3], showing that normal and 
surface ensembles can successfully be combined to handle noisy point sets.


BibTeX
@inproceedings{SeidelYLLI2006,
TITLE = {Ensembles for Normal and Surface Reconstructions},
AUTHOR = {Yoon, Mincheol and Lee, Yunjin and Lee, Seungyong and Ivrissimtzis, Ioannis and Seidel, Hans-Peter},
EDITOR = {Kim, Myung-Soo and Shimada, Kenji},
LANGUAGE = {eng},
ISBN = {3-540-36711-X},
LOCALID = {Local-ID: C125675300671F7B-1FFB74D454097852C12572980033D598-SeidelYLLI2006},
PUBLISHER = {Springer},
YEAR = {2006},
DATE = {2006},
ABSTRACT = {The majority of the existing techniques for surface reconstruction and the closely related problem of normal estimation are deterministic. Their main advantages are the speed and, given a reasonably good initial input, the high quality of the reconstructed surfaces. Nevertheless, their deterministic nature may hinder them from effectively handling incomplete data with noise and outliers. In our previous work [1], we applied a statistical technique, called ensembles, to the problem of surface reconstruction. We showed that an ensemble can improve the performance of a deterministic algorithm by putting it into a statistics based probabilistic setting. In this paper, with several experiments, we further study the suitability of ensembles in surface reconstruction, and also apply ensembles to normal estimation. We experimented with a widely used normal estimation technique [2] and Multi-level Partitions of Unity implicits for surface reconstruction [3], showing that normal and surface ensembles can successfully be combined to handle noisy point sets.},
BOOKTITLE = {Geometric Modeling and Processing -- GMP 2006, 4th International Conference,},
PAGES = {17--33},
SERIES = {Lecture Notes in Computer Science},
VOLUME = {4077},
}

Endnote
%0 Conference Proceedings
%A Yoon, Mincheol
%A Lee, Yunjin
%A Lee, Seungyong
%A Ivrissimtzis, Ioannis
%A Seidel, Hans-Peter
%E Kim, Myung-Soo
%E Shimada, Kenji
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Ensembles for Normal and Surface Reconstructions : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-22B0-0
%F EDOC: 314602
%F OTHER: Local-ID: C125675300671F7B-1FFB74D454097852C12572980033D598-SeidelYLLI2006
%D 2006
%B Untitled Event
%Z date of event: 2006-07-26 - 
%C Pittsburgh, PA, USA
%X The majority of the existing techniques for surface reconstruction and the 
closely related problem of normal estimation are deterministic. Their main 
advantages are the speed and, given a reasonably good initial input, the high 
quality of the reconstructed surfaces. Nevertheless, their deterministic nature 
may hinder them from effectively handling incomplete data with noise and 
outliers. In our previous work [1], we applied a statistical technique, called 
ensembles, to the problem of surface reconstruction. We showed that an ensemble 
can improve the performance of a deterministic algorithm by putting it into a 
statistics based probabilistic setting. In this paper, with several 
experiments, we further study the suitability of ensembles in surface 
reconstruction, and also apply ensembles to normal estimation. We experimented 
with a widely used normal estimation technique [2] and Multi-level Partitions 
of Unity implicits for surface reconstruction [3], showing that normal and 
surface ensembles can successfully be combined to handle noisy point sets.
%B Geometric Modeling and Processing - GMP 2006, 4th International Conference,
%P 17 - 33
%I Springer
%@ 3-540-36711-X
%B Lecture Notes in Computer Science
%N 4077




	PuRe
	BibTeX

	


        1322
    
                Article
            
D4


        A. Yoshida, R. Mantiuk, K. Myszkowski, and H.-P. Seidel
    

        “Analysis of Reproducing Real-World Appearance on Displays of Varying Dynamic Range,” Computer Graphics Forum, vol. 25, 2006.
    
moreAbstract
We conduct a series of experiments to investigate the desired properties of a 
tone mapping operator (TMO) and to design such an operator based on subjective 
data. We propose a novel approach to the tone mapping problem, in which the 
tone mapping parameters are determined based on the data from subjective 
experiments, rather than an image processing algorithm or a visual model. To 
collect this data, a series of experiments are conducted in which the subjects 
adjust three generic TMO parameters: brightness, contrast and color saturation. 
In two experiments, the subjects are to find a) the most preferred image 
without a reference image (preference task) and b) the closest image to the 
real-world scene which the subjects are confronted with (fidelity task). We 
analyze subjects' choice of parameters to provide more intuitive control over 
the parameters of a tone mapping operator. Unlike most of the researched TMOs 
that focus on rendering for standard low dynamic range monitors, we consider a 
broad range of potential displays, each offering different dynamic range and 
brightness. We simulate capabilities of such displays on a high dynamic range 
(HDR) display. This allows us to address the question of how tone mapping needs 
to be adjusted to accommodate displays with drastically different dynamic 
ranges.
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moreAbstract
We conduct a series of experiments to investigate the desired properties of a 
tone mapping operator (TMO) and to design such an operator based on subjective 
data. We propose a novel approach to the tone mapping problem, in which the 
tone mapping is determined by the data from subjective experiments, rather than 
an image processing algorithm or a visual model. To collect such data, a series 
of experiments are conducted in which the subjects adjust three generic TMO 
parameters: brightness, contrast and color saturation. In two experiments, the 
subjects are to find a) the most preferred image without a reference image and 
b) the closest image to the real-world scene which the subjects are confronted 
with. The purpose of these experiments is to collect data for two rendering 
goals of a TMO: rendering the most preferred image and preserving the fidelity 
with the real world scene. The data provide an assessment for the most 
intuitive control over the tone mapping parameters. Unlike most of the 
researched TMOs that focus on rendering for standard low dynamic range 
monitors, we consider a broad range of potential displays, each offering 
different dynamic range and brightness. We simulate capabilities of such 
displays on a high dynamic range (HDR) monitor. This lets us address the 
question of whether tone mapping is needed for HDR displays.
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        “Smoothing by Example: Mesh Denoising by Averaging with Similarity-based Weights,” in IEEE International Conference on Shape Modeling and Applications 2006 (SMI 2006), 2006.
    
moreAbstract
In this paper, we propose a new and powerful mesh/soup denoising 
technique. Our approach is inspired by recent non-local image 
denoising schemes and naturally extends bilateral mesh smoothing 
methods. The main idea behind the approach is very simple.
A new position of vertex $P$ of a noisy mesh is obtained as 
a weighted mean of mesh vertices $Q$ with nonlinear weights 
reflecting a similarity between local neighborhoods of $P$ and $Q$.
We demonstrated that our technique outperforms recent 
state-of-the-art smoothing methods.
We also suggest a new approach for comparing different 
mesh/soup denoising methods.
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        “Curvilinear Spherical Parameterization,” in Shape Modeling International (SMI), 2006.
    
moreAbstract
We present an efficient approach for solving the spherical parameterization 
problem. The essence of the approach is to look for a solution in the 
curvilinear coordinate system, without requiring the additional spherical 
constraints usually needed in cartesian formulations. This setup allows us to 
take full advantage of some existing techniques originally developed for planar 
parameterization. Our results substantiate the efficiency of the method and 
confirm its robustness. Meshes of non-trivial geometry with tens of thousands 
of triangles are processed in a few seconds, always yielding bijective maps. 
This computational achievement bridges a so far wide gap in performance between 
spherical and planar parameterization.
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        “Target Calibration and Tracking Using Conformal Geometric Algebra,” in Advances in Image and Video Technology, First Pacific Rim Symposium, PSIVT 2006, 2006.
    
moreAbstract
This paper is about real-time refinement of the 3D positions of a large number 
of stationary point-targets from a sequence of 2D images which are taken by a 
hand-held, calibrated camera group. To cope with the large data quantity 
arriving rapidly, an efficient iterative algorithm was developed. The problem 
and solution are expressed entirely within the computational framework of 
conformal geometric algebra. The iterative solution requires a pose estimation 
step of which two strategies are investigated. Experiments are performed to 
evaluate the algorithm based on synthetic and real data.
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        “On-the-fly Point Clouds through Histogram Pyramids,” in 11th International Fall Workshop on Vision, Modeling and Visualization 2006 (VMV2006), 2006.
    
moreAbstract
Image Pyramids, as created during a reduction process of 2D image maps, are 
frequently used in porting non-local algorithms to graphics hardware. A 
Histogram pyramid (short: HistoPyramid), a special version of  image pyramid, 
collects the number of active entries in a 2D image. We show how a HistoPyramid 
can be utilized as an implicit indexing data structure, allowing us to convert 
a sparse 3D volume into a point cloud entirely on the graphics hardware. In the 
generalized form, the algorithm reduces a highly sparse matrix with N elements 
to a list of its M active entries in O(N) + M (log N) steps, despite the 
restricted graphics hardware architecture. Our method can be used to deliver 
new and unusual visual effects, such as particle explosions of arbitrary 
geometry models. Beyond this, the algorithm is able to accelerate feature 
detection, pixel classification and binning, and enable high-speed sparse 
matrix compression.
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moreAbstract
Image Pyramids are frequently used in porting non-local algorithms to graphics
hardware. A Histogram pyramid (short: HistoPyramid), a special version
of image pyramid, sums up the number of active entries in a 2D
image hierarchically. We show how a HistoPyramid can be utilized as an implicit indexing data
structure, allowing us to convert a sparse matrix into a coordinate list
of active cell entries (a point list) on graphics hardware . The algorithm
reduces a highly sparse matrix with N elements to a list of its M active
entries in O(N) + M (log N) steps, despite the restricted graphics
hardware architecture. Applications are numerous, including feature
detection, pixel classification and binning, conversion of 3D volumes to
particle clouds and sparse matrix compression.
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        “Volumetric Reconstruction, Compression and Rendering of Natural Phenomena from Multi-Video Data,” in Volume graphics 2005 : Eurographics/IEEE VGTC workshop proceedings ; Fourth International Workshop on Volume Graphics, 2005.
    
moreAbstract
\begin{abstract}
Lately, new methods for the acquisition of time-varying, volumetric data for 
photo-realistic rendering of semi-transparent, volumetric 
phenomena like fire and smoke have been developed. This paper presents a 
wavelet-coding and rendering approach for these volumetric sequences that 
exploits spatial as well as temporal coherence in the data. A space 
partitioning tree 
allows for efficient storage and real-time rendering of dynamic, volumetric 
data on
common PC hardware.
 
\end{abstract}
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allows for efficient storage and real-time rendering of dynamic, volumetric 
data on
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        “Faces and Hands: Modeling and Animating Anatomical and Photorealistic Models with Regard to the Communicative Competence of Virtual Humans,” Universität des Saarlandes, Saarbrücken, 2005.
    
moreAbstract
In order to be believable, virtual human characters must be able to 
communicate in a human-like fashion realistically. This dissertation 
contributes to improving and automating several aspects of virtual 
conversations.
We have proposed techniques to add non-verbal speech-related facial 
expressions to audiovisual speech, such as head nods for of emphasis. 
During conversation, humans experience shades of emotions much more frequently 
than the strong Ekmanian basic emotions. This prompted us to develop a method 
that interpolates between facial expressions of emotions to create new ones 
based on an emotion model.
In the area of facial modeling, we have presented a system to generate 
plausible 3D face models from vague mental images. It makes use of a morphable 
model of faces and exploits correlations among facial features.
The hands also play a major role in human communication. Since the basis for 
every realistic animation of gestures must be a convincing model of the hand, 
we devised a physics-based anatomical hand model, where a hybrid muscle model 
drives the animations. The model was used to visualize complex hand movement 
captured using multi-exposure photography.
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moreAbstract
We propose a fully automatic and  view-independent computational
procedure for detecting salient curvature extrema in range data. 
Our method consists of two major steps: (1) smoothing given range data 
by applying a nonlinear diffusion of normals with automatic thresholding;
(2) using a Canny-like non-maximum suppression and hysteresis thresholding
operations for detecting crease pixels. A delicate analysis of curvature
extrema properties allows us to make those Canny-like image processing 
operations orientation-independent. The detected patterns of creases
can be considered as ``shape fingerprints''. The proposed method can be
potentially used for shape recognition, quality evaluation, and matching
purposes.
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moreAbstract
In this paper, we present several methods that can greatly improve
image quality when using the shadow mapping algorithm. Shadow artifacts 
introduced
by shadow mapping are mainly due to low resolution shadow maps and/or the
limited numerical precision used when performing the shadow test. These problems
especially arise when the light source’s viewing frustum, from which the shadow 
map
is generated, is not adjusted to the actual camera view. We show how a 
tight-fitting
frustum can be computed such that the shadow mapping algorithm concentrates
on the visible parts of the scene and takes advantage of nearly the full 
available
precision. Furthermore, we recommend uniformly spaced depth values in contrast
to perspectively spaced depths in order to equally sample the scene seen from 
the
light source.
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        “Reconstructing Human Shape and Motion from Multi-View Video,” in 2nd European Conference on Visual Media Production (CVMP), 2005.
    
moreAbstract
In model-based free-viewpoint video, a detailed representation of the 
time-varying geometry of a real-word scene is used to generate renditions of it 
from novel viewpoints. In this paper, we present a method for reconstructing 
such a dynamic geometry model of a human actor from multi-view video. In a 
two-step procedure, first the spatio-temporally consistent shape and poses of a 
generic human body model are estimated by means of a silhouette-based 
analysis-by-synthesis method. In a second step, subtle details in surface 
geometry that are specific to each particular time step are recovered by 
enforcing a color-consistency criterion.  By this means, we generate a 
realistic representation of the time-varying geometry of a moving person that 
also reproduces these dynamic surface variations.
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        “Large-scale CAD Model Visualization on a Scalable Shared-memory Architecture,” in Vision, Modeling, and Visualization 2005 (VMV 2005), Erlangen, Germany, 2005.
    
moreAbstract
In this work we propose a novel approach for realistic fire animation and 
manipulation. We apply a statistical learning method to an image sequence of a 
real-world flame to jointly capture flame motion and appearance 
characteristics. A low-dimensional generic flame model is then robustly matched 
to the video images. The model parameter values are used as input to drive an 
Expectation-Maximization algorithm to learn an {\em auto regressive process} 
with respect to flame dynamics. The generic flame model and the trained motion 
model enable us to synthesize new, unique flame sequences of arbitrary length 
in real-time.
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        “Robust and numerically stable Bézier clipping method for ray tracing NURBS surfaces,” in SCCG ’05: Proceedings of the 21st spring conference on Computer graphics, 2005.
    
moreAbstract
Raytracing has become a popular method for generating realistic images and 
movies. The progress in hardware development shows that the real time 
raytracing on a single PC might be possible in the ongoing future. Obviously, 
that new generation of raytracing based applications will require more 
visualization precision and flexibility. Most of the modern raytracing based 
applications only deal with triangles as basic primitives, which brings 
limitations to an application and may cause visual artifacts to appear. NURBS 
surface representation is common for most of 3D modeling tools because of its 
compactness and useful geometric properties of NURBS surfaces. Using the direct 
raytracing NURBS surfaces, one can achieve better quality of rendered images. 
Although, many such approaches have already been presented, almost all of them 
suffer from numerical problems or do not work in some special cases. This paper 
presents a modified Bézier clipping method for finding ray - NURBS surface 
intersection points, which is fast, robust, and numerically stable.
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        F. Enders, N. Sauber, D. Merhof, P. Hastreiter, C. Nimsky, and M. Stamminger
    

        “Visualization of White Matter Tracts with Wrapped Streamlines,” in IEEE Visualization 2005 (VIS 2005), 2005.
    
moreAbstract
Diffusion tensor imaging is a magnetic resonance imaging method
which has gained increasing importance in neuroscience and especially in 
neurosurgery. It acquires diffusion properties represented by a symmetric 2nd 
order tensor for each voxel in the gathered dataset. From the medical point of 
view, the data is of special
interest due to different diffusion characteristics of varying brain tissue 
allowing conclusions about the underlying structures such as white matter 
tracts. An obvious way to visualize this data is
to focus on the anisotropic areas using the major eigenvector for
tractography and rendering lines for visualization of the simulation results. 
Our approach extends this technique to avoid line representation since lines 
lead to very complex illustrations and furthermore
are mistakable. Instead, we generate surfaces wrapping bundles of
lines. Thereby, a more intuitive representation of different tracts is 
achieved.
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        “Solving Geometric Problems using Subdivision Methods and Range Analysis,” in Mathematical Methods for Curves and Surfaces: Tromso 2004, M. Daehlen, K. Morken, and L. Schumaker, Eds. Brentwood, USA: Nashboro Press, 2005.
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        M. Fenchel, S. Gumhold, and H.-P. Seidel
    

        “Dynamic Surface Reconstruction from 4D-MR Images,” in Vision, Modeling, and Visualization 2005 (VMV 2005), Erlangen, Germany, 2005.
    
moreAbstract
In this work we propose a novel approach for realistic fire animation and 
manipulation. We apply a statistical learning method to an image sequence of a 
real-world flame to jointly capture flame motion and appearance 
characteristics. A low-dimensional generic flame model is then robustly matched 
to the video images. The model parameter values are used as input to drive an 
Expectation-Maximization algorithm to learn an {\em auto regressive process} 
with respect to flame dynamics. The generic flame model and the trained motion 
model enable us to synthesize new, unique flame sequences of arbitrary length 
in real-time.
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        “An Empirical Model for Heterogeneous Translucent Objects,” in SIGGRAPH 2005 Sketches, 2005.
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        “An emperical model for heterogeneous translucent objects,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2005-4-006, 2005.
    
moreAbstract
We introduce an empirical model for multiple scattering in heterogeneous 
translucent objects for which classical approximations such as the 
dipole approximation to the di usion equation are no longer valid. 
Motivated by the exponential fall-o of scattered intensity with 
distance, di use subsurface scattering is represented as a sum of 
exponentials per surface point plus a modulation texture. Modeling 
quality can be improved by using an anisotropic model where exponential 
parameters are determined per surface location and scattering direction. 
We validate the scattering model for a set of planar object samples 
which were recorded under controlled conditions and quantify the 
modeling error. Furthermore, several translucent objects with complex 
geometry are captured and compared to the real object under similar 
illumination conditions.
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We validate the scattering model for a set of planar object samples 
which were recorded under controlled conditions and quantify the 
modeling error. Furthermore, several translucent objects with complex 
geometry are captured and compared to the real object under similar 
illumination conditions.
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        “Bayesian Relighting,” in Rendering Techniques 2005: Eurographics Symposium on Rendering, 2005.
    
moreAbstract
We present a simple method for relighting real objects viewed from a 
  fixed camera position.  Instead of setting up a calibrated
  measurement device, such as a light stage, we manually sweep a spotlight
  over the walls of a white room, illuminating the object indirectly.
  In contrast
  to previous methods, we use arbitrary and unknown angular distributions of
  incoming light. Neither the incident light nor the reflectance function
  need to be represented explicitly in our approach.\\
%
  The new method relies on images of a probe object, for instance a black
  snooker ball, placed near the target object.  Pictures of the probe in a novel
  illumination are decomposed into a linear combination of measured images of
  the probe.  Then, a linear combination of images of the target object with the
  same coefficients produces a synthetic image with the new illumination.  We
  use a simple Bayesian approach to find the most plausible output image, given
  the picture of the probe and the statistics
  observed in the dataset of samples.\\
%
  Our results for a variety of novel illuminations, including synthetic lighting
  by relatively narrow light sources as well as natural illuminations, 
  demonstrate that the new technique is a
  useful, low cost alternative to existing techniques for a broad range of
  objects and materials.
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        “Reflectance from Images: A Model-Based Approach for Human Faces,” IEEE Transactions on Visualization and Computer Graphics, vol. 11, 2005.
    
moreAbstract
In this paper, we present an image-based framework that acquires
  the reflectance properties of a human face. 
  A range scan of the face is not required.
  Based on a morphable face model, the system estimates the 3D
  shape, and establishes point-to-point correspondence across images taken from
  different viewpoints, and across different individuals' faces.
% 
  This provides a common parameterization of all reconstructed surfaces that can
  be used to compare and transfer BRDF data between different faces.  Shape
  estimation from images compensates deformations of the face during the
  measurement process, such as facial expressions.
 
  In the common parameterization, regions of homogeneous materials on the face
  surface can be defined a-priori. We apply analytical BRDF models to express
  the reflectance properties of each region, and we estimate their parameters in
  a least-squares fit from the image data.  For each of the surface points, the
  diffuse component of the BRDF is locally refined, which provides high detail.
%   
  We present results for multiple analytical BRDF models, rendered at novel
  orientations and lighting conditions.


BibTeX
@article{Fuchs2005a,
TITLE = {Reflectance from Images: A Model-Based Approach for Human Faces},
AUTHOR = {Fuchs, Martin and Blanz, Volker and Lensch, Hendrik P. A. and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {1077-2626},
LOCALID = {Local-ID: C125675300671F7B-40B8185E1038C225C1256FAF003BD72B-Fuchs2005a},
YEAR = {2005},
DATE = {2005},
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        “Reflectance from images: a model-based approach for human faces,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2005-4-001, 2005.
    
moreAbstract
In this paper, we present an image-based framework that acquires the 
reflectance properties of a human face. A range scan of the face is not 
required.
 
Based on a morphable face model, the system estimates the 3D
shape, and establishes point-to-point correspondence across images taken 
from different viewpoints, and across different individuals' faces.
This provides a common parameterization of all reconstructed surfaces 
that can be used to compare and transfer BRDF data between different 
faces. Shape estimation from images compensates deformations of the face 
during the measurement process, such as facial expressions.
 
In the common parameterization, regions of homogeneous materials on the 
face surface can be defined a-priori. We apply analytical BRDF models to 
express the reflectance properties of each region, and we estimate their 
parameters in a least-squares fit from the image data. For each of the 
surface points, the diffuse component of the BRDF is locally refined, 
which provides high detail.
 
We present results for multiple analytical BRDF models, rendered at 
novelorientations and lighting conditions.
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face surface can be defined a-priori. We apply analytical BRDF models to 
express the reflectance properties of each region, and we estimate their 
parameters in a least-squares fit from the image data. For each of the 
surface points, the diffuse component of the BRDF is locally refined, 
which provides high detail.
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moreAbstract
Inverse kinematics is commonly applied to compute the resulting movement of an
  avatar for a prescribed target pose. The motion path computed by
  inverse kinematics, however, often differs from the expected or desired
  result due to an underconstrained parameter space of the degrees-of-freedom
  of all joints. In such cases, it is necessary to introduce additional
  constraints, for instance by locking a joint's position and/or rotation.
  We present a method to fix a joint in terms of position and/or rotation 
  and explain how to incorporate these constraints into the inverse
  kinematics solution.
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moreAbstract
The outside appearance of cars is mostly defined through only two distinct 
materials -- glass and car paint. While glass can rather easily be simulated by 
the simple physical laws of reflection and refraction, modeling car paint is 
more challenging.
 
In this paper we present a framework for the efficient acquisition and 
realistic rendering of real-world car paint. This is achieved by building an 
easy-to-reproduce measuring setup, fitting the measured data to a general BRDF 
model for car paint, adding a component for simulating the sparkling effect of 
metallic paints, and rendering using a specially designed shader in a realtime 
ray tracer.
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moreAbstract
We present a physically based approach to compute the colors of the sky during 
the twilight period before sunrise and after sunset.  The simulation is based 
on the theory of light scattering by small particles. A realistic atmosphere 
model is assumed, consisting of air molecules, aerosols, and water.  Air 
density, aerosols, and relative humidity vary with altitude. In addition, the 
aerosol component varies in composition and particle size distribution. This 
allows us to realistically simulate twilight phenomena for a wide range of 
different climate conditions. Besides considering multiple Rayleigh and Mie 
scattering, we take into account wavelength-dependent refraction of direct 
sunlight as well as the shadow of the Earth.  Incorporating several 
optimizations into the radiative transfer simulation, a photo-realistic 
hemispherical twilight sky is computed in less than two hours on a conventional 
PC. The resulting radiometric data is useful, for instance, for high-dynamic 
range environment mapping, outdoor global illumination calculations, mesopic 
vision research and optical aerosol load probing.
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moreAbstract
We present an interactive system for fully dynamic scene lighting using 
captured high dynamic range (HDR) video environment maps. The key component of 
our system is an algorithm for efficient decomposition of HDR video environment 
map captured over hemisphere into a set of representative directional light 
sources, which can be used for the direct lighting computation with shadows 
using graphics hardware. The resulting lights exhibit good temporal coherence 
and their number can be adaptively changed to keep a constant framerate while 
good spatial distribution (stratification) properties are maintained. We can 
handle a large number of light sources with shadows using a novel technique 
which reduces the cost of BRDF-based shading and visibility computations. We 
demonstrate the use of our system in a mixed reality application in which real 
and synthetic objects are illuminated by consistent lighting at interactive 
framerates.
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moreAbstract
We discuss the validation of BTF data measurements by means used for BRDF 
measurements. First, we show how to apply the Helmholtz reciprocity and 
isotropy for a single data set. Second, we discuss a cross-validation for BRDF 
measurement data obtained from two different measurement setups, where the 
measurements are not calibrated or the level of accuracy is not known. We show 
the practical problems encountered and the solutions we have used to validate 
physical setup for four material samples. We describe a novel coordinate system 
suitable for resampling the BRDF data from one data set to another data set. 
Further, we show how the perceptually uniform color space CIELab is used for 
cross-comparison of BRDF data measurements, which were not calibrated.
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moreAbstract
We describe a novel data structure for representing light transport called ray 
map. The ray map extends the concept of photon maps: it stores not only photon 
impacts but the whole photon paths. We demonstrate the utility of ray maps for 
global illumination by eliminating boundary bias and reducing topological bias 
of density estimation in global illumination. Thanks to the elimination of 
boundary bias we could use ray maps for fast direct visualization with the 
image quality being close to that obtained by the expensive final gathering 
step. We describe in detail our implementation of the ray map using a lazily 
constructed kD-tree. We also present several optimizations bringing the ray map 
query performance close to the performance of the photon map.
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moreAbstract
We present a new algorithm for computing indirect illumination based on density 
estimation similarly to photon mapping. We accelerate the search for final 
gathering by reorganizing the computation in the reverse order. We use two 
trees that organize spatially not only the position of photons but also the 
position of final gather rays. The achieved speedup is algorithmic, the 
performance improvement takes advantage of logarithmic complexity of searching 
in trees. The algorithm requires almost no user settings unlike many known 
acceleration techniques for photon mapping. The image quality is the same as 
for traditional photon mapping with final gathering, since the algorithm does 
not approximate or interpolate. Optionally, the algorithm can be combined with 
other techniques such as density control and importance sampling. The algorithm 
creates a coherent access pattern to the main memory. This further improves on 
performance and also allows us to use efficient external data structures to 
alleviate the increased memory requirements.
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moreAbstract
We discuss the validation of BTF data measurements by means used for BRDF 
measurements. First, we show how to apply the Helmholtz reciprocity and 
isotropy for a single data set. Second, we discuss a cross-validation for BRDF 
measurement data obtained from two different measurement setups, where the 
measurements are not calibrated or the level of accuracy is not known. We show 
the practical problems encountered and the solutions we have used to validate 
physical setup for four material samples. We describe a novel coordinate system 
suitable for resampling the BRDF data from one data set to another data set. 
Further, we show how the perceptually uniform color space CIELab is used for 
cross-comparison of BRDF data measurements, which were not calibrated.
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moreAbstract
We consider applications of clustering techniques, Mean Shift and
Self-Organizing Maps, to surface reconstruction (meshing) from
scattered point data and review a novel kernel-based clustering
method.
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moreAbstract
We study a polygonal decomposition of the 1-ring neighborhood of a 
quadrilateral mesh. This decomposition corresponds to the eigenvectors of a 
matrix with circulant blocks, thus, it is suitable for the study of subdivision 
schemes. First, we calculate the extent of the local mesh area we have to 
consider in order to get a geometrically meaningful decomposition. Then we 
concentrate on the Catmull-Clark scheme and decompose the 1-ring neighborhood 
into 2n planar 2n-gons, which under subdivision scheme transform into 4n planar 
n-gons coming in pairs of coplanar polygons and quadruples of parallel 
polygons. We calculate the eigenvalues and eigenvectors of the transformations 
of these configurations showing their relation with the tangent plane and the 
curvature properties of the subdivision surface. Using direct computations on 
circulant-block matrices we show how the same eigenvalues can be analytically 
deduced from the subdivision matrix.
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moreAbstract
Tremendous progress in the development and accessibility of high dynamic range 
(HDR) technology that has happened just recently results in fast proliferation 
of HDR synthetic image sequences and captured HDR video. When properly 
processed, such HDR data can lead to very convincing and realistic results even 
when presented on traditional low dynamic range (LDR) display devices. This 
requires real-time local contrast compression (tone mapping) with simultaneous 
modeling of important in HDR image perception effects such as visual acuity, 
glare, day and night vision. We propose a unified model to include all those 
effects into a common computational framework, which enables an efficient 
implementation on currently available graphics hardware. We develop a post 
processing module which can be added as the final stage of any real-time 
rendering system, game engine, or digital video player, which enhances the 
realism and believability of displayed image streams.
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moreAbstract
Tremendous progress in the development and accessibility of high dynamic range 
(HDR) technology that has happened just recently results in fast proliferation 
of HDR synthetic image sequences and captured HDR video. When properly 
processed, such HDR data can lead to very convincing and realistic results even 
when presented on traditional low dynamic range (LDR) display devices. This 
requires real-time local contrast compression (tone mapping) with simultaneous 
modeling of important in HDR image perception effects such as visual acuity, 
glare, day and night vision. We propose a unified model to include all those 
effects into a common computational framework, which enables an efficient 
implementation on currently available graphics hardware. We develop a post 
processing module which can be added as the final stage of any real-time 
rendering system, game engine, or digital video player, which enhances the 
realism and believability of displayed image streams.
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moreAbstract
Accurate estimations of geometric properties of a surface (a curve) from
its discrete approximation are important for many computer graphics and
computer vision applications.
To assess and improve the quality of such an approximation we assume 
that the
smooth surface (curve) is known in general form. Then we can represent the
surface (curve) by a Taylor series expansion
and compare its geometric properties with the corresponding discrete 
approximations. In turn
we can either prove convergence of these approximations towards the true 
properties
as the edge lengths tend to zero, or we can get hints how
to eliminate the error.
In this report we propose and study discrete schemes for estimating
the curvature and torsion of a smooth 3D curve approximated by a polyline.
Thereby we make some interesting findings about connections between 
(smooth) classical curves
and certain estimation schemes for polylines.
Furthermore, we consider several popular schemes for estimating the 
surface normal
of a dense triangle mesh interpolating a smooth surface,
and analyze their asymptotic properties.
Special attention is paid to the mean curvature vector, that 
approximates both,
normal direction and mean curvature. We evaluate a common discrete 
approximation and
show how asymptotic analysis can be used to improve it.
 
It turns out that the integral formulation of the mean curvature
\begin{equation*}
H = \frac{1}{2 \pi} \int_0^{2 \pi} \kappa(\phi) d\phi,
\end{equation*}
can be computed by an exact quadrature formula.
The same is true for the integral formulations of Gaussian curvature and 
the Taubin tensor.
The exact quadratures are then used to obtain reliable estimates
of the curvature tensor of a smooth surface approximated by a dense triangle
mesh. The proposed method is fast and often demonstrates a better 
performance
than conventional curvature tensor estimation approaches. We also show 
that the curvature tensor approximated by
our approach converges towards the true curvature tensor as the edge 
lengths tend to zero.
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that the
smooth surface (curve) is known in general form. Then we can represent the
surface (curve) by a Taylor series expansion
and compare its geometric properties with the corresponding discrete 
approximations. In turn
we can either prove convergence of these approximations towards the true 
properties
as the edge lengths tend to zero, or we can get hints how
to eliminate the error.
In this report we propose and study discrete schemes for estimating
the curvature and torsion of a smooth 3D curve approximated by a polyline.
Thereby we make some interesting findings about connections between 
(smooth) classical curves
and certain estimation schemes for polylines.
Furthermore, we consider several popular schemes for estimating the 
surface normal
of a dense triangle mesh interpolating a smooth surface,
and analyze their asymptotic properties.
Special attention is paid to the mean curvature vector, that 
approximates both,
normal direction and mean curvature. We evaluate a common discrete 
approximation and
show how asymptotic analysis can be used to improve it.

It turns out that the integral formulation of the mean curvature
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H = \frac{1}{2 \pi} \int_0^{2 \pi} \kappa(\phi) d\phi,
\end{equation*}
can be computed by an exact quadrature formula.
The same is true for the integral formulations of Gaussian curvature and 
the Taubin tensor.
The exact quadratures are then used to obtain reliable estimates
of the curvature tensor of a smooth surface approximated by a dense triangle
mesh. The proposed method is fast and often demonstrates a better 
performance
than conventional curvature tensor estimation approaches. We also show 
that the curvature tensor approximated by
our approach converges towards the true curvature tensor as the edge 
lengths tend to zero.
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moreAbstract
Accurate estimations of geometric properties of a smooth curve from its 
discrete approximation are important for many computer graphics and computer 
vision applications. To assess and improve the quality of such an 
approximation, we assume that the curve is known in general form. Then we can 
represent the curve by a Taylor series expansion and compare its geometric 
properties with the corresponding discrete approximations. In turn we can 
either prove convergence of these approximations towards the true properties as 
the edge lengths tend to zero, or we can get hints on how to eliminate the 
error. In this paper, we propose and study discrete schemes for estimating 
tangent and normal vectors as well as for estimating curvature and torsion of a 
smooth 3D curve approximated by a polyline. Thereby we make some interesting 
findings about connections between (smooth) classical curves and certain 
estimation schemes for polylines.


BibTeX
@inproceedings{LangerSCCG05,
TITLE = {Asymptotic Analysis of Discrete Normals and Curvatures of Polylines},
AUTHOR = {Langer, Torsten and Belyaev, Alexander and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {80-223-2057-9},
LOCALID = {Local-ID: C125675300671F7B-519A2B2A83342C3AC12571920048876E-LangerSCCG05},
PUBLISHER = {ACM},
YEAR = {2005},
DATE = {2005},
ABSTRACT = {Accurate estimations of geometric properties of a smooth curve from its discrete approximation are important for many computer graphics and computer vision applications. To assess and improve the quality of such an approximation, we assume that the curve is known in general form. Then we can represent the curve by a Taylor series expansion and compare its geometric properties with the corresponding discrete approximations. In turn we can either prove convergence of these approximations towards the true properties as the edge lengths tend to zero, or we can get hints on how to eliminate the error. In this paper, we propose and study discrete schemes for estimating tangent and normal vectors as well as for estimating curvature and torsion of a smooth 3D curve approximated by a polyline. Thereby we make some interesting findings about connections between (smooth) classical curves and certain estimation schemes for polylines.},
BOOKTITLE = {SCCG '05: Proceedings of the 21st spring conference on Computer graphics},
PAGES = {229--232},
}

Endnote
%0 Conference Proceedings
%A Langer, Torsten
%A Belyaev, Alexander
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Asymptotic Analysis of Discrete Normals and Curvatures of Polylines : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-25CC-9
%F EDOC: 279006
%F OTHER: Local-ID: C125675300671F7B-519A2B2A83342C3AC12571920048876E-LangerSCCG05
%I ACM
%D 2005
%B Untitled Event
%Z date of event: 2005-05-12 - 
%C Budmerice, Slovakia
%X Accurate estimations of geometric properties of a smooth curve from its 
discrete approximation are important for many computer graphics and computer 
vision applications. To assess and improve the quality of such an 
approximation, we assume that the curve is known in general form. Then we can 
represent the curve by a Taylor series expansion and compare its geometric 
properties with the corresponding discrete approximations. In turn we can 
either prove convergence of these approximations towards the true properties as 
the edge lengths tend to zero, or we can get hints on how to eliminate the 
error. In this paper, we propose and study discrete schemes for estimating 
tangent and normal vectors as well as for estimating curvature and torsion of a 
smooth 3D curve approximated by a polyline. Thereby we make some interesting 
findings about connections between (smooth) classical curves and certain 
estimation schemes for polylines.
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moreAbstract
Accurate estimations of geometric properties of a surface from
its discrete approximation are important for many computer graphics and
geometric modeling applications. 
In this paper,
we derive exact quadrature formulae for mean curvature,
Gaussian curvature, and the Taubin integral representation of the curvature 
tensor.
The exact quadratures are then used to obtain reliable estimates 
of the curvature tensor of a smooth surface approximated by a dense triangle
mesh. The proposed method is fast and
easy to implement. It is highly competitive with 
conventional curvature tensor estimation approaches.
 
Additionally, we show that the curvature tensor approximated as proposed by us
converges towards the true curvature tensor as the edge lengths tend to zero.
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moreAbstract
Accurate estimations of geometric properties of a smooth curve from
its discrete approximation are important for many computer graphics and
computer vision applications. 
To assess and improve the quality of such an approximation, we assume that the
curve is known in general form. Then we can represent the
curve by a Taylor series expansion
and compare its geometric properties with the corresponding discrete 
approximations. In turn
we can either prove convergence of these approximations towards the true 
properties
as the edge lengths tend to zero, or we can get hints on how
to eliminate the error.
In this paper, we propose and study discrete schemes for estimating tangent and 
normal vectors as well as
for estimating curvature and torsion of a smooth 3D curve approximated by a 
polyline.
Thereby we make some interesting findings about connections between (smooth) 
classical curves
and certain estimation schemes for polylines.
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we can either prove convergence of these approximations towards the true 
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as the edge lengths tend to zero, or we can get hints on how
to eliminate the error.
In this paper, we propose and study discrete schemes for estimating tangent and 
normal vectors as well as
for estimating curvature and torsion of a smooth 3D curve approximated by a 
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moreAbstract
This thesis discusses fast novel view synthesis from multiple images taken
from different viewpoints. We propose several new algorithms that take advantage
of modern graphics hardware to create novel views. Although different approaches
are explored, one geometry representation, the visual hull, is employed
throughout our work.
First the visual hull plays an auxiliary role and assists in reconstruction of
depth maps that are utilized for novel view synthesis. Then we treat the visual
hull as the principal geometry representation of scene objects. A 
hardwareaccelerated
approach is presented to reconstruct and render visual hulls directly
from a set of silhouette images. The reconstruction is embedded in the rendering
process and accomplished with an alpha map trimming technique. We go on by
combining this technique with hardware-accelerated CSG reconstruction to improve
the rendering quality of visual hulls. Finally, photometric information is
exploited to overcome an inherent limitation of the visual hull. All algorithms
are implemented on a distributed system. Novel views are generated at 
interactive
or real-time frame rates.
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moreAbstract
Variational techniques are a popular approach for reconstructing the surface of 
an object. In previous work, the surface is represented either implicitly by 
the use of level sets or explicitly as a triangle mesh. In this work, we choose 
a point-based surface representation. The rational behind is that the lack of 
topology information in point-based models makes it easier to handle 
topological changes occurring during the reconstruction. 
    \par
    We first describe our approach for synthetic objects whose geometry is 
precisely known. We then transfer this method to real world data and describe 
the modified algorithm in detail.
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topological changes occurring during the reconstruction. 
    \par
    We first describe our approach for synthetic objects whose geometry is 
precisely known. We then transfer this method to real world data and describe 
the modified algorithm in detail.




	PuRe
	BibTeX

	


        1386
    
                Article
            
D4


        Y. Lipman, O. Sorkine, M. Alexa, D. Cohen-Or, D. Levin, C. Rössl, and H.-P. Seidel
    

        “Laplacian Framework for Interactive Mesh Editing,” International Journal of Shape Modeling, vol. 11, 2005.
    
moreAbstract
Recent works in geometric modeling show the advantage of local differential 
coordinates in various surface processing applications. In this paper we review 
recent methods that advocate surface representation via differential 
coordinates as a basis to interactive mesh editing. One of the main challenges 
in editing a mesh is to retain the visual appearance of the surface after 
applying various modifications. The differential coordinates capture the local 
geometric details and therefore are a natural surface representation for 
editing applications. The coordinates are obtained by applying a linear 
operator to the mesh geometry. Given suitable deformation constraints, the mesh 
geometry is reconstructed from the differential representation by solving a 
sparse linear system. The differential coordinates are not rotation-invariant 
and thus their rotation must be explicitly handled in order to retain the 
correct orientation of the surface details. We review two methods for computing 
the local rotations: the first estimates them heuristically using a deformation 
which only preserves the underlying smooth surface, and the second estimates 
the rotations implicitly through a variational representation of the problem.
 
We show that the linear reconstruction system can be solved fast enough to 
guarantee interactive response time thanks to a precomputed factorization of 
the coefficient matrix. We demonstrate that this approach enables to edit 
complex meshes while retaining the shape of the details in their natural 
orientation.
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moreAbstract
New imaging and rendering systems commonly use physically accurate
  lighting information in the form of high-dynamic range (HDR) images
  and video. HDR images contain actual colorimetric or physical
  values, which can span 14 orders of magnitude, instead of 8-bit
  renderings, found in standard images. The additional precision and
  quality retained in HDR visual data is necessary to display images
  on advanced HDR display devices, capable of showing contrast of
  50,000:1, as compared to the contrast of 700:1 for LCD displays.
  With the development of high-dynamic range visual techniques comes a
  need for an automatic visual quality assessment of the resulting
  images.
 
  In this paper we propose several modifications to the Visual
  Difference Predicator (VDP). The modifications improve the
  prediction of perceivable differences in the full visible range of
  luminance and under the adaptation conditions corresponding to real
  scene observation. The proposed metric takes into account the
  aspects of high contrast vision, like scattering of the light in the
  optics (OTF), nonlinear response to light for the full range of
  luminance, and local adaptation. To calibrate our HDR~VDP we perform
  experiments using an advanced HDR display, capable of displaying the
  range of luminance that is close to that found in real scenes.
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moreAbstract
In this work we propose a framework for image processing in a visual
  response space, in which contrast values directly correlate with
  their visibility in an image. Our framework involves a
  transformation of an image from luminance space to a pyramid of
  low-pass contrast images and then to the visual response space.
  After modifying response values, the transformation can be reversed
  to produce the resulting image. To predict the visibility of
  suprathreshold contrast, we derive a transducer function for the
  full range of contrast levels that can be found in High Dynamic
  Range images. We show that a complex contrast compression operation,
  which preserves textures of small contrast, is reduced to a linear
  scaling in the proposed visual response space.
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moreAbstract
A quasi-interpolation method for quadratic piecewise polynomials in three
variables is described which can be used for the efficient reconstruction and
visualization of gridded volume data. We analyze the smoothness
properties of the trivariate splines. We prove that the splines yield nearly
optimal approximation order while simultaneously its piecewise derivatives
provide optimal approximation of the derivatives of smooth functions.
The constants of the corresponding error bounds are given explicitly.
Numerical tests confirm the results and the efficiency
of the method.
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moreAbstract
We propose a new surface representation delivering
an accurate approximation to a set of points scattered over 
a smooth surface by {\bf S}parse {\bf L}ow-degree {\bf IM}plicits 
({\bf SLIM}). The SLIM surface representation consists of a sparse 
multi-scale set of nonconforming surface primitives which are blended 
along view rays during the rendering phase. This new representation 
leads to an interactive real-time visualization of large-size models
and delivers a better rendering quality than standard splatting techniques
based on linear primitives. Further, SLIM allows us to achieve a fast 
and accurate estimation of surface curvature and curvature derivatives 
and, therefore, is very suitable for many non-photorealistic rendering 
tasks. Applications to ray-tracing and surface smoothing are also 
considered.
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moreAbstract
This article presents a 2D-3D pose estimation algorithm which relies on 
texture information on the surface mesh of an object model. The textured 
surface mesh is rendered in a virtual image
and a modified block matching algorithm is applied to determine correspondences 
between midpoints of
surface patches to points in an image. This is used in a point-based 2D-3D pose 
estimation algorithm
to determine the pose and orientation of a 3D object with respect to given 
image data.
We present experiments on various image sequences and show
advantages of the chosen approach (e.g., in the context of varying
backgrounds, noise or partial occlusions).
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We present experiments on various image sequences and show
advantages of the chosen approach (e.g., in the context of varying
backgrounds, noise or partial occlusions).
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        “Automatic human model generation,” in Computer analysis of images and patterns : 11th International Conference, CAIP 2005, Versailles, France, September 5-8, 2005 Computer Analysis of Images and Patterns 11th Int. Conference, 2005.
    
moreAbstract
The contribution presents an integrated system for automatic
acquisition of a human torso model, using different input images.
The output model consists of two free-form surface patches (with
texture maps) for the
torso and the arms. Also, the positions for the neck joint on the
torso, and six joint positions on the arms (for the wrist, elbow
and shoulder) are determined automatically. We present reconstruction
results, and, as  application, a simple tracking system for arm movements.
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moreAbstract
In this contribution we present a silhouette based human
motion estimation system. The system components contain silhouette
extraction based on level sets, a correspondence module, which relates
image data to model data and a pose estimation module. Experiments are
done in a four camera setup and we estimate the model components with
21 degrees of freedom in two frames per second.
Finally, we perform a comparison of the
motion estimation system with a marker based tracking
system to perform a quantitative error analysis. The results show the
applicability of the system for marker-less sports movement analysis.
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moreAbstract
This paper presents the integration of 3D shape knowledge into a 
variational model for level set based image segmentation and tracking. 
Having a 3D surface model of an object that is visible in the image of a 
calibrated camera, the object contour stemming from the segmentation is 
applied to estimate the 3D pose parameters, whereas the object model 
projected to the image plane helps in a top-down manner to improve the 
extraction of the contour and the region statistics. The present approach 
clearly states all model assumptions in a single energy functional. This 
keeps the model manageable and allows further extensions for the future. 
While common alternative segmentation approaches that integrate 2D shape 
knowledge face the problem that an object can look very different from 
various viewpoints, a 3D free form model ensures that for each view the 
model can perfectly fit the data in the image. Moreover, one solves the 
higher level problem of determining the object pose including its distance 
to the camera. Experiments demonstrate the performance of the method.
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moreAbstract
In this article we discuss the 2D-3D pose estimation problem of 3D free-form 
contours. In our scenario we observe objects of any 3D shape in an image of a 
calibrated camera. Pose estimation means to estimate the relative position and 
orientation (containing a rotation and translation) of the 3D object to the 
reference camera system. The fusion of modeling free-form contours within the 
pose estimation problem is achieved by using the conformal geometric algebra. 
The conformal geometric algebra is a geometric algebra which models entities as 
stereographically projected entities in a homogeneous model. This leads to a 
linear description of kinematics on the one hand and projective geometry on the 
other hand. To model free-form contours in the conformal framework we use 
twists to model cycloidal curves as twist-depending functions and interpret 
n-times nested twist generated curves as functions generated by 3D Fourier 
descriptors. This means, we use the twist concept to apply a spectral domain 
representation of 3D contours within the pose estimation problem. We will show 
that twist representations of objects can be numerically efficient and easily 
be applied to the pose estimation problem. The pose problem itself is 
formalized as implicit problem and we gain constraint equations, which have to 
be fulfilled with respect to the unknown rigid body motion. Several experiments 
visualize the robustness and real-time performance of our algorithms.
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        “Surface from Scattered Points: A Brief Survey of Recent Developments,” in 1st International Workshop towards Semantic Virtual Environments, 2005.
    
moreAbstract
The paper delivers a brief overview of recent developments in
the field of surface reconstruction from scattered point data.
The focus is on computational geometry methods, implicit surface
interpolation techniques, and shape learning approaches.
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moreAbstract
In this paper, we develop a method for generating
 a high-quality approximation of a noisy set of points sampled
 from a smooth surface by a sparse triangle mesh. The main
 idea of the method consists of defining an appropriate set
 of approximation centers and use them as the vertices
 of a mesh approximating given scattered data.
 To choose the approximation centers, a clustering
 procedure is used. With every point of the input data
 we associate a local uncertainty
 measure which is used to estimate the importance of
 the point contribution to the reconstructed surface.
 Then a global uncertainty measure is constructed from local ones.
 The approximation centers are chosen as the points where
 the global uncertainty measure attains its local minima.
 It allows us to achieve a high-quality approximation of uncertain and
 noisy point data by a sparse mesh. An interesting feature of our
 approach
 is that the uncertainty measures take into account the normal
 directions
 estimated at the scattered points.
 In particular it results in accurate reconstruction of high-curvature
 regions.
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moreAbstract
In this paper, we develop a method for robust filtering of a
noisy set of points sampled from a smooth surface. The main idea
of the method consists of using a kernel density estimation
technique for point clustering. Specifically, we use a
mean-shift based clustering procedure. With every point of the
input data we associate a local likelihood measure capturing the
probability that a 3D point is located on the sampled surface.
The likelihood measure takes into account the normal directions
estimated at the scattered points. Our filtering procedure
suppresses noise of different amplitudes and allows for an easy
detection of outliers which are then automatically removed by
simple thresholding. The remaining set of maximum likelihood
points delivers an accurate point-based approximation of the
surface. We also show that while some established meshing
techniques often fail to reconstruct the surface from original
noisy point scattered data, they work well in conjunction with
our filtering method.
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moreAbstract
In this paper we present an image-based algorithm for surface reconstruction of 
moving garment from multiple calibrated video cameras. Using a color-coded 
cloth texture, we reliably match circular features between different camera 
views. As surface model we use an a priori known triangle mesh. By identifying 
the mesh vertices with texture elements we obtain a consistent parameterization 
of the surface over time without further processing. Missing data points 
resulting from self-shadowing are plausibly interpolated by minimizing a 
thin-plate functional. The deforming geometry can be used for different 
graphics applications, e.g. for realistic retexturing. We show results for real 
garments demonstrating the accuracy of the recovered flexible shape.
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moreAbstract
Animated mosaics are a traditional form of stop-motion animation created by 
arranging and rearranging small objects or tiles from frame to frame. While 
this animation style is uniquely compelling, the traditional process of 
manually placing and then moving tiles in each frame is time-consuming and 
labourious. Recent work has proposed algorithms for static mosaics, but 
generating temporally coherent mosaic animations has remained open. In 
addition, previous techniques for temporal coherence allow non-photorealistic 
primitives to layer, blend, deform, or scale, techniques that are unsuitable 
for mosaic animations. This paper presents
a new approach to temporal coherence and applies this to build a method for 
creating mosaic animations. Specifically, we characterize temporal coherence as 
the
coordinated movement of groups of primitives. We describe a system for 
achieving this coordinated movement to create temporally coherent geometric 
packings of 2D shapes over time. We also show how to create static mosaics 
comprised of different tile shapes using area-based centroidal Voronoi 
diagrams.
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moreAbstract
Line primitives are a very powerful visual attribute used for scientific
visualization and in particular for 3D vector-field visualization.
We extend the basic line primitives with additional visual attributes
including color, line width, texture and orientation. To implement
the visual attributes we represent the stylized line primitives as generalized
cylinders. One important contribution of our work is an efficient
rendering algorithm for stylized lines, which is hybrid in the
sense that it uses both CPU and GPU based rendering. We improve
the depth perception with a shadow algorithm. We present several
applications for the visualization with stylized lines among which
are the visualizations of 3D vector fields and molecular structures.
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moreAbstract
Objects with mirroring optical characteristics are left out of the
scope of most 3D scanning methods. We present here a new automatic
acquisition approach, shape-from-distortion, that focuses on that
category of objects, requires only a still camera and a color monitor, and
produces range scans (plus a normal and a reflectance map) of the
target.
 
Our technique consists of two steps: first, an improved
environment matte is captured for the mirroring object, using the
interference of patterns with different frequencies in order to
obtain sub-pixel accuracy.  Then, the matte is converted into a
normal and a depth map by exploiting the self coherence of a
surface when integrating the normal map along different paths.
 
The results show very high accuracy, capturing even smallest
surface details. The acquired depth maps can be further processed
using standard techniques to produce a complete 3D mesh of the
object.
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produces range scans (plus a normal and a reflectance map) of the
target.
 
Our technique consists of two steps: first, an improved
environment matte is captured for the mirroring object, using the
interference of patterns with different frequencies in order to
obtain sub-pixel accuracy.  Then, the matte is converted into a
normal and a depth map by exploiting the self coherence of a
surface when integrating the normal map along different paths.
 
The results show very high accuracy, capturing even smallest
surface details. The acquired depth maps can be further processed
using standard techniques to produce a complete 3D mesh of the
object.
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moreAbstract
\begin{abstract}
 
  Passive optical motion capture is able to provide
  authentically animated, photo-realistically and view-dependently
  textured models of real people.
 
  To import real-world characters into virtual environments, however,
  also surface reflectance properties must be known.
 
  We describe a video-based modeling approach that captures human
  motion as well as reflectance characteristics from a handful of
  synchronized video recordings.
 
  The presented method is able to recover spatially varying
  reflectance properties of clothes  % dynamic objects ?
  by exploiting the time-varying orientation of each surface point
  with respect to camera and light direction.
 
  The resulting model description enables us to match animated subject
  appearance to different lighting conditions, as well as to
  interchange surface attributes among different people, e.g. for
  virtual dressing.
 
  Our contribution allows populating virtual worlds with correctly relit, 
real-world people.\\
 
\end{abstract}
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  Passive optical motion capture is able to provide
  authentically animated, photo-realistically and view-dependently
  textured models of real people.

  To import real-world characters into virtual environments, however,
  also surface reflectance properties must be known.

  We describe a video-based modeling approach that captures human
  motion as well as reflectance characteristics from a handful of
  synchronized video recordings.

  The presented method is able to recover spatially varying
  reflectance properties of clothes  % dynamic objects ?
  by exploiting the time-varying orientation of each surface point
  with respect to camera and light direction.

  The resulting model description enables us to match animated subject
  appearance to different lighting conditions, as well as to
  interchange surface attributes among different people, e.g. for
  virtual dressing.

  Our contribution allows populating virtual worlds with correctly relit, 
real-world people.\\

\end{abstract}
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moreAbstract
In this work we propose a novel approach for realistic fire animation and 
manipulation. We apply a statistical learning method to an image sequence of a 
real-world flame to jointly capture flame motion and appearance 
characteristics. A low-dimensional generic flame model is then robustly matched 
to the video images. The model parameter values are used as input to drive an 
Expectation-Maximization algorithm to learn an {\em auto regressive process} 
with respect to flame dynamics. The generic flame model and the trained motion 
model enable us to synthesize new, unique flame sequences of arbitrary length 
in real-time.
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moreAbstract
We describe texture generation methods for complex objects. Recent 3D
 scanning devices and high-resolution cameras can
 capture complex geometry of an object and provide high-resolution
 images.  However, generating a textured model from this input
 data is still a difficult problem.
 
 This task is divided into three sub-problems: parameterization, texture
 combination, and texture restoration. A low distortion parameterization
 method is presented, which minimizes geometry stretch
 energy. Photographs of the object taken from multiple viewpoints under
 modestly uncontrolled illumination conditions are merged into a seamless
 texture by our new texture combination method.
 
 We also demonstrate a texture restoration method which can fill in
 missing pixel information when the input photographs do not provide
 sufficient information to cover the entire surface due to
 self-occlusion or registration errors.
 
Our methods are fully automatic except the registration between a 3D
 model with input photographs. We demonstrate the application of our
 method to human face models for evaluation. The techniques presented in
 this paper make a consistent and complete pipeline to generate a
 texture of a complex object.
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%X We describe texture generation methods for complex objects. Recent 3D
 scanning devices and high-resolution cameras can
 capture complex geometry of an object and provide high-resolution
 images.  However, generating a textured model from this input
 data is still a difficult problem.

 This task is divided into three sub-problems: parameterization, texture
 combination, and texture restoration. A low distortion parameterization
 method is presented, which minimizes geometry stretch
 energy. Photographs of the object taken from multiple viewpoints under
 modestly uncontrolled illumination conditions are merged into a seamless
 texture by our new texture combination method.

 We also demonstrate a texture restoration method which can fill in
 missing pixel information when the input photographs do not provide
 sufficient information to cover the entire surface due to
 self-occlusion or registration errors.

Our methods are fully automatic except the registration between a 3D
 model with input photographs. We demonstrate the application of our
 method to human face models for evaluation. The techniques presented in
 this paper make a consistent and complete pipeline to generate a
 texture of a complex object.
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        “Feature Sensitive Mesh Segmentation with Mean Shift,” in Shape Modeling International 2005 (SMI 2005), 2005.
    
moreAbstract
Feature sensitive mesh segmentation is important for many
computer graphics and geometric modeling applications. In this
paper, we develop a mesh segmentation method which is capable of
producing high-quality shape partitioning. It respects fine shape
features and works well on various types of shapes, including
natural shapes and mechanical parts.
The method combines a procedure for clustering mesh normals
with a modification of the mesh chartification technique \cite{Sander_sig03}.
For clustering of mesh normals, we adapt Mean Shift,
a powerful general purpose technique for clustering scattered data.
We demonstrate advantages of our method by comparing it with two
state-of-the-art mesh segmentation techniques.
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%X Feature sensitive mesh segmentation is important for many
computer graphics and geometric modeling applications. In this
paper, we develop a mesh segmentation method which is capable of
producing high-quality shape partitioning. It respects fine shape
features and works well on various types of shapes, including
natural shapes and mechanical parts.
The method combines a procedure for clustering mesh normals
with a modification of the mesh chartification technique \cite{Sander_sig03}.
For clustering of mesh normals, we adapt Mean Shift,
a powerful general purpose technique for clustering scattered data.
We demonstrate advantages of our method by comparing it with two
state-of-the-art mesh segmentation techniques.
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moreAbstract
Mesh parameterization is a fundamental problem in computer graphics as
 it allows for texture mapping and facilitates a lot of mesh processing
 tasks. Although there exists a variety of good parameterization methods
 for meshes that are topologically equivalent to a disc, the
 segmentation into nicely parameterizable charts of higher genus meshes
 has been studied less. In this paper we propose a new segmentation
 method for the generation of charts that can be flattened
 efficiently. The integrated Gaussian curvature is used to measure the
 
 developability of a chart and a robust and simple scheme
 is proposed to integrate the Gaussian curvature. The segmentation
 approach evenly distributes Gaussian curvature over the charts and
 automatically ensures disc-like topology of each chart.  For numerical
 stability, we use area on the Gauss map to represent Gaussian
 curvature.  Resulting parameterization shows that charts generated in
 this way have less distortion compared to charts generated by other
 methods.
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%X Mesh parameterization is a fundamental problem in computer graphics as
 it allows for texture mapping and facilitates a lot of mesh processing
 tasks. Although there exists a variety of good parameterization methods
 for meshes that are topologically equivalent to a disc, the
 segmentation into nicely parameterizable charts of higher genus meshes
 has been studied less. In this paper we propose a new segmentation
 method for the generation of charts that can be flattened
 efficiently. The integrated Gaussian curvature is used to measure the

 developability of a chart and a robust and simple scheme
 is proposed to integrate the Gaussian curvature. The segmentation
 approach evenly distributes Gaussian curvature over the charts and
 automatically ensures disc-like topology of each chart.  For numerical
 stability, we use area on the Gauss map to represent Gaussian
 curvature.  Resulting parameterization shows that charts generated in
 this way have less distortion compared to charts generated by other
 methods.
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        “Perceptual Evaluation of Tone Mapping Operators with Real-World Sceness,” in Human Vision and Electronic Imaging X, IS&T/SPIE’s 17th Annual Symposium on Electronic Imaging (2005), 2005.
    
moreAbstract
A number of successful tone mapping operators for contrast compression have 
been proposed due to the need
to visualize high dynamic range (HDR) images on low dynamic range devices. They 
were inspired by Øelds
as diverse as image processing, photographic practice, and modeling of the 
human visual systems (HVS). The
variety of approaches calls for a systematic perceptual evaluation of their 
performance.
We conduct a psychophysical experiment based on a direct comparison between the 
appearance of real-world
scenes and HDR images of these scenes displayed on a low dynamic range monitor. 
In our experiment, HDR
images are tone mapped by seven existing tone mapping operators. The primary 
interest of this psychophysical
experiment is to assess the diÆerences in how tone mapped images are perceived 
by human observers and to Ønd
out which attributes of image appearance account for these diÆerences when tone 
mapped images are compared
directly with their corresponding real-world scenes rather than with each 
other. The human subjects rate image
naturalness, overall contrast, overall brightness, and detail reproduction in 
dark and bright image regions with
respect to the corresponding real-world scene.
The results indicate substantial diÆerences in perception of images produced by 
individual tone mapping
operators. We observe a clear distinction between global and local operators in 
favor of the latter, and we
classify the tone mapping operators according to naturalness and appearance 
attributes.ce attributes.
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moreAbstract
We propose a fast and robust method for detecting
crest lines on surfaces approximated by dense triangle meshes.
The crest lines, salient surface features defined via first- and 
second-order curvature derivatives, are widely used for shape 
matching and interrogation purposes. Their practical extraction 
is difficult because it requires good estimation of high-order
surface derivatives. Our approach to the crest line detection 
is based on estimating the curvature tensor and curvature 
derivatives via local polynomial fitting. 
Since the crest lines are not defined in the surface regions
where the surface focal set (caustic) degenerates, we introduce
a new thresholding scheme which exploits interesting relationships 
between curvature extrema, the so-called MVS functional of Moreton 
and Sequin, and Dupin cyclides, 
An application of the crest lines to adaptive mesh simplification
is also considered.
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second-order curvature derivatives, are widely used for shape 
matching and interrogation purposes. Their practical extraction 
is difficult because it requires good estimation of high-order
surface derivatives. Our approach to the crest line detection 
is based on estimating the curvature tensor and curvature 
derivatives via local polynomial fitting. 
Since the crest lines are not defined in the surface regions
where the surface focal set (caustic) degenerates, we introduce
a new thresholding scheme which exploits interesting relationships 
between curvature extrema, the so-called MVS functional of Moreton 
and Sequin, and Dupin cyclides, 
An application of the crest lines to adaptive mesh simplification
is also considered.
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moreAbstract
We propose to use a moving mesh approach, a popular grid adaption
technique in computational mechanics, for fast generating 
low-stretch mesh parameterizations. Given a triangle mesh approximating 
a surface, we construct an initial parameterization of the mesh 
and then improve the parameterization gradually. At each improvement step,
we optimize the parameterization generated at the previous step
by minimizing a weighted quadratic energy where the weights 
are chosen in order to minimize the parameterization stretch.
This optimization procedure does not generate triangle 
flips if the boundary of the parameter domain is a convex polygon. 
Moreover already the first optimization step produces a high-quality mesh 
parameterization. We compare our parameterization procedure with 
several state-of-art mesh parameterization methods and demonstrate 
its speed and high efficiency in parameterizing large and geometrically 
complex models.
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%X We propose to use a moving mesh approach, a popular grid adaption
technique in computational mechanics, for fast generating 
low-stretch mesh parameterizations. Given a triangle mesh approximating 
a surface, we construct an initial parameterization of the mesh 
and then improve the parameterization gradually. At each improvement step,
we optimize the parameterization generated at the previous step
by minimizing a weighted quadratic energy where the weights 
are chosen in order to minimize the parameterization stretch.
This optimization procedure does not generate triangle 
flips if the boundary of the parameter domain is a convex polygon. 
Moreover already the first optimization step produces a high-quality mesh 
parameterization. We compare our parameterization procedure with 
several state-of-art mesh parameterization methods and demonstrate 
its speed and high efficiency in parameterizing large and geometrically 
complex models.
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moreAbstract
We present an interactive method for applying deformations to a
  surface mesh while preserving its global shape and local properties.
  Two surface editing scenarios are discussed, which conceptually
  differ in the specification of deformations:
  Either interpolation constraints are imposed explicitly, e.g., by
  dragging a subset of vertices, or, deformation of a reference
  surface is mimicked.
 
  The contribution of this paper is a novel approach for interpolation
  of local deformations over the manifold and for efficiently
  establishing correspondence to a reference surface from only few
  pairs of markers.
  As a general tool for both scenarios, a harmonic field is
  constructed to guide the interpolation of constraints and to find
  correspondence required for deformation transfer.
  We show that our approach fits nicely in a unified mathematical
  framework, where the same type of linear operator is applied in all
  phases, and how this approach can be used to create an intuitive and
  interactive editing tool.
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moreAbstract
In the last decade, surface mesh parameterization has emerged as a standard 
technique in computer graphics. The ever increasing need for processing large 
and highly detailed data sets fosters the development of ef cient 
parameterization techniques that can capture the geometry of the input meshes 
and produce low distortion planar maps. We present a set of novel techniques 
allowing for low distortion parameterization. In particular, we address one of 
the major shortcomings of linear methods by allowing the parametric 
representation to evolve freely on the plane without any fixed boundary 
vertices. Our method consists of several simple steps, each solving a linear 
problem. Our results exhibit a fair balance between high-quality and 
computational ef ciency.
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        “Discrete Tensorial Quasi-Harmonic Maps,” in Shape Modeling International 2005 (SMI 2005), 2005.
    
moreAbstract
We introduce new linear operators for surface parameterization.
  Given an initial mapping from the parametric plane onto a surface mesh, we
  establish a secondary map of the plane onto itself that mimics the initial
  one.
  The resulting low-distortion parameterization is smooth as it stems from
  solving a quasi-harmonic equation.
  Our parameterization method is robust and independent of (the quality of) the
  initial map.
  In fact, for most cases the methods converges from a simple projection on the
  least squares plane even for complex models.
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moreAbstract
We present a storage format for placing multiple, dynamic 2.5D point sample    
 streams (e.g. RGBZ video) or color video projections into the context of a     
 common world space. The approach utilizes the concept of projective geometry   
 to                                                                             
 let virtual projectors "cast" the data from where it was originally recorded   
 by                                                                             
 the involved cameras. We exemplify the data format's versatility by            
 demonstrating how several moving cameras reproduce 3D geometry exported from   
 
 modeling software, and outline the extension to real-world acquisition. We     
 also                                                                           
 explain how this format can act as common interchange format for the camera    
 parameters of lightfield/multi-view video footage.
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        “BRDF Reconstruction from Video Streams of Multi-View Recordings,” Universität des Saarlandes, Saarbrücken, 2004.
    
moreAbstract
Synthesizing photorealistic images is an active area of research in computer 
graphics. Image based rendering combined with inverse rendering methods is used 
to generate photorealistic images from real world images under novel 
illumination conditions. Traditionally, very high-quality real world images of 
static objects, obtained under known viewing and lighting conditions are used 
in inverse rendering for the measurement of surface reflectance properties. 
This thesis focuses on surface material reconstruction of dynamic objects from 
video streams of multi-view recordings. Working with fairly low resolution 
movie streams of a dynamic object recorded in known viewing conditions and a 
geometry model tracked through all time steps, we approximate the best light 
source configuration, and measure the bidirectional reflectance distribution 
function of the object. We construct diffuse and specular maps for the whole 
sequence, and a diffuse correction map for each time step. We have applied our 
method to sequences of a human actor and are now able to synthesize views of 
the actor in arbitrary poses under arbitrary lighting conditions.
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        “Connectivity transformation for mesh metamorphosis,” in SGP 2004 (SGP-04) : Symposium on Geometry Processing, 2004.
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        “A Mobile System for Multi-Video Recording,” in 1st European Conference on Visual Media Production (CVMP), 2004.
    
moreAbstract
\begin{abstract}
We present a portable system to record synchronised, multi-video data
for vision applications such as 3D
reconstruction and video-based rendering of dynamic scenes.
The aim of the project is
to gain access to a greater number of scenes than what a static, wired
indoor studio allows for. The portable acquisition system is
constructed from a number of independent modules, each consisting of
a FireWire camera and a laptop. Our software utilises wireless
networking making the system behave
like a tightly coupled unit without requiring the modules to be
physically connected to each other. The scheme also includes an
external calibration method suitable for general scenes.
The system is scalable and
allows for easy transportation and ad-hoc setup and configuration. We present 
recent result
s acquired in the field and their use for free-viewpoint video.
\end{abstract}
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        “Spherical Harmonic Gradients for Mid-Range Illumination,” in Rendering Techniques 2004 : Eurographics Symposium on Rendering, 2004.
    
moreAbstract
Spherical harmonics are often used for compact description of
incident radiance in low-frequency but distant lighting 
environments. For interaction with nearby emitters, computing
the incident radiance at the center of an object only is
not sufficient. Previous techniques then require expensive 
sampling of the incident radiance field at many points 
distributed over the object. Our technique alleviates this
costly requirement using a first-order Taylor expansion of the
spherical-harmonic lighting coefficients around a point. We 
propose an interpolation scheme based on these gradients 
requiring far fewer samples (one is often sufficient). We show 
that the gradient of the incident-radiance spherical harmonics 
can be computed for little additional cost compared to the 
coefficients alone. We introduce a semi-analytical formula to 
calculate this gradient at run-time and describe how a simple vertex shader can 
interpolate the shading. The interpolated 
representation of the incident radiance can be used with any 
low-frequency light-transfer technique.
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can be computed for little additional cost compared to the 
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representation of the incident radiance can be used with any 
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        “Radiance Transfer Using Spherical Harmonic Gradients,” Universität des Saarlandes, Saarbrücken, 2004.
    
moreAbstract
Spherical harmonics are often used for compact description of incident radiance 
in low-frequency but distant
lighting environments. For interaction with nearby emitters, computing the 
incident radiance at the center of an
object only is not sufficient. Previous techniques then require expensive 
sampling of the incident radiance field at
many points distributed over the object. Our technique alleviates this costly 
requirement using a first-order Taylor
expansion of the spherical-harmonic lighting coefficients around a point. We 
propose an interpolation scheme
based on these gradients requiring far fewer samples (one is often sufficient). 
We show that the gradient of the
incident-radiance spherical harmonics can be computed for little additional 
cost compared to the coefficients
alone. We introduce a semi-analytical formula to calculate this gradient at 
run-time and describe how a simple
vertex shader can interpolate the shading. The interpolated representation of 
the incident radiance can be used
with any low-frequency light-transfer technique.
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%X Spherical harmonics are often used for compact description of incident radiance 
in low-frequency but distant
lighting environments. For interaction with nearby emitters, computing the 
incident radiance at the center of an
object only is not sufficient. Previous techniques then require expensive 
sampling of the incident radiance field at
many points distributed over the object. Our technique alleviates this costly 
requirement using a first-order Taylor
expansion of the spherical-harmonic lighting coefficients around a point. We 
propose an interpolation scheme
based on these gradients requiring far fewer samples (one is often sufficient). 
We show that the gradient of the
incident-radiance spherical harmonics can be computed for little additional 
cost compared to the coefficients
alone. We introduce a semi-analytical formula to calculate this gradient at 
run-time and describe how a simple
vertex shader can interpolate the shading. The interpolated representation of 
the incident radiance can be used
with any low-frequency light-transfer technique.
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moreAbstract
Even though the speed of software ray tracing has recently been
  increased to interactive performance even on standard PCs, these
  systems usually only supported triangles as geometric primitives.
  Directly handling free-form surfaces such as spline or subdivision
  surfaces instead of first tessellating them offers many advantages
  such as higher precision results, reduced memory requirements, and
  faster preprocessing due to less primitives.  However, existing
  algorithms for ray tracing free-form surfaces are much too slow for
  interactive use.
 
  In this paper we present a simple and generic approach for ray
  tracing free-form surfaces together with specific implementations
  for cubic B\'ezier and Loop subdivision surfaces. We show that our
  approach allows to increase the performance by more than an order of
  magnitude, requires only constant memory, and is largely independent
  on the total number of free-form primitives in a scene. Examples
  demonstrate that even scene with over one hundred thousand free-form
  surfaces can be  rendered interactively on a single processor at
  video resolution.
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moreAbstract
With the recent breakthroughs in ray tracing technology, high-quality image 
generation at interactive rates is finally becoming reality. As a consequence 
ray tracing will likely play a larger role in visualization systems, enabling 
the conception and creation of completely new interactive graphical 
applications.
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moreAbstract
Adaptive sampling techniques typically applied in path tracing are not
progressive. The reason is that they need all the samples used to compute
pixel color for error estimation. Thus progressive computation would need
to store all the samples for all the pixels, which is too expensive.
Absence of progressivity is a big disadvantage of adaptive path tracing
algorithms because a user may become aware of some unwanted effects on the
image only after quite significant time. We propose a new estimate of local
error in path tracing. The new technique happens to be lightweight in terms
of both memory and execution time and lends itself very well to
progressivity. Also, even thought perceptual error metric is used, it
allows changes of any tone mapping parameters during the course of
computation. In this case none of the previous effort is lost, error
distribution is immediately updated and used for refining the solution.
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moreAbstract
Global illumination dramatically improves realistic appearance
of rendered scenes, but usually it is neglected in VR systems
due to its high costs. In this work we present an efficient 
global illumination solution specifically tailored for those CAVE
applications, which require an immediate response for dynamic light
changes and allow for free motion of the observer, but involve scenes
with static geometry. As an application example we choose
the car interior modeling under free driving conditions.
We illuminate the car using dynamically changing High Dynamic Range 
(HDR) environment maps and use the Precomputed Radiance Transfer (PRT) 
method for the global illumination computation. We
leverage the PRT method to handle scenes with non-trivial topology
represented by complex meshes. Also, we propose a hybrid of
PRT and final gathering approach for high-quality rendering
of objects with complex Bi-directional Reflectance Distribution
Function (BRDF). We use
this method for predictive rendering of the navigation LCD panel
based on its measured BRDF. Since the global illumination 
computation leads to HDR images we propose a tone mapping
algorithm tailored specifically for the CAVE. We employ 
head tracking to identify the observed screen region
and derive for it proper luminance adaptation conditions, 
which are then used for tone mapping on all walls in the CAVE.
We distribute our global illumination and tone mapping computation
on all CPUs and GPUs available in the
CAVE, which enables us to achieve interactive performance
even for the costly final gathering approach.


BibTeX
@inproceedings{Dmitriev-et-al_VRST04,
TITLE = {A {CAVE} System for Interactive Modeling of Global Illumination in Car Interior},
AUTHOR = {Dmitriev, Kirill and Annen, Thomas and Krawczyk, Grzegorz and Myszkowski, Karol and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-1-58113-907-5},
DOI = {10.1145/1077534.1077560},
LOCALID = {Local-ID: C125675300671F7B-9738E2CF6F79F214C1256F5E004819E6-dmitriev04acs},
PUBLISHER = {ACM},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {Global illumination dramatically improves realistic appearance<br>of rendered scenes, but usually it is neglected in VR systems<br>due to its high costs. In this work we present an efficient <br>global illumination solution specifically tailored for those CAVE<br>applications, which require an immediate response for dynamic light<br>changes and allow for free motion of the observer, but involve scenes<br>with static geometry. As an application example we choose<br>the car interior modeling under free driving conditions.<br>We illuminate the car using dynamically changing High Dynamic Range <br>(HDR) environment maps and use the Precomputed Radiance Transfer (PRT) <br>method for the global illumination computation. We<br>leverage the PRT method to handle scenes with non-trivial topology<br>represented by complex meshes. Also, we propose a hybrid of<br>PRT and final gathering approach for high-quality rendering<br>of objects with complex Bi-directional Reflectance Distribution<br>Function (BRDF). We use<br>this method for predictive rendering of the navigation LCD panel<br>based on its measured BRDF. Since the global illumination <br>computation leads to HDR images we propose a tone mapping<br>algorithm tailored specifically for the CAVE. We employ <br>head tracking to identify the observed screen region<br>and derive for it proper luminance adaptation conditions, <br>which are then used for tone mapping on all walls in the CAVE.<br>We distribute our global illumination and tone mapping computation<br>on all CPUs and GPUs available in the<br>CAVE, which enables us to achieve interactive performance<br>even for the costly final gathering approach.},
BOOKTITLE = {Proceedings of the ACM Symposium on Virtual Reality Software and Technology (VRST 2004)},
EDITOR = {Lau, Rynson and Baciu, George},
PAGES = {137--145},
ADDRESS = {Hong Kong},
}

Endnote
%0 Conference Proceedings
%A Dmitriev, Kirill
%A Annen, Thomas
%A Krawczyk, Grzegorz
%A Myszkowski, Karol
%A Seidel, Hans-Peter
%+ Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T A CAVE System for Interactive Modeling of Global Illumination in Car Interior : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-29FF-A
%F EDOC: 231986
%F OTHER: Local-ID: C125675300671F7B-9738E2CF6F79F214C1256F5E004819E6-dmitriev04acs
%R 10.1145/1077534.1077560
%D 2004
%B ACM Symposium on Virtual Reality Software and Technology 2004
%Z date of event: 2004-11-10 - 2004-11-12
%C Hong Kong
%X Global illumination dramatically improves realistic appearance<br>of rendered scenes, but usually it is neglected in VR systems<br>due to its high costs. In this work we present an efficient <br>global illumination solution specifically tailored for those CAVE<br>applications, which require an immediate response for dynamic light<br>changes and allow for free motion of the observer, but involve scenes<br>with static geometry. As an application example we choose<br>the car interior modeling under free driving conditions.<br>We illuminate the car using dynamically changing High Dynamic Range <br>(HDR) environment maps and use the Precomputed Radiance Transfer (PRT) <br>method for the global illumination computation. We<br>leverage the PRT method to handle scenes with non-trivial topology<br>represented by complex meshes. Also, we propose a hybrid of<br>PRT and final gathering approach for high-quality rendering<br>of objects with complex Bi-directional Reflectance Distribution<br>Function (BRDF). We use<br>this method for predictive rendering of the navigation LCD panel<br>based on its measured BRDF. Since the global illumination <br>computation leads to HDR images we propose a tone mapping<br>algorithm tailored specifically for the CAVE. We employ <br>head tracking to identify the observed screen region<br>and derive for it proper luminance adaptation conditions, <br>which are then used for tone mapping on all walls in the CAVE.<br>We distribute our global illumination and tone mapping computation<br>on all CPUs and GPUs available in the<br>CAVE, which enables us to achieve interactive performance<br>even for the costly final gathering approach.
%B Proceedings of the ACM Symposium on Virtual Reality Software and Technology
%E Lau, Rynson; Baciu, George
%P 137 - 145
%I ACM
%@ 978-1-58113-907-5




	DOI
	PuRe
	BibTeX

	


        1453
    
                Article
            
D4


        S. Ershov, R. Durikovic, K. Kolchin, and K. Myszkowski
    

        “Reverse engineering approach to appearance-based design of metallic and pearlescent paints,” The Visual Computer, vol. 20, 2004.
    
moreAbstract
We propose a new approach to interactive
design of metallic and pearlescent coatings,
such as automotive paints and plastic finishes
of electronic appliances. This approach
includes solving the inverse problem, that
is, finding pigment composition of a paint
from its bidirectional reflectance distribution
function (BRDF) based on a simple paint
model. The inverse problem is solved by two
consecutive optimizations calculated in realtime
on a contemporary PC. Such reverse
engineering can serve as a starting point for
subsequent design of new paints in terms of
appearance attributes that are directly connected
to the physical parameters of our
model. This allows the user to have a paint
composition in parallel with the appearance
being designed.
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moreAbstract
An image-based acquisition pipeline for the reflective properties of a human
face is presented, proposing an approach which extracts geometry and a spatially
varying BRDF of a human face from few measurements in calibrated point light
conditions.
 
Applying the morphable face model introduced by Blanz-Vetter for the estimation
of geometry in each of the input images, we gain an image-based geometry
estimation which does not require range scans of the individual face, and obtain
a parameterization of the face surface, which is consistent for all human faces.
 
By means of non-linear optimization, we recover spatially varying parameters for
an analytic BRDF model; the resulting BRDF function, together with the estimated
geometry, creates a relightable representation of the face. The set of images
used for the reflectance measurement is identical to the set of images used for
the geometry estimation.
 
Several BRDF models (Cook-Torrance, Lafortune, Ward, and a custom
phe\-nom\-e\-no\-logical model) are compared in an experiment.
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%X An image-based acquisition pipeline for the reflective properties of a human
face is presented, proposing an approach which extracts geometry and a spatially
varying BRDF of a human face from few measurements in calibrated point light
conditions.

Applying the morphable face model introduced by Blanz-Vetter for the estimation
of geometry in each of the input images, we gain an image-based geometry
estimation which does not require range scans of the individual face, and obtain
a parameterization of the face surface, which is consistent for all human faces.

By means of non-linear optimization, we recover spatially varying parameters for
an analytic BRDF model; the resulting BRDF function, together with the estimated
geometry, creates a relightable representation of the face. The set of images
used for the reflectance measurement is identical to the set of images used for
the geometry estimation.

Several BRDF models (Cook-Torrance, Lafortune, Ward, and a custom
phe\-nom\-e\-no\-logical model) are compared in an experiment.
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        “MIMIC - A Language for Specifying Facial Animations,” in Journal of WSCG (Proc. WSCG 2004), Plzen, Czech Republic, 2004, vol. 12, no. 1–3.
    
moreAbstract
This paper introduces a versatile language for specifying facial
animations. The language MIMIC can be used together with any facial animation 
system that employs animation parameters varying over time to control the 
animation. In addition to the automatic alignment of individual actions, the 
user can fine-tune the temporal alignment of actions relatively to each other. 
A set of pre-defined functions can be used to control oscillatory behavior of 
actions. Temporal constraints are resolved automatically by the MIMIC compiler. 
We describe the grammar of MIMIC, give some hints on the implementation of the 
MIMIC compiler, and show some examples of animation code together with 
snapshots from the resulting animation.
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        “Validation of Color Managed 3D Appearance Acquisition,” in Color science and engineering: systems, technologies, applications : final program and proceedings of IS&T and SID ; the 12th Color Imaging Conference, 2004.
    
moreAbstract
Image-based appearance acquisition algorithms are
able to generate realistic 3D models of real objects but
have previously not taken care of calibrated color space.
We integrate a color managed high-dynamic range imaging
technique into a recent appearance acquisition algorithm
and generate models in CIE XYZ color space. We
compare the final models with spectrophotometric measurements
and compute difference images between renderings
and ground truth images. Displayed renderings and
printouts are compared to the original objects under identical
illumination conditions to evaluate and validate the
complete appearance reproduction pipeline. Working in
CIE XYZ color space allows for expressing the perceivable
differences in a standardized measure.
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        New Acquisition Techniques for Real Objects and Light Sources in Computer Graphics. Norderstedt: Books on Demand, 2004.
    
moreAbstract
Accurate representations of objects and light sources in a scene
model are a crucial prerequisite for realistic image synthesis using
computer graphics techniques. This thesis presents techniques for
the efficient acquisition of real world objects and real world light
sources, as well as an assessment of the quality of the acquired
models.
 
Making use of color management techniques, we setup an appearance
reproduction pipeline that ensures best-possible reproduction of
local light reflection with the available input and output devices.
We introduce a hierarchical model for the subsurface light transport in
translucent objects, derive an acquisition methodology, and acquire
models of several translucent objects that can be rendered
interactively.  Since geometry models of real world objects are
often acquired using 3D range scanners, we also present a method
based on the concept of modulation transfer functions to evaluate
their accuracy.
 
In order to illuminate a scene with realistic light sources, we
propose a method to acquire a model of the near-field emission
pattern of a light source with optical prefiltering.  We apply this
method to several light sources with different emission
characteristics and demonstrate the integration of the acquired
models into both, global illumination as well as
hardware-accelerated rendering systems.


BibTeX
@book{Goesele:2004:NAT2,
TITLE = {New Acquisition Techniques for Real Objects and Light Sources in Computer Graphics},
AUTHOR = {Goesele, Michael},
LANGUAGE = {eng},
ISBN = {3-8334-1489-8},
LOCALID = {Local-ID: C125675300671F7B-8D2C7C9F78473B13C1256F2C00346162-Goesele:2004:NAT2},
PUBLISHER = {Books on Demand},
ADDRESS = {Norderstedt},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {Accurate representations of objects and light sources in a scene model are a crucial prerequisite for realistic image synthesis using computer graphics techniques. This thesis presents techniques for the efficient acquisition of real world objects and real world light sources, as well as an assessment of the quality of the acquired models. Making use of color management techniques, we setup an appearance reproduction pipeline that ensures best-possible reproduction of local light reflection with the available input and output devices. We introduce a hierarchical model for the subsurface light transport in translucent objects, derive an acquisition methodology, and acquire models of several translucent objects that can be rendered interactively. Since geometry models of real world objects are often acquired using 3D range scanners, we also present a method based on the concept of modulation transfer functions to evaluate their accuracy. In order to illuminate a scene with realistic light sources, we propose a method to acquire a model of the near-field emission pattern of a light source with optical prefiltering. We apply this method to several light sources with different emission characteristics and demonstrate the integration of the acquired models into both, global illumination as well as hardware-accelerated rendering systems.},
PAGES = {184},
}

Endnote
%0 Book
%A Goesele, Michael
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T New Acquisition Techniques for Real Objects and Light Sources in Computer Graphics : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2AE3-2
%F EDOC: 231815
%@ 3-8334-1489-8
%F OTHER: Local-ID: C125675300671F7B-8D2C7C9F78473B13C1256F2C00346162-Goesele:2004:NAT2
%I Books on Demand
%C Norderstedt
%D 2004
%P 184
%X Accurate representations of objects and light sources in a scene
model are a crucial prerequisite for realistic image synthesis using
computer graphics techniques. This thesis presents techniques for
the efficient acquisition of real world objects and real world light
sources, as well as an assessment of the quality of the acquired
models.

Making use of color management techniques, we setup an appearance
reproduction pipeline that ensures best-possible reproduction of
local light reflection with the available input and output devices.
We introduce a hierarchical model for the subsurface light transport in
translucent objects, derive an acquisition methodology, and acquire
models of several translucent objects that can be rendered
interactively.  Since geometry models of real world objects are
often acquired using 3D range scanners, we also present a method
based on the concept of modulation transfer functions to evaluate
their accuracy.

In order to illuminate a scene with realistic light sources, we
propose a method to acquire a model of the near-field emission
pattern of a light source with optical prefiltering.  We apply this
method to several light sources with different emission
characteristics and demonstrate the integration of the acquired
models into both, global illumination as well as
hardware-accelerated rendering systems.
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moreAbstract
Translucent objects are characterized by diffuse light scattering
beneath the object's surface.  Light enters and leaves an object at
possibly distinct surface locations.  This paper presents the first
method to acquire this transport behavior for arbitrary
inhomogeneous objects.  Individual surface points are illuminated in
our DISCO measurement facility and the object's impulse response is
recorded with a high-dynamic range video camera.  The acquired data
is resampled into a hierarchical model of the object's light
scattering properties.  Missing values are consistently interpolated
resulting in measurement-based, complete and accurate
representations of real translucent objects which can be rendered
with various algorithms.
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moreAbstract
Accurate representations of objects and light sources in a scene model are a 
crucial prerequisite for realistic image synthesis using computer graphics 
techniques. This thesis presents techniques for the efficient acquisition of 
real world objects and real world light sources, as well as an assessment of 
the quality of the acquired
models.

Making use of color management techniques, we setup an appearance reproduction 
pipeline that ensures best-possible reproduction of local light reflection with 
the available input and output devices. We introduce a hierarchical model for 
the subsurface light transport in translucent objects, derive an acquisition 
methodology, and acquire models of several translucent objects that can be 
rendered interactively. Since geometry models of real world objects are often 
acquired using 3D range scanners, we also present a method based on the concept 
of modulation transfer functions to evaluate their accuracy.

In order to illuminate a scene with realistic light sources, we propose a 
method to acquire a model of the near-field emission pattern of a light source 
with optical prefiltering. We apply this method to several light sources with 
different emission characteristics and demonstrate the integration of the 
acquired models into both, global illumination as well as hardware-accelerated 
rendering systems.
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moreAbstract
The compression of polygonal mesh geometry is
still an active field of research as in 3d no theoretical
bounds are known. This work proposes a geometry
coding method based on predictive coding. Instead
of using the vertex to vertex distance as distortion
measurement, an approximation to the Hausdorffdistance
is used resulting in additional degrees of
freedom. These are exploited by a new adaptive
quantization approach, which is independent of the
encoding order. The achieved compression rates
are similar to those of entropy based optimization
but with a significantly faster compression performance.
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moreAbstract
With the advancements in realtime ray tracing and new global illumination 
algorithms we are now able to render the most important illumination effects at 
interactive rates. One of the major remaining issues is the fast and efficient 
simulation of caustic illumination, such as e.g. the illumination from a car 
headlight. The photon mapping algorithm is a simple and robust approach that 
generates high-quality results and is the preferred algorithm for computing 
caustic illumination. However, photon mapping has a number of properties that 
make it rather slow on today s processors. Photon mapping has also been 
notoriously difficult to parallelize efficiently. 
 
In this paper, we present a detailed analysis of the performance issues of 
photon mapping together with signifi- cant performance improvements for all 
aspects of the photon mapping technique. The solution forms a complete 
framework for realtime photon mapping that efficiently combines realtime ray 
tracing, optimized and improved photon mapping algorithms, and efficient 
parallelization across commodity PCs. The presented system achieves realtime 
photon mapping performance of up to 22 frames per second on non-trivial scenes, 
while still allowing for interactively updating all aspects of the scene, 
including lighting, material properties, and geometry.
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We present a hair model together with rendering algorithms suitable for 
real-time rendering. In our approach, we take into account the major lighting 
factors contributing to a realistic appearance of human hair: anisotropic 
reflection and self-shadowing. To deal with the geometric complexity of human 
hair, we combine single hair fibers into hair wisps, which are represented by 
textured triangle strips. Our rendering algorithms
use OpenGL extensions to achieve real-time performance on recent commodity 
graphics boards. We demonstrate the applicability of our hair model for a 
variety of different hairstyles.
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moreAbstract
Two ingredients are necessary to synthesize realistic images: an
accurate rendering algorithm and, equally important, high-quality
models in terms of geometry {\em and} reflection properties. In this
dissertation we focus on capturing the appearance of real world
objects. The acquired model must represent both the geometry and the
reflection properties of the object in order to create new views of
the object with novel illumination.  Starting from scanned 3D
geometry, we measure the reflection properties (BRDF) of the object
from images taken under known viewing and lighting conditions. The
BRDF measurement require only a small number of input images and is
made even more efficient by a view planning algorithm.  In particular,
we propose algorithms for efficient image-to-geometry registration,
and an image-based measurement technique to reconstruct spatially
varying materials from a sparse set of images using a point light
source. Moreover, we present a view
planning algorithm that calculates camera and light source positions
for optimal quality and efficiency of the measurement process.
Relightable models of real-world objects are requested in various
fields such as movie production, e-commerce, digital libraries, and
virtual heritage.


BibTeX
@phdthesis{Lensch:2004:EIA,
TITLE = {Efficient, Image-based Appearance Acquisition of Real-World Objects},
AUTHOR = {Lensch, Hendrik P. A.},
LANGUAGE = {eng},
ISBN = {3-89873-996-1},
URL = {urn:nbn:de:bsz:291-scidok-2591},
DOI = {10.22028/D291-25757},
LOCALID = {Local-ID: C125675300671F7B-B95719A18D0A7B7FC1256EC400600BEF-Lensch:2004:EIA},
SCHOOL = {Cuvillier Verlag},
ADDRESS = {G{\"o}ttingen},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {Two ingredients are necessary to synthesize realistic images: an<br>accurate rendering algorithm and, equally important, high-quality<br>models in terms of geometry {\em and} reflection properties. In this<br>dissertation we focus on capturing the appearance of real world<br>objects. The acquired model must represent both the geometry and the<br>reflection properties of the object in order to create new views of<br>the object with novel illumination. Starting from scanned 3D<br>geometry, we measure the reflection properties (BRDF) of the object<br>from images taken under known viewing and lighting conditions. The<br>BRDF measurement require only a small number of input images and is<br>made even more efficient by a view planning algorithm. In particular,<br>we propose algorithms for efficient image-to-geometry registration,<br>and an image-based measurement technique to reconstruct spatially<br>varying materials from a sparse set of images using a point light<br>source. Moreover, we present a view<br>planning algorithm that calculates camera and light source positions<br>for optimal quality and efficiency of the measurement process.<br>Relightable models of real-world objects are requested in various<br>fields such as movie production, e-commerce, digital libraries, and<br>virtual heritage.},
}

Endnote
%0 Thesis
%A Lensch, Hendrik P. A.
%Y Seidel, Hans-Peter
%A referee: Hanrahan, Pat
%A referee: Fellner, Dieter W.
%+ Computer Graphics, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
%T Efficient, Image-based Appearance Acquisition of Real-World Objects : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2BD1-2
%F EDOC: 231888
%U urn:nbn:de:bsz:291-scidok-2591
%@ 3-89873-996-1
%F OTHER: Local-ID: C125675300671F7B-B95719A18D0A7B7FC1256EC400600BEF-Lensch:2004:EIA
%R 10.22028/D291-25757
%F OTHER: hdl:20.500.11880/25813
%I Cuvillier Verlag
%C G&#246;ttingen
%D 2004
%P XIV, 158 p.
%V phd
%9 phd
%X Two ingredients are necessary to synthesize realistic images: an<br>accurate rendering algorithm and, equally important, high-quality<br>models in terms of geometry {\em and} reflection properties. In this<br>dissertation we focus on capturing the appearance of real world<br>objects. The acquired model must represent both the geometry and the<br>reflection properties of the object in order to create new views of<br>the object with novel illumination.  Starting from scanned 3D<br>geometry, we measure the reflection properties (BRDF) of the object<br>from images taken under known viewing and lighting conditions. The<br>BRDF measurement require only a small number of input images and is<br>made even more efficient by a view planning algorithm.  In particular,<br>we propose algorithms for efficient image-to-geometry registration,<br>and an image-based measurement technique to reconstruct spatially<br>varying materials from a sparse set of images using a point light<br>source. Moreover, we present a view<br>planning algorithm that calculates camera and light source positions<br>for optimal quality and efficiency of the measurement process.<br>Relightable models of real-world objects are requested in various<br>fields such as movie production, e-commerce, digital libraries, and<br>virtual heritage.
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moreAbstract
One of the main challenges in editing a mesh is to retain the visual appearance 
of the surface after applying various modifications. In this paper we advocate 
the use of linear differential coordinates as means to preserve the 
high-frequency detail of the surface. The differential coordinates represent 
the details and are defined by a linear transformation of the mesh vertices. 
This allows the reconstruction of the edited surface by solving a linear system 
that satisfies the reconstruction of the local details in least squares sense. 
Since the differential coordinates are defined in a global coordinate system 
they are not rotation-invariant. To compensate for that, we rotate them to 
agree with the rotation of an approximated local frame. We show that the linear 
least squares system can be solved fast enough to guarantee interactive 
response time thanks to a precomputed factorization of the coefficient matrix. 
We demonstrate that our approach enables to edit complex detailed meshes while 
keeping the shape of the details in their natural orientation.
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moreAbstract
Since new imaging and rendering systems commonly use physically
accurate lighting information in the form of High-Dynamic Range
data, there is a need for an automatic visual quality assessment of the 
resulting images. In this work we extend the Visual Difference Predictor (VDP) 
developed by Daly to handle HDR data. This let us predict if a human observer 
is able to perceive differences for a pair of HDR images under the adaptation 
conditions corresponding to the real scene observation.
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moreAbstract
Due to rapid technological progress in high dynamic range (HDR)
  video capture and display, the efficient storage and
  transmission of such data is crucial for the completeness of any HDR
  imaging pipeline.  We propose a new approach for
  inter-frame encoding of HDR video, which is embedded in the
  well-established MPEG-4 video compression standard.  The key
  component of our technique is luminance quantization 
  that is optimized for the contrast threshold perception in the
  human visual system.  The quantization
  scheme requires only 10--11 bits to encode 12 orders of magnitude of
  visible luminance range and does not lead to perceivable contouring
  artifacts. Besides video encoding, the proposed quantization
  provides perceptually-optimized luminance sampling for fast
  implementation of any
  global tone mapping operator using a lookup table.
  To improve the quality of synthetic video sequences, we introduce
  a coding scheme for discrete cosine transform (DCT) blocks with
  high contrast. We demonstrate the capabilities of HDR video in
  a player, which enables decoding, tone mapping, and applying
  post-processing effects in real-time. The tone mapping algorithm as well
  as its parameters can be changed interactively while the video is playing.
  We can simulate post-processing
  effects such as glare, night vision, and motion blur, which appear
  very realistic due to the usage of HDR data.
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        “Fast and Accurate Ray-Voxel Intersection Techniques for Iso-Surface Ray Tracing,” in Vision, Modeling, and Visualization 2004 (VMV-04) (VWV 2004), Stanford, USA, 2004.
    
moreAbstract
Visualizing iso-surfaces of volumetric data sets is becoming
  increasingly important for many practical applications. One crucial
  task in iso-surface ray tracing is to find the correct intersection
  of a ray with the trilinear-interpolated implicit surface defined by
  the data values at the vertices of a given voxel. Currently
  available solutions are either accurate but slow or they provide
  fast but only approximate solutions.
 
  In this paper, we analyze the available techniques and present a new
  intersection algorithm.  We compare and evaluate the new algorithm
  against previous approaches using both synthetic test cases and real
  world data sets.
 
  The new algorithm is roughly three times faster but provides the
  same image quality and better numerical stability as previous
  accurate solutions.
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        “3D Scattered Data Approximation with Adaptive Compactly Supported Radial Basis Functions,” in Shape Modeling International 2004 (SMI 2004), Genova, Italy, 2004.
    
moreAbstract
In this paper, we develop an adaptive RBF fitting procedure 
for a high quality approximation of a set of points scattered 
over a piecewise smooth surface. We use compactly supported 
RBFs whose centers are randomly chosen from the points. 
The randomness is controlled by the point density and surface 
geometry. For each RBF, its support size is chosen adaptively 
according to surface geometry at a vicinity of the RBF center.
All these lead to a noise-robust high quality approximation of 
the set. We also adapt our basic technique for shape
reconstruction from registered range scans by taking into 
account measurement confidences. Finally, an interesting link
between our RBF fitting procedure and partition of unity
approximations is established and discussed.
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moreAbstract
We propose a simple and effective method for detecting view- 
and scale-independent ridge-valley lines defined via first- 
and second-order curvature derivatives on shapes approximated 
by dense triangle meshes. A high-quality estimation of 
high-order surface derivatives is achieved by combining
multi-level implicit surface fitting and finite difference
approximations. We demonstrate that the ridges and valleys are
geometrically and perceptually salient surface features and,
therefore, can be potentially used for shape recognition, 
coding, and quality evaluation purposes.
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        “Spline Approximation of General Volumetric Data,” in Proceedings of the 9th ACM Symposium on Solid Modeling and Applications (SM 2004), Genova, Italy, 2004.
    
moreAbstract
We present an efficient algorithm for approximating huge general
  volumetric data sets, i.e.~the data is given over arbitrarily shaped
  volumes and consists of up to millions of samples. The method is based
  on cubic trivariate splines, i.e.~piecewise polynomials of total
  degree three defined w.r.t. uniform type-6 tetrahedral partitions of
  the volumetric domain. Similar as in the recent bivariate
  approximation approaches, the splines in three variables
  are automatically determined from the discrete data as a result of a
  two-step method, where local discrete least
  squares polynomial approximations of varying degrees are extended by
  using natural conditions, i.e.the continuity and smoothness properties
  which determine the underlying spline space. The main advantages of
  this approach with linear algorithmic complexity are as follows: no
  tetrahedral partition of the volume data is needed, only small
  linear systems have to be solved, the local variation and
  distribution of the data is automatically adapted,
  Bernstein-B{\'e}zier techniques well-known in Computer Aided
  Geometric Design (CAGD) can be fully exploited, noisy data are
  automatically smoothed. Our numerical examples with huge data sets
  for synthetic data as well as some real-world data confirm the
  efficiency of the methods, show the high quality of the spline
  approximation, and illustrate that the rendered iso-surfaces inherit
  a visual smooth appearance from the volume approximating splines.
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        “Reconstruction of Volume Data with Quadratic Super Splines,” IEEE Transactions on Visualization and Computer Graphics, vol. 10, 2004.
    
moreAbstract
We propose a new approach to reconstruct nondiscrete models from gridded volume 
samples. As a model, we use quadratic trivariate super splines on a uniform 
tetrahedral partition. We discuss the smoothness and approximation properties 
of our model and compare to alternative piecewise polynomial constructions. We 
observe as a non-standard phenomenon that the derivatives of our splines yield 
optimal approximation order for smooth data, while the theoretical error of the 
values is nearly optimal due to the averaging rules. Our approach enables 
efficient reconstruction and visualization of the data. As the piecewise 
polynomials are of the lowest possible total degree two, we can efficiently 
determine exact ray intersections with an iso-surface for ray-casting. 
Moreover, the optimal approximation properties of the derivatives allow to 
simply sample the necessary gradients directly from the polynomial pieces of 
the splines. Our results confirm the efficiency of the quasi-interpolating 
method and demonstrate high visual quality for rendered isosurfaces.
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%X We propose a new approach to reconstruct nondiscrete models from gridded volume 
samples. As a model, we use quadratic trivariate super splines on a uniform 
tetrahedral partition. We discuss the smoothness and approximation properties 
of our model and compare to alternative piecewise polynomial constructions. We 
observe as a non-standard phenomenon that the derivatives of our splines yield 
optimal approximation order for smooth data, while the theoretical error of the 
values is nearly optimal due to the averaging rules. Our approach enables 
efficient reconstruction and visualization of the data. As the piecewise 
polynomials are of the lowest possible total degree two, we can efficiently 
determine exact ray intersections with an iso-surface for ray-casting. 
Moreover, the optimal approximation properties of the derivatives allow to 
simply sample the necessary gradients directly from the polynomial pieces of 
the splines. Our results confirm the efficiency of the quasi-interpolating 
method and demonstrate high visual quality for rendered isosurfaces.
%J IEEE Transactions on Visualization and Computer Graphics
%V 10
%& 397
%P 397 - 409




	PuRe
	BibTeX

	


        1495
    
                Thesis
            
D4


        W. Saleem
    

        “A flexible framework for learning-based Surface Reconstruction,” Universität des Saarlandes, Saarbrücken, 2004.
    
moreAbstract
The problem of Surface Reconstruction arises in many real world situations. We 
introduce in detail the problem itself and then take a brief look into its 
applications and existing techniques, particularly learning based techniques, 
developed for its solution. Having presented the context, we closely examine 
one such learning based technique – the Neural Mesh algorithm for Surface 
Reconstruction.
Despite being relatively recent, the Neural Mesh algorithm has already 
undergone several revisions, thus giving rise to several variants of the 
original algorithm. We study the algorithm and each of its variants in detail. 
All variants rely in varying
degrees on a specific aspect of the algorithm – a signal counter. We observe 
that algorithmic reliance on the signal counter impedes performance and propose 
an alternate way of performing the same functionalities – using a list. 
Additionally, on the practical side, we identify areas where inhouse 
implementations of the algorithms were wanting in efficiency and revise those 
areas.
Changing over from the signal counter to the list represents a change in 
approach from the exact learning of the original algorithms to a comparative 
learning framework. We show empirically that this change in approach does not 
produce any significant difference in the quality of the algorithms’ output, 
while performance, in terms of running time, increases dramatically.
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%X The problem of Surface Reconstruction arises in many real world situations. We 
introduce in detail the problem itself and then take a brief look into its 
applications and existing techniques, particularly learning based techniques, 
developed for its solution. Having presented the context, we closely examine 
one such learning based technique &#8211; the Neural Mesh algorithm for Surface 
Reconstruction.
Despite being relatively recent, the Neural Mesh algorithm has already 
undergone several revisions, thus giving rise to several variants of the 
original algorithm. We study the algorithm and each of its variants in detail. 
All variants rely in varying
degrees on a specific aspect of the algorithm &#8211; a signal counter. We observe 
that algorithmic reliance on the signal counter impedes performance and propose 
an alternate way of performing the same functionalities &#8211; using a list. 
Additionally, on the practical side, we identify areas where inhouse 
implementations of the algorithms were wanting in efficiency and revise those 
areas.
Changing over from the signal counter to the list represents a change in 
approach from the exact learning of the original algorithms to a comparative 
learning framework. We show empirically that this change in approach does not 
produce any significant difference in the quality of the algorithms&#8217; output, 
while performance, in terms of running time, increases dramatically.
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        “Cloth Motion from Optical Flow,” in Vision, modeling, and visualization 2004 (VMV-04), 2004.
    
moreAbstract
This paper presents an algorithm for capturing the motion of deformable 
surfaces, in particular textured cloth. In a calibrated multi-camera setup, the 
optical flow between consecutive video frames is determined and 3D scene flow 
is computed. We use a deformable surface model with constraints for vertex 
distances and curvature to increase the robustness of the optical flow 
measurements. Tracking errors in long video sequences are corrected by a 
silhouette matching procedure. We present results for synthetic cloth 
simulations and discuss how they can be extended to real-world footage.
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        “Extracting the Topological Structure of the Higher Order Critical points for 3D Vector Fields,” Universität des Saarlandes, Saarbrücken, 2004.
    
moreAbstract
Critical points of vector fields are important topological features, which are 
characterized by the number and order of areas of different flow behavior 
around it. We present an approach to detect the different sectors around 
general critical points of 3D vector fields. This approach is based on a 
piecewise linear approximation of the vector fields around the critical points. 
We showed examples how this approach can also treat critical points of a higher 
order, and we discussed the limitation of the approach as well.
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We showed examples how this approach can also treat critical points of a higher 
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        “Laplacian Surface Editing,” in SGP 2004: Symposium on Geometry Processing, Nice, France, 2004.
    
moreAbstract
Surface editing operations commonly require geometric details of the surface to 
be preserved as much as possible. We argue that geometric detail is an 
intrinsic property of a surface and that, consequently, surface editing is best 
performed by operating over an intrinsic surface representation. We provide 
such a representation of a surface, based on the Laplacian of the mesh, by 
encoding each vertex relative to its neighborhood. The Laplacian of the mesh is 
enhanced to be invariant to locally linearized rigid transformations and 
scaling. Based on this Laplacian representation, we develop useful editing 
operations: interactive free-form deformation in a region of interest based on 
the transformation of a handle, transfer and mixing of geometric details 
between two surfaces, and transplanting of a partial surface mesh onto another 
surface. The main computation involved in all operations is the solution of a 
sparse linear system, which can be done at interactive rates. We demonstrate 
the effectiveness of our approach in several examples, showing that the editing 
operations change the shape while respecting the structural geometric detail.


BibTeX
@inproceedings{Sorkine-et-al_SGP04,
TITLE = {Laplacian Surface Editing},
AUTHOR = {Sorkine, Olga and Lipman, Yaron and Cohen-Or, Daniel and Alexa, Marc and R{\"o}ssl, Christian and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {3-905673-13-4/1727-8384},
DOI = {10.2312/SGP/SGP04/179-188},
LOCALID = {Local-ID: C125675300671F7B-33613951BE9C91C8C1256E9B002FBA94-SLCARS:2004},
PUBLISHER = {The Eurographics Association},
YEAR = {2004},
DATE = {2004},
ABSTRACT = {Surface editing operations commonly require geometric details of the surface to <br>be preserved as much as possible. We argue that geometric detail is an <br>intrinsic property of a surface and that, consequently, surface editing is best <br>performed by operating over an intrinsic surface representation. We provide <br>such a representation of a surface, based on the Laplacian of the mesh, by <br>encoding each vertex relative to its neighborhood. The Laplacian of the mesh is <br>enhanced to be invariant to locally linearized rigid transformations and <br>scaling. Based on this Laplacian representation, we develop useful editing <br>operations: interactive free-form deformation in a region of interest based on <br>the transformation of a handle, transfer and mixing of geometric details <br>between two surfaces, and transplanting of a partial surface mesh onto another <br>surface. The main computation involved in all operations is the solution of a <br>sparse linear system, which can be done at interactive rates. We demonstrate <br>the effectiveness of our approach in several examples, showing that the editing <br>operations change the shape while respecting the structural geometric detail.},
BOOKTITLE = {SGP 2004: Symposium on Geometry Processing},
EDITOR = {Scopigno, Roberto and Zorin, Denis and Fellner, Dieter and Spencer, Stephen},
PAGES = {179--188, 274},
ADDRESS = {Nice, France},
}

Endnote
%0 Conference Proceedings
%A Sorkine, Olga
%A Lipman, Yaron
%A Cohen-Or, Daniel
%A Alexa, Marc
%A R&#246;ssl, Christian
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Laplacian Surface Editing : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2ACE-3
%F EDOC: 231932
%F OTHER: Local-ID: C125675300671F7B-33613951BE9C91C8C1256E9B002FBA94-SLCARS:2004
%R 10.2312/SGP/SGP04/179-188
%D 2004
%B 2004 Symposium on Geometry Processing
%Z date of event: 2004-07-08 - 2004-07-10
%C Nice, France
%X Surface editing operations commonly require geometric details of the surface to <br>be preserved as much as possible. We argue that geometric detail is an <br>intrinsic property of a surface and that, consequently, surface editing is best <br>performed by operating over an intrinsic surface representation. We provide <br>such a representation of a surface, based on the Laplacian of the mesh, by <br>encoding each vertex relative to its neighborhood. The Laplacian of the mesh is <br>enhanced to be invariant to locally linearized rigid transformations and <br>scaling. Based on this Laplacian representation, we develop useful editing <br>operations: interactive free-form deformation in a region of interest based on <br>the transformation of a handle, transfer and mixing of geometric details <br>between two surfaces, and transplanting of a partial surface mesh onto another <br>surface. The main computation involved in all operations is the solution of a <br>sparse linear system, which can be done at interactive rates. We demonstrate <br>the effectiveness of our approach in several examples, showing that the editing <br>operations change the shape while respecting the structural geometric detail.
%B SGP 2004: Symposium on Geometry Processing
%E Scopigno, Roberto; Zorin, Denis; Fellner, Dieter; Spencer, Stephen
%P 179 - 188, 274
%I The Eurographics Association
%@ 3-905673-13-4/1727-8384




	DOI
	PuRe
	BibTeX

	


        1500
    
                Conference paper
            
D4


        M. Sunkel, J. Kautz, and H.-P. Seidel
    

        “Rendering and Simulation of Liquid Foams,” in Vision, Modeling, and Visualization 2004 (VMV 2004), Stanford, CA, USA, 2004.
    
moreBibTeX
@inproceedings{DBLP:conf/vmv/SunkelKS04,
TITLE = {Rendering and Simulation of Liquid Foams},
AUTHOR = {Sunkel, Martin and Kautz, Jan and Seidel, Hans-Peter},
LANGUAGE = {eng},
PUBLISHER = {Aka GmbH},
YEAR = {2004},
DATE = {2004},
BOOKTITLE = {Vision, Modeling, and Visualization 2004 (VMV 2004)},
EDITOR = {Girod, Bernd and Magnor, Marcus A. and Seidel, Hans-Peter},
PAGES = {263--269},
ADDRESS = {Stanford, CA, USA},
}

Endnote
%0 Conference Proceedings
%A Sunkel, Martin
%A Kautz, Jan
%A Seidel, Hans-Peter
%+ External Organizations
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
%T Rendering and Simulation of Liquid Foams : 
%G eng
%U http://hdl.handle.net/21.11116/0000-000F-13B4-0
%D 2004
%B 9th International Fall Workshop on Vision, Modeling, and Visualization
%Z date of event: 2004-11-16 - 2004-11-18
%C Stanford, CA, USA
%B Vision, Modeling, and Visualization 2004
%E Girod, Bernd; Magnor, Marcus A.; Seidel, Hans-Peter
%P 263 - 269
%I Aka GmbH




	PuRe
	BibTeX

	


        1501
    
                Conference paper
            
D4


        T. Tawara, K. Myszkowski, and H.-P. Seidel
    

        “Exploiting Temporal Coherence in Final Gathering for Dynamic Scenes,” in Computer Graphics International (CGI 2004), 2004.
    
moreAbstract
Efficient global illumination computation in dynamically
changing environments is an important practical
problem. In high-quality animation rendering
costly "final gathering" technique is commonly
used. We extend this technique into temporal domain
by exploiting coherence between the subsequent frames.
For this purpose we store previously computed
incoming radiance samples and refresh them evenly in space and
time using some aging criteria.  The approach is
based upon a two-pass photon mapping algorithm with irradiance
cache, but it can be applied also in other gathering methods. The
algorithm significantly reduces the cost of expensive indirect
lighting computation and suppresses temporal aliasing
with respect to the state of the art frame-by-frame
rendering techniques.
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moreAbstract
Producing high quality animations featuring rich object appearance and
compelling lighting effects is very time consuming using traditional
frame-by-frame rendering systems. In this paper we present a
number of global illumination and rendering solutions that
exploit temporal coherence in lighting distribution for subsequent
frames to improve the computation performance and overall
animation quality. Our strategy relies on extending into temporal domain
well-known global illumination techniques
such as density estimation photon tracing,
photon mapping, and bi-directional path tracing, which were
originally designed to handle static scenes only.
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moreAbstract
In this paper we propose an efficient algorithm
for handling strong secondary light sources
within the photon mapping framework. We introduce
an additional photon map as an implicit representation
of such light sources. At the
rendering stage this map is used for the explicit
sampling of strong indirect lighting in a similar
way as it is usually performed for primary light
sources. Our technique works fully automatically,
improves the computation performance, and leads to
a better image quality than traditional rendering
approaches.
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moreAbstract
We consider the topology of piecewise linear vector fields whose domain is a 
piecewise linear 2-manifold, i.e. a triangular mesh. Such vector fields can 
describe simulated 2-dimensional flows, or they may reflect geometric 
properties of the underlying mesh. We introduce a thinning technique which 
preserves the complete topology of the vector field, i.e. the critical points 
and separatrices. As the theoretical foundation, we have shown in an earlier 
paper that for local modiØcations of a vector field, it is possible to decide 
entirely by a local analysis whether or not the global topology is preserved. 
This result is applied in a number of compression algorithms which are based on 
a repeated local modification of the vector field, namely a repeated 
edge-collapse of the underlying piecewise linear domain.
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moreAbstract
We introduce a new technique for estimating the curvature tensor of a 
triangular mesh. The input of the algorithm is only a single triangle equipped 
with its (exact or estimated) vertex normals. This way we get a smooth function 
of the curvature tensor inside each triangle of the mesh. We show that the 
error of the new method is comparable with the error of a cubic fitting 
approach if the incorporated normals are estimated. If the exact normals of the 
underlying surface are available at the vertices, the error drops signifi- 
cantly. We demonstrate the applicability of the new estimation at a rather 
complex data set.
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moreAbstract
\begin{abstract}
 
In recent years, the convergence of Computer Vision and Computer Graphics has
put forth a new field of research that focuses on the reconstruction of 
real-world scenes
from video streams.
To make immersive \mbox{3D} video reality, the whole pipeline spanning from 
scene acquisition
over \mbox{3D} video reconstruction to real-time rendering needs to be 
researched.
 
In this paper, we describe latest advancements of our system to record, 
reconstruct and render
free-viewpoint videos of human actors.
 
We apply a silhouette-based non-intrusive motion capture 
algorithm making use of a 3D human body model to estimate the actor's 
parameters of motion
from multi-view video streams. A renderer plays back the acquired motion 
sequence in real-time
from any arbitrary perspective. Photo-realistic physical appearance of the 
moving actor is
obtained by generating time-varying multi-view textures from video.
This work shows how the motion capture sub-system can be enhanced
by incorporating texture information from the input video streams into the 
tracking process. 3D motion fields
are reconstructed from optical flow that are used in combination with 
silhouette matching to estimate pose parameters. We demonstrate that a 
high visual quality can be achieved with the proposed approach and validate the 
enhancements caused by the the motion field step.
 
\end{abstract}
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In recent years, the convergence of Computer Vision and Computer Graphics has
put forth a new field of research that focuses on the reconstruction of 
real-world scenes
from video streams.
To make immersive \mbox{3D} video reality, the whole pipeline spanning from 
scene acquisition
over \mbox{3D} video reconstruction to real-time rendering needs to be 
researched.

In this paper, we describe latest advancements of our system to record, 
reconstruct and render
free-viewpoint videos of human actors.

We apply a silhouette-based non-intrusive motion capture 
algorithm making use of a 3D human body model to estimate the actor's 
parameters of motion
from multi-view video streams. A renderer plays back the acquired motion 
sequence in real-time
from any arbitrary perspective. Photo-realistic physical appearance of the 
moving actor is
obtained by generating time-varying multi-view textures from video.
This work shows how the motion capture sub-system can be enhanced
by incorporating texture information from the input video streams into the 
tracking process. 3D motion fields
are reconstructed from optical flow that are used in combination with 
silhouette matching to estimate pose parameters. We demonstrate that a 
high visual quality can be achieved with the proposed approach and validate the 
enhancements caused by the the motion field step.
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moreAbstract
Photon mapping is one of the most important algorithms for computing global 
illumination. Especially for effi- ciently producing convincing caustics, there 
are no real alternatives to photon mapping. On the other hand, photon mapping 
is also quite costly: Each radiance lookup requires to find the k nearest 
neighbors in a kd-tree, which can be more costly than shooting several rays. 
Therefore, the nearest-neighbor queries often dominate the rendering time of a 
photon map based renderer. 
 
In this paper, we present a method that reorganizes   i.e. unbalances   the 
kd-tree for storing the photons in a way that allows for finding the k-nearest 
neighbors much more efficiently, thereby accelerating the radiance estimates by 
a factor of 1.2 3.4. Most importantly, our method still finds exactly the same 
k-nearest-neighbors as the original method, without introducing any 
approximations or loss of accuracy. The impact of our method is demonstrated 
with several practical examples.
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moreAbstract
With the tremendous advances in both hardware capabilities and
 rendering algorithms, rendering performance is steadily increasing.
 Even consumer graphics hardware can render many million
 triangles per second. However, scene complexity seems to be rising
 even faster than rendering performance, with no end to even more
 complex models in sight.
 
 In this paper, we are targeting the interactive visualization of the
 ``Boeing 777'' model, a highly complex model of 350 \emph{million}
 individual triangles, which -- due to its sheer size and complex
 internal structure -- simply cannot be  handled satisfactorily by
 today's techniques.  To render this model, we use a combination of
 real-time ray tracing, a low-level out of core caching and demand
 loading strategy, and a hierarchical, hybrid
 volumetric/lightfield-like approximation scheme for representing
 not-yet-loaded geometry.
%
 With this approach, we are able to render the full
 777 model at several frames per second even on a single
 commodity desktop PC.
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moreAbstract
Photon tracing and density estimation are well established
techniques in global illumination computation and rendering of
high-quality animation sequences. Using traditional density estimation 
techniques
it is difficult to remove stochastic noise inherent for photon-based
methods while avoiding overblurring lighting details.
In this paper we investigate the use of bilateral filtering
for lighting reconstruction based on the local density of photon hit points.
Bilateral filtering is applied in spatio-temporal domain and
provides control over the level-of-details in reconstructed lighting.
All changes of lighting below this level are treated as
stochastic noise and are suppressed. Bilateral
filtering proves to be efficient in preserving sharp features
in lighting which is in particular important for high-quality caustic
reconstruction. Also, flickering
between subsequent animation frames is substantially reduced
due to extending bilateral filtering into temporal domain.
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moreAbstract
This thesis focuses on tone mapping operators and the perceptual differences 
between them when the tone mapped images are compared with their corresponding 
real-world views. To achieve this goal, two tone reproductions were implemented 
within the scope of this thesis. High dynamic range (HDR) images were acquired 
using the camera response curve recovery function of Robertson et al. for the 
perceptual experiment. After the perceptual experiment, multivariate 
statistical methods were used to analyze the set of data from the 
psychophysical experiment.
 
Two tone reproductions, the Ashikhmin method and fast bilateral filtering 
introduced by Durand and Dorsey were implemented. Both of them are classified 
as local tone mapping techniques. Ashikhmin's method deals with the local 
adaptation level and local contrast separately. The bilateral filtering method 
is based upon the work of Tomasi and Manduchi and sped up by piece-wise linear 
and subsampling strategies. This algorithm divides an image into two layers (a 
base layer and a detail layer) in order to reduce contrast but preserve details.
 
In order to create HDR images, the camera response curve was recovered by using 
the method of Robertson et al. Each HDR image was constructed from 15 images 
with different exposures and saved in the Radiance RGBE format.
 
A psychophysical experiment was held with 14 human observers over seven tone 
mapped images on two scenes. 
The tone mapping operators are the followings: the linear tone mapping, the 
fast bilateral filtering by Durand and Dorsey, Pattanaik et al.'s method, the 
Ashikhmin method, the Ward method, the photographic tone reproduction of 
Reinhard et al., and the adaptive logarithmic mapping of Drago et al.
In the psychophysical experiment, subjects were asked to compare each of the 
images to its corresponding real-world view and rate its overall brightness, 
contrast, detail reproduction in dark and bright regions, and naturalness. The 
set of data was analyzed by using multivariate statistical analyses for the 
main effect of the tone mapping operators.
 
The result shows that those tone mapping operators are perceived very 
differently when compared with the corresponding real-world views.
The multivariate analysis of variance (MANOVA) shows that means of the set of 
data are in a three-dimensional space but neither along a line nor on a plane. 
An interesting result shown by this experiment is that those operators are 
divided into global and local categories by Mahalanobis distances.
 
The main effects of the tone mapping operators to each of the attributes were 
quite significant. 
Overall brightness provides the biggest difference among the tone mapping 
operators. The linear tone mapping operator was perceived with the highest 
brightness and Pattanaik, Ward, and Drago also had a higher amount of overall 
brightness than the others. Additionally, the result shows that although the 
main effect of the tone mapping operators for the details in bright regions is 
highly significant, for the details in dark regions is not.
 
Correlations of all of possible combination of the attributes were tested.
Regarding the naturalness, this research shows that none of the other 
attributes has a strong influence by itself. This may suggest that naturalness 
is influenced by a combination of the other attributes.
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%X This thesis focuses on tone mapping operators and the perceptual differences 
between them when the tone mapped images are compared with their corresponding 
real-world views. To achieve this goal, two tone reproductions were implemented 
within the scope of this thesis. High dynamic range (HDR) images were acquired 
using the camera response curve recovery function of Robertson et al. for the 
perceptual experiment. After the perceptual experiment, multivariate 
statistical methods were used to analyze the set of data from the 
psychophysical experiment.
 
Two tone reproductions, the Ashikhmin method and fast bilateral filtering 
introduced by Durand and Dorsey were implemented. Both of them are classified 
as local tone mapping techniques. Ashikhmin's method deals with the local 
adaptation level and local contrast separately. The bilateral filtering method 
is based upon the work of Tomasi and Manduchi and sped up by piece-wise linear 
and subsampling strategies. This algorithm divides an image into two layers (a 
base layer and a detail layer) in order to reduce contrast but preserve details.
 
In order to create HDR images, the camera response curve was recovered by using 
the method of Robertson et al. Each HDR image was constructed from 15 images 
with different exposures and saved in the Radiance RGBE format.
 
A psychophysical experiment was held with 14 human observers over seven tone 
mapped images on two scenes. 
The tone mapping operators are the followings: the linear tone mapping, the 
fast bilateral filtering by Durand and Dorsey, Pattanaik et al.'s method, the 
Ashikhmin method, the Ward method, the photographic tone reproduction of 
Reinhard et al., and the adaptive logarithmic mapping of Drago et al.
In the psychophysical experiment, subjects were asked to compare each of the 
images to its corresponding real-world view and rate its overall brightness, 
contrast, detail reproduction in dark and bright regions, and naturalness. The 
set of data was analyzed by using multivariate statistical analyses for the 
main effect of the tone mapping operators.

The result shows that those tone mapping operators are perceived very 
differently when compared with the corresponding real-world views.
The multivariate analysis of variance (MANOVA) shows that means of the set of 
data are in a three-dimensional space but neither along a line nor on a plane. 
An interesting result shown by this experiment is that those operators are 
divided into global and local categories by Mahalanobis distances.

The main effects of the tone mapping operators to each of the attributes were 
quite significant. 
Overall brightness provides the biggest difference among the tone mapping 
operators. The linear tone mapping operator was perceived with the highest 
brightness and Pattanaik, Ward, and Drago also had a higher amount of overall 
brightness than the others. Additionally, the result shows that although the 
main effect of the tone mapping operators for the details in bright regions is 
highly significant, for the details in dark regions is not.

Correlations of all of possible combination of the attributes were tested.
Regarding the naturalness, this research shows that none of the other 
attributes has a strong influence by itself. This may suggest that naturalness 
is influenced by a combination of the other attributes.
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moreAbstract
We propose a fast and simple method for generating a low-stretch
mesh parameterization. Given a triangle mesh, we start from 
the Floater shape preserving parameterization and then
improve the parameterization gradually. At each improvement step,
we optimize the parameterization generated at the previous step
by minimizing a weighted quadratic energy where the weights 
are chosen in order to minimize the parameterization stretch.
This optimization procedure does not generate triangle 
flips if the boundary of the parameter domain is a convex polygon. 
Moreover already the first optimization step produces a high-quality mesh 
parameterization. We compare our parameterization procedure with 
several state-of-art mesh parameterization methods and demonstrate 
its speed and high efficiency in parameterizing large and geometrically 
complex models.
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moreAbstract
All global illumination algorithms are based on rendering equation. The 
rendering equation is solved in different ways in every algorithm. Most of 
algorithms solve the equation by using Monte Carlo method. In this process many 
samples are produced. These samples have different contribution to generated 
image. If one hopes to get acceptable result with fewer samples, important 
samples, which have more contribution for the  nal image, must be considered in 
the  rst place. For example, in ordinary Light Tracing, millions of photons 
have to be traced in order to obtain the distribution of illumination in the 
whole scene. Actually only a part of scene can be observed most of the time, 
and just photons hitting visible surfaces will contribute to the generated 
image. If only a small part of entire scene is visible, we will spend most of 
the time tracing and storing unimportant photons that have no any contribution 
to the  nal image. Even considering only visible photons, one can see that 
their contribution to image is very different. Surfaces that are located closer 
to viewpoint have larger image plane projected area and thus require more 
photons to achieve the same noise level as surfaces located further away. 
Orientation of surface in respect to view direction also affects viewdependent 
photons importance. Depending on the application and used Monte Carlo algorithm 
one can come up with many other different criteria to compute this importance, 
which may dramatically affect the quality of produced images and computation 
speed. Algorithm presented in the thesis takes only useful (visible) photons 
into account, concentrating computation only on the surfaces visible by 
currently active camera, balancing the distribution of photons on the image 
plane, greatly improving the image quality. Using this concept, we can get 
better result with fewer photons. In this way it is possible to save not only 
rendering time, but also storage space because less photons need to be stored. 
This idea also can be applied in other algorithms where millions of samples 
have to be generated. Once the difference among these samples is found out, we 
can pay more attention to the important samples that have more contribution to 
the result image, while ignoring less important ones, thus using fewer samples 
to get better result.
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ABSTRACT = {All global illumination algorithms are based on rendering equation. The rendering equation is solved in different ways in every algorithm. Most of algorithms solve the equation by using Monte Carlo method. In this process many samples are produced. These samples have different contribution to generated image. If one hopes to get acceptable result with fewer samples, important samples, which have more contribution for the nal image, must be considered in the rst place. For example, in ordinary Light Tracing, millions of photons have to be traced in order to obtain the distribution of illumination in the whole scene. Actually only a part of scene can be observed most of the time, and just photons hitting visible surfaces will contribute to the generated image. If only a small part of entire scene is visible, we will spend most of the time tracing and storing unimportant photons that have no any contribution to the nal image. Even considering only visible photons, one can see that their contribution to image is very different. Surfaces that are located closer to viewpoint have larger image plane projected area and thus require more photons to achieve the same noise level as surfaces located further away. Orientation of surface in respect to view direction also affects viewdependent photons importance. Depending on the application and used Monte Carlo algorithm one can come up with many other different criteria to compute this importance, which may dramatically affect the quality of produced images and computation speed. Algorithm presented in the thesis takes only useful (visible) photons into account, concentrating computation only on the surfaces visible by currently active camera, balancing the distribution of photons on the image plane, greatly improving the image quality. Using this concept, we can get better result with fewer photons. In this way it is possible to save not only rendering time, but also storage space because less photons need to be stored. This idea also can be applied in other algorithms where millions of samples have to be generated. Once the difference among these samples is found out, we can pay more attention to the important samples that have more contribution to the result image, while ignoring less important ones, thus using fewer samples to get better result.},
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%X All global illumination algorithms are based on rendering equation. The 
rendering equation is solved in different ways in every algorithm. Most of 
algorithms solve the equation by using Monte Carlo method. In this process many 
samples are produced. These samples have different contribution to generated 
image. If one hopes to get acceptable result with fewer samples, important 
samples, which have more contribution for the  nal image, must be considered in 
the  rst place. For example, in ordinary Light Tracing, millions of photons 
have to be traced in order to obtain the distribution of illumination in the 
whole scene. Actually only a part of scene can be observed most of the time, 
and just photons hitting visible surfaces will contribute to the generated 
image. If only a small part of entire scene is visible, we will spend most of 
the time tracing and storing unimportant photons that have no any contribution 
to the  nal image. Even considering only visible photons, one can see that 
their contribution to image is very different. Surfaces that are located closer 
to viewpoint have larger image plane projected area and thus require more 
photons to achieve the same noise level as surfaces located further away. 
Orientation of surface in respect to view direction also affects viewdependent 
photons importance. Depending on the application and used Monte Carlo algorithm 
one can come up with many other different criteria to compute this importance, 
which may dramatically affect the quality of produced images and computation 
speed. Algorithm presented in the thesis takes only useful (visible) photons 
into account, concentrating computation only on the surfaces visible by 
currently active camera, balancing the distribution of photons on the image 
plane, greatly improving the image quality. Using this concept, we can get 
better result with fewer photons. In this way it is possible to save not only 
rendering time, but also storage space because less photons need to be stored. 
This idea also can be applied in other algorithms where millions of samples 
have to be generated. Once the difference among these samples is found out, we 
can pay more attention to the important samples that have more contribution to 
the result image, while ignoring less important ones, thus using fewer samples 
to get better result.
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moreAbstract
Angle Based Flattening is a robust parameterization technique allowing a free 
boundary. The numerical optimization associated with the approach yields a 
challenging problem. We discuss several approaches to effectively reduce the 
computational effort involved and propose appropriate numerical solvers. We 
propose a simple but effective transformation of the problem which reduces the 
computational cost and simplifies the implementation. We also show that fast 
convergence can be achieved by finding approximate solutions which yield a low 
angular distortion.
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moreAbstract
We present a model-based approach to encode multiple synchronized
  video streams depicting a dynamic scene from different viewpoints.
  With approximate 3D scene geometry available, we compensate for
  motion as well as disparity by transforming all video images 
  to object textures prior to compression.
  A two-level hierarchical coding strategy is employed to efficiently
  exploit inter-texture coherence as well as to ensure quick random
  access during decoding.
  Experimental validation shows that attainable compression ratios
  range up to 50:1 without subsampling.
  The proposed coding scheme is intended for use in conjunction with
  Free-Viewpoint Video and 3D-TV applications.
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moreAbstract
The human hand is a masterpiece of mechanical complexity, able to perform
fine motor manipulations and powerful work alike. Designing an animatable
human hand model that features the abilities of the archetype created by
Nature requires a great deal of anatomical detail to be modeled. In this
paper, we present a human hand model with underlying anatomical
structure. Animation of the hand model is controlled by muscle contraction
values. We employ a physically based hybrid muscle model to convert these
contraction values into movement of skin and bones. Pseudo muscles directly
control the rotation of bones based on anatomical data and mechanical laws,
while geometric muscles deform the skin tissue using a mass-spring
system. Thus, resulting animations automatically exhibit anatomically and
physically correct finger movements and skin deformations. In addition, we
present a deformation technique to create individual hand models from
photographs. A radial basis warping function is set up from the
correspondence of feature points and applied to the complete structure of
the reference hand model, making the deformed hand model instantly
animatable.
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moreAbstract
We present a new Monte Carlo method for solving the global illumination
 problem in environments with general geometry descriptions and
 light emission and scattering properties. Current
 Monte Carlo global illumination algorithms are based
 on generic density estimation techniques that do not take into account any
 knowledge about the nature of the data points --- light and potential
 particle hit points --- from which a global illumination solution is to be
 reconstructed. We propose a novel estimator, especially designed
 for solving linear integral equations such as the rendering equation.
 The resulting single-pass global illumination algorithm promises to
 combine the flexibility and robustness of bi-directional
 path tracing with the efficiency of algorithms such as photon mapping.


BibTeX
@techreport{BekaertSlusallekCoolsHavranSeidel,
TITLE = {A custom designed density estimation method for light transport},
AUTHOR = {Bekaert, Philippe and Slusallek, Philipp and Cools, Ronald and Havran, Vlastimil and Seidel, Hans-Peter},
LANGUAGE = {eng},
URL = {http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2003-4-004},
NUMBER = {MPI-I-2003-4-004},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2003},
DATE = {2003},
ABSTRACT = {We present a new Monte Carlo method for solving the global illumination problem in environments with general geometry descriptions and light emission and scattering properties. Current Monte Carlo global illumination algorithms are based on generic density estimation techniques that do not take into account any knowledge about the nature of the data points --- light and potential particle hit points --- from which a global illumination solution is to be reconstructed. We propose a novel estimator, especially designed for solving linear integral equations such as the rendering equation. The resulting single-pass global illumination algorithm promises to combine the flexibility and robustness of bi-directional path tracing with the efficiency of algorithms such as photon mapping.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Bekaert, Philippe
%A Slusallek, Philipp
%A Cools, Ronald
%A Havran, Vlastimil
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Cluster of Excellence Multimodal Computing and Interaction
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T A custom designed density estimation method for light transport : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-6922-2
%U http://domino.mpi-inf.mpg.de/internet/reports.nsf/NumberView/2003-4-004
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2003
%P 28 p.
%X We present a new Monte Carlo method for solving the global illumination
 problem in environments with general geometry descriptions and
 light emission and scattering properties. Current
 Monte Carlo global illumination algorithms are based
 on generic density estimation techniques that do not take into account any
 knowledge about the nature of the data points --- light and potential
 particle hit points --- from which a global illumination solution is to be
 reconstructed. We propose a novel estimator, especially designed
 for solving linear integral equations such as the rendering equation.
 The resulting single-pass global illumination algorithm promises to
 combine the flexibility and robustness of bi-directional
 path tracing with the efficiency of algorithms such as photon mapping.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        1531
    
                Conference paper
            
D4


        A. Belyaev and Y. Ohtake
    

        “A comparison of mesh smoothing methods,” in Israel-Korea Bi-National Conference on Geometric Modeling and Computer Graphics, Tel-Aviv, Israel, 2003.
    
moreBibTeX
@inproceedings{ik03bo,
TITLE = {A comparison of mesh smoothing methods},
AUTHOR = {Belyaev, Alexander and Ohtake, Yutaka},
LANGUAGE = {eng},
LOCALID = {Local-ID: C125675300671F7B-8E25315CF8894D73C1256CF3006B4C69-ik03bo},
PUBLISHER = {Tel Aviv University},
YEAR = {2003},
DATE = {2003},
BOOKTITLE = {Israel-Korea Bi-National Conference on Geometric Modeling and Computer Graphics},
PAGES = {83--87},
ADDRESS = {Tel-Aviv, Israel},
}

Endnote
%0 Conference Proceedings
%A Belyaev, Alexander
%A Ohtake, Yutaka
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T A comparison of mesh smoothing methods : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2BEC-6
%F EDOC: 201930
%F OTHER: Local-ID: C125675300671F7B-8E25315CF8894D73C1256CF3006B4C69-ik03bo
%D 2003
%B Conference on Geometric Modeling and Computer Graphics
%Z date of event: 2003-02-14 - 
%C Tel-Aviv, Israel
%B Israel-Korea Bi-National Conference on Geometric Modeling and Computer Graphics
%P 83 - 87
%I Tel Aviv University




	PuRe
	BibTeX

	


        1532
    
                Conference paper
            
D4


        V. Blanz, C. Basso, T. Vetter, and T. Poggio
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moreAbstract
This paper presents a method
for photo-realistic animation that can be applied to
any face shown in a single image or a video.
The technique does not require example data of the person's mouth movements,
and the image to be animated is not restricted in pose or illumination.
Video reanimation allows for head rotations and speech in the original sequence,
but neither of these motions is required.
 
In order to animate novel faces, the system
transfers mouth movements and expressions across individuals,
based on a common representation of different identities and facial expressions
in a vector space of 3D shapes and textures.
This space is computed from 3D scans of different neutral faces,
and scans of facial expressions.
 
The 3D model's versatility with respect to pose and illumination
is conveyed to photo-realistic image and video processing
by a framework of analysis and synthesis algorithms:
The system automatically estimates 3D shape
and all relevant rendering parameters, such as pose, from single images.
In video, head pose and mouth movements are tracked automatically.
Reanimated with new mouth movements, the 3D face is rendered
into the original images.
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        “Face Recognition Based on Fitting a 3D Morphable Model,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 25, 2003.
    
moreAbstract
This paper presents a method for face recognition 
across  variations in pose ranging from frontal 
to profile views, and across a wide range of
illuminations, including cast shadows and
specular reflections.
To account for these variations, the algorithm simulates 
the process of image formation in 3D space, using computer graphics,
and it estimates 3D shape and texture of faces from single images.
The estimate is achieved by fitting a  
statistical, morphable model of 3D faces to images.
The model is 
learned from a set of textured 3D scans of heads.
 
We describe the construction of the morphable model,
an algorithm to fit the model to images,  and a 
framework for face identification. 
In this framework, faces are represented by 
model parameters for 3D shape and texture.
We present results obtained with 4488 images
from the publicly available CMU-PIE database,
and 1940 images from the FERET database.
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moreAbstract
One of the best choices for fast, high quality shadows is the shadow
volume algorithm. However, for real time applications the extraction
of silhouette edges can significantly burden the CPU, especially
with highly tessellated input geometry or when complex geometry
shaders are applied.

In this paper we show how this last, expensive part of the shadow
volume method can be implemented on programmable graphics hardware.
This way, the originally hybrid shadow volumes algorithm can now be
reformulated as a purely hardware-accelerated approach.

The benefits of this implementation is not only the increase in speed.
Firstly, all computations now run on the same hardware 
resulting in consistent precision within all steps of the
algorithm. Secondly, programmable vertex transformations
are no longer problematic when applied to shadow casting objects.
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moreAbstract
In free-viewpoint video, the viewer can interactively choose his
  viewpoint in \mbox{3-D} space to observe the action of a dynamic
  real-world scene from arbitrary perspectives.

  The human body and its motion plays a central role in most visual media
  and its structure can be exploited for robust motion estimation and efficient 
  visualization. This paper describes a system that uses multi-view
  synchronized video footage of an actor's performance to
  estimate motion parameters and to interactively re-render the
  actor's appearance from any viewpoint.


  The actor's silhouettes are extracted from
  synchronized video frames via background
  segmentation and then used to determine a sequence of poses
  for a \mbox{3D} human body model.
  By employing multi-view texturing during rendering, time-dependent changes 
  in the body surface are reproduced in high detail.
  The motion capture subsystem runs offline, is non-intrusive, yields robust 
  motion parameter estimates, and can cope with a
  broad range of motion.
  The rendering subsystem runs at real-time frame rates using ubiquous
  graphics hardware, yielding a highly naturalistic impression of the
  actor.
  The actor can be placed in virtual environments to create composite dynamic 
  scenes. Free-viewpoint video allows the creation of camera fly-throughs or 
  viewing the action interactively from arbitrary perspectives.
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moreAbstract
Global illumination algorithms are regarded as computationally intensive. This
cost is a practical problem when producing animations or when interactions with
complex models are required. Several algorithms have been proposed to address
this issue. Roughly, two families of methods can be distinguished. The first one
aims at providing interactive feedback for lighting design applications. The 
second
one gives higher priority to the quality of results, and therefore relies on 
offline
computations. Recently, impressive advances have been made in both categories.
In this report, we present a survey and classification of the most up-to-date of
these methods.
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moreAbstract
Visibility computations are the most time-consuming part of
global illumination algorithms. The cost is amplified by the
fact that quite often identical or similar information is
recomputed multiple times. In particular this is the case when
multiple images of the same scene are to be generated under
varying lighting conditions and/or viewpoints. But even for a
single image with static illumination, the computations could be
accelerated by reusing visibility information for many different
light paths.

In this paper we describe a general method of precomputing,
storing, and reusing visibility information for light transport
in a number of different types of scenes. In particular, we
consider general parametric surfaces, triangle meshes without a
global parameterization, and participating media.

We also reorder the light transport in such a way that the
visibility information is accessed in structured memory access
patterns. This yields a method that is well suited for SIMD-style
parallelization of the light transport, and can efficiently be
implemented both in software and using graphics hardware. We
finally demonstrate applications of the method to highly
efficient precomputation of BRDFs, bidirectional texture
functions, light fields, as well as near-interactive volume
lighting.
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moreAbstract
This thesis discusses methods that use information contained in a motion 
capture database to assist in the creation of a realistic character animation. 
Starting with an animation sketch, where only a small number of keyframes for 
some degrees of freedom are set, the motion capture data is used to improve the 
initial motion quality. First, the multiresolution filtering technique is 
presented and it is shown how this method can be used as a building block for 
character animation. Then, the hierarchical fragment method is introduced, 
which uses signal processing techniques, the skeleton hierarchy information and 
a simple matching algorithm applied to data fragments to synthesize missing 
degrees of freedom in a character animation, from a motion capture database. In 
a third technique, a principal component model is fitted to the motion capture 
database and it is demonstrated that using the motion principle components a 
character animation can be edited and enhanced after it has been created. After 
comparing these methods, a hybrid approach combining the individual technique s 
advantages is proposed, which uses a pipeline in order to create the character 
animation in a simple and intuitive way. Finally, the methods and results are 
reviewed and approaches for future improvements are mentioned.
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moreAbstract
We propose a fast, high quality tone mapping technique to display high contrast 
images
on devices with limited dynamic range of luminance values. The method is based 
on
logarithmic compression of luminance values, imitating the human response to 
light.
A bias power function is introduced to adaptively vary logarithmic bases, 
resulting in good
preservation of details and contrast. To improve contrast in dark areas, 
changes to
the gamma correction procedure are proposed. Our adaptive logarithmic mapping 
technique is
capable of producing perceptually tuned images with high dynamic content and 
works
at interactive speeds. We demonstrate a successful application of our technique
to a high dynamic range video player which enables to
adjust optimal viewing conditions for any kind of display while taking
into account the user preferences concerning brightness, contrast compression, 
and detail
reproduction.
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moreAbstract
A tone mapping algorithm for displaying high contrast scenes
was designed on the basis of the results of experimental
tests using human subjects.
Systematic
perceptual evaluation of several existing tone mapping
techniques revealed that the most ``natural'' appearance was
determined by the presence in the output image of detailed
scenery features often made visible by limiting contrast
and by properly reproducing brightness. Taking these results
into account, we developed a system to produce images close to
the ideal preference point for high dynamic range input image data.
Of the algorithms that we tested, only the Retinex algorithm was
capable of retrieving detailed scene features hidden in high luminance areas
while still preserving a good contrast level.
This paper presents changes made to Retinex algorithm for processing
high dynamic range images, and a further integration of the Retinex
with specialized tone mapping algorithms that enables the production
of images that appear as similar as possible to the viewer's
perception of actual scenes.
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moreAbstract
We estimate the accuracy of a 3D~range scanner in terms of its
spatial frequency response.  We determine a scanner's modulation
transfer function (MTF) in order to measure its frequency response.
A slanted edge is scanned from which we derive a superresolution
edge profile. Its Fourier transform is compared to the Fourier
transform of an ideal edge in order to determine the MTF of the
device. This allows us to determine how well small details can be
acquired by the 3D~scanner.  We report the results of several
measurements with two scanners under various conditions.
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moreAbstract
Realistic image synthesis requires both complex and realistic models
of real-world light sources and efficient rendering algorithms to deal
with them. In this paper, we describe a processing pipeline for
dealing with complex light sources from acquisition to global
illumination rendering. We carefully design optical filters to
guarantee high precision measurements of real-world light sources. We
discuss two practically feasible setups that allow us to measure light
sources with different characteristics.
Finally, we introduce an efficient importance sampling 
algorithm for our representation that can be used, for example, in
conjunction with Photon Maps.
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moreAbstract
We describe a data structure for three-dimensional Nef complexes, algorithms 
for boolean operations on them, and our implementation of data structure and 
algorithms. Nef polyhedra were introduced by W. Nef in his seminal 1978 book on 
polyhedra. They are the closure of half-spaces under boolean operations and can 
represent non-manifold situations, open and closed boundaries, and mixed 
dimensional complexes. Our focus lies on the generality of the data structure, 
the completeness of the algorithms, and the exactness and efficiency of the 
implementation. In particular, all degeneracies are handled.
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moreAbstract
Interactive visualization of complex, real-world light
sources has so far not been feasible. In this paper, we
present an hardware accelerated direct lighting algorithm
based on a recent high quality light source acquisition technique.
By introducing an approximate reconstruction of the
exact model, a multi-pass rendering approach, and a compact
data representation, we are able to achieve interactive
frame rates. The method is part of the processing pipeline
from light source acquisition to high quality lighting of a
virtual world.
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moreAbstract
In this tutorial we present an overview of the concepts and current
techniques that have been developed to model and animate human faces. We
introduce the research area of facial modeling and animation by its
history and applications. As a necessary prerequisite for facial modeling,
data acquisition is discussed in detail. We describe basic concepts of
facial animation and present different approaches including parametric
models,
performance-, physics-, and image-based methods. State-of-the-art techniques
such as MPEG-4 facial animation parameters, mass-spring networks for skin
models, and face space representations are part of these approaches.
We furthermore discuss texturing of head models and rendering of skin and
hair, addressing problems related to texture synthesis, bump mapping with
graphics hardware, and dynamics of hair. Typical applications for facial
modeling and animation such as speech synchronization, head morphing, and
forensic applications are presented and explained.
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facial animation and present different approaches including parametric
models,
performance-, physics-, and image-based methods. State-of-the-art techniques
such as MPEG-4 facial animation parameters, mass-spring networks for skin
models, and face space representations are part of these approaches.
We furthermore discuss texturing of head models and rendering of skin and
hair, addressing problems related to texture synthesis, bump mapping with
graphics hardware, and dynamics of hair. Typical applications for facial
modeling and animation such as speech synchronization, head morphing, and
forensic applications are presented and explained.




	PuRe
	BibTeX

	


        1553
    
                Report
            
D4


        T. Hangelbroek, G. Nürnberger, C. Rössl, H.-P. Seidel, and F. Zeilfelder
    

        “The dimension of $C^1$ splines of arbitrary degree on a tetrahedral partition,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2003-4-005, 2003.
    
moreAbstract
We consider the linear space of piecewise polynomials in three variables
which are globally smooth, i.e., trivariate $C^1$ splines. The splines are
defined on a uniform tetrahedral partition $\Delta$, which is a natural
generalization of the four-directional mesh. By using Bernstein-B{\´e}zier
techniques, we establish formulae for the dimension of the $C^1$ splines
of arbitrary degree.
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moreAbstract
In this paper we discuss a methodology for comparing various ray shooting 
algorithms through a set of experiments performed on a set of scenes. We 
develop a computational model for ray shooting algorithms, which allows us to 
map any particular ray shooting algorithm to the computational model. Further, 
we develop a performance model for ray shooting algorithms, which establishes 
the correspondence between the computational model and the running time of the 
ray shooting algorithm for a sequence of ray shooting queries. Based on these 
computational and performance models, we propose a set of parameters describing 
the use of a ray shooting algorithm in applications. These parameters allows us 
to make a fair comparison of various ray shooting algorithms for the same set 
of input data, \ie, the same scene and the same sequence of ray shooting 
queries, but virtually independently of hardware and implementation issues. 
Under certain conditions, the proposed comparison methodology enables 
cross-comparison of published research work without reimplementation of other 
ray shooting algorithms.
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moreAbstract
We present a technique that aims at exploiting temporal coherence of ray casted 
walkthroughs. Our goal is to reuse  ray/object
intersections computed in the last frame of the walkthrough for
acceleration of ray casting in the current frame. In particular we aim at 
eliminating the ray traversal and computing only a single ray/object 
intersection per pixel. If our technique does not succeed in determining 
visibility, it falls back to the classical ray traversal. Visible point samples 
from the last frame are reprojected to the current frame.  To identify whether 
these samples can be reused we apply splatting and epipolar geometry 
constraints. We discuss two additional techniques that handle correct 
appearance of small objects. We conducted a series of tests on walkthroughs of 
building interiors. Our method succeeded in determining visibility of more than 
78\% of pixels. For these pixels only a single ray/object intersection is 
executed. The frame rate is increased by up to 47\%. Finally, we
argue that the achieved speedup is relatively significant by comparing the 
performance of our algorithm to the ``ideal'' ray shooting algorithm.
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moreAbstract
Producing high quality animations featuring rich object appearance and 
compelling lighting effects is very time consuming using traditional 
frame-by-frame rendering systems. In this paper we present a rendering 
architecture for computing multiple frames at once by exploiting the coherence 
between image samples in the temporal domain. For each sample representing a 
given point in the scene we update its view-dependent components for each frame
and add its contribution to pixels identified through the compensation of 
camera and object motion. This leads naturally to a high quality motion blur 
and significantly reduces the cost of illumination computations. The required 
visibility information is provided using a custom ray tracing acceleration data 
structure for multiple frames simultaneously. We demonstrate that precise
and costly global illumination techniques such as bidirectional path tracing 
become affordable in this rendering architecture.
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moreAbstract
Facial reconstruction for postmortem identification of humans from
  their skeletal remains is a challenging and fascinating part of
  forensic art. The former look of a face can be approximated by
  predicting and modeling the layers of tissue on the skull.
  This work is as of today carried out solely by physical sculpting
  with clay, where experienced artists invest up to hundreds of hours
  to craft a reconstructed face model. Remarkably, one of the most
  popular tissue reconstruction methods bears many resemblances with
  surface fitting techniques used in computer graphics, thus
  suggesting the possibility of a transfer of the manual approach to
  the computer. In this paper, we present a facial reconstruction
  approach that fits an anatomy-based virtual head model,
  incorporating skin and muscles, to a scanned skull using
  statistical data on skull / tissue relationships. The approach has
  many advantages over the traditional process: a reconstruction can
  be completed in about an hour from acquired skull data; also,
  variations such as a slender or a more obese build of the modeled
  individual are easily created. Last not least, by matching not only
  skin geometry but also virtual muscle layers, an animatable head
  model is generated that can be used to form facial expressions
  beyond the neutral face typically used in physical
  reconstructions.


BibTeX
@inproceedings{Kahler-et-al_SIGGRAPH03,
TITLE = {Reanimating the Dead: Reconstruction of Expressive Faces from Skull Data},
AUTHOR = {K{\"a}hler, Kolja and Haber, J{\"o}rg and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {0730-0301},
DOI = {10.1145/882262.882307},
LOCALID = {Local-ID: C125675300671F7B-53870ED9C6CEF425C1256CF3002C2808-Kaehler:2003:RD},
PUBLISHER = {ACM},
PUBLISHER = {ACM},
YEAR = {2003},
DATE = {2003},
ABSTRACT = {Facial reconstruction for postmortem identification of humans from<br> their skeletal remains is a challenging and fascinating part of<br> forensic art. The former look of a face can be approximated by<br> predicting and modeling the layers of tissue on the skull.<br> This work is as of today carried out solely by physical sculpting<br> with clay, where experienced artists invest up to hundreds of hours<br> to craft a reconstructed face model. Remarkably, one of the most<br> popular tissue reconstruction methods bears many resemblances with<br> surface fitting techniques used in computer graphics, thus<br> suggesting the possibility of a transfer of the manual approach to<br> the computer. In this paper, we present a facial reconstruction<br> approach that fits an anatomy-based virtual head model,<br> incorporating skin and muscles, to a scanned skull using<br> statistical data on skull / tissue relationships. The approach has<br> many advantages over the traditional process: a reconstruction can<br> be completed in about an hour from acquired skull data; also,<br> variations such as a slender or a more obese build of the modeled<br> individual are easily created. Last not least, by matching not only<br> skin geometry but also virtual muscle layers, an animatable head<br> model is generated that can be used to form facial expressions<br> beyond the neutral face typically used in physical<br> reconstructions.},
BOOKTITLE = {Proceedings of ACM SIGGRAPH 2003},
EDITOR = {Hodgins, Jessica K.},
PAGES = {554--561},
JOURNAL = {ACM Transactions on Graphics (Proc. SIGGRAPH)},
VOLUME = {22},
ISSUE = {3},
ADDRESS = {San Diego, USA},
}

Endnote
%0 Conference Proceedings
%A K&#228;hler, Kolja
%A Haber, J&#246;rg
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Reanimating the Dead: Reconstruction of Expressive Faces from Skull Data : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2DEE-1
%F EDOC: 201845
%F OTHER: Local-ID: C125675300671F7B-53870ED9C6CEF425C1256CF3002C2808-Kaehler:2003:RD
%R 10.1145/882262.882307
%D 2003
%B ACM SIGGRAPH 2003
%Z date of event: 2003-07-27 - 2003-07-31
%C San Diego, USA
%X Facial reconstruction for postmortem identification of humans from<br>  their skeletal remains is a challenging and fascinating part of<br>  forensic art. The former look of a face can be approximated by<br>  predicting and modeling the layers of tissue on the skull.<br>  This work is as of today carried out solely by physical sculpting<br>  with clay, where experienced artists invest up to hundreds of hours<br>  to craft a reconstructed face model. Remarkably, one of the most<br>  popular tissue reconstruction methods bears many resemblances with<br>  surface fitting techniques used in computer graphics, thus<br>  suggesting the possibility of a transfer of the manual approach to<br>  the computer. In this paper, we present a facial reconstruction<br>  approach that fits an anatomy-based virtual head model,<br>  incorporating skin and muscles, to a scanned skull using<br>  statistical data on skull / tissue relationships. The approach has<br>  many advantages over the traditional process: a reconstruction can<br>  be completed in about an hour from acquired skull data; also,<br>  variations such as a slender or a more obese build of the modeled<br>  individual are easily created. Last not least, by matching not only<br>  skin geometry but also virtual muscle layers, an animatable head<br>  model is generated that can be used to form facial expressions<br>  beyond the neutral face typically used in physical<br>  reconstructions.
%B Proceedings of ACM SIGGRAPH 2003
%E Hodgins, Jessica K.
%P 554 - 561
%I ACM
%J ACM Transactions on Graphics
%V 22
%N 3
%I ACM
%@ false




	DOI
	PuRe
	BibTeX

	


        1567
    
                Thesis
            
D4IMPR-CS


        K. Kähler
    

        “A Head Model with Anatomical Structure for Facial Modeling and Animation,” Universität des Saarlandes, Saarbrücken, 2003.
    
moreBibTeX
@phdthesis{KaehlerDiss03,
TITLE = {A Head Model with Anatomical Structure for Facial Modeling and Animation},
AUTHOR = {K{\"a}hler, Kolja},
LANGUAGE = {eng},
LOCALID = {Local-ID: C125675300671F7B-C418A4A4DDA04FCEC1256E21003776ED-KaehlerDiss03},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2003},
DATE = {2003},
}

Endnote
%0 Thesis
%A K&#228;hler, Kolja
%Y Seidel, Hans-Peter
%A referee: Slusallek, Philipp
%+ Computer Graphics, MPI for Informatics, Max Planck Society
International Max Planck Research School, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
%T A Head Model with Anatomical Structure for Facial Modeling and Animation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2C09-B
%F EDOC: 201996
%F OTHER: Local-ID: C125675300671F7B-C418A4A4DDA04FCEC1256E21003776ED-KaehlerDiss03
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2003
%V phd
%9 phd




	PuRe
	BibTeX

	


        1568
    
                Article
            
D4


        K. Kähler, J. Haber, and H.-P. Seidel
    

        “Dynamically Refining Animated Triangle Meshes for Rendering,” The Visual Computer, vol. 19, 2003.
    
moreAbstract
We present a method to dynamically apply local refinements to
an irregular triangle mesh
as it deforms in real-time. The method increases surface smoothness
in regions of high deformation by splitting triangles in a fashion
similar to one or two steps of Loop subdivision. The refinement is
computed for an arbitrary triangle mesh and the subdivided triangles
are simply passed to the rendering engine, leaving the mesh itself
unchanged.  The algorithm can thus be easily plugged into existing
systems to enhance visual appearance of animated meshes.  The
refinement step has very low computational overhead and is easy to
implement. We demonstrate the use of the algorithm in our
physics-based facial animation system.
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moreAbstract
A long sought goal in computer graphics is to create images as realistically as
possible but at the same time as quickly as possible. Many problems have to be
solved in order to achieve this goal. This dissertation focuses on solving one 
of
the main problems in real-time image synthesis: realistic shading of objects 
with
complex optical material properties.
 
To this end, we develop a set of new techniques and algorithms using graphics
hardware. These algorithms achieve results in real-time, which are of comparable
quality to offline rendering and were previously considered impossible to 
achieve
in real-time. In particular, we propose new algorithms for bump mapping and
shadowing in bump maps, several techniques for glossy reflections using 
environment
maps, self-shadowing and interreflections for environment mapped objects,
as well as displacement mapping.
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To this end, we develop a set of new techniques and algorithms using graphics
hardware. These algorithms achieve results in real-time, which are of comparable
quality to offline rendering and were previously considered impossible to 
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in real-time. In particular, we propose new algorithms for bump mapping and
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moreAbstract
A long sought goal in computer graphics is to create images as realistically as
possible but at the same time as quickly as possible. Many problems have to be
solved in order to achieve this goal. This dissertation focuses on solving one 
of
the main problems in real-time image synthesis: realistic shading of objects 
with
complex optical material properties.
 
To this end, we develop a set of new techniques and algorithms using graphics
hardware. These algorithms achieve results in real-time, which are of comparable
quality to offline rendering and were previously considered impossible to 
achieve
in real-time. In particular, we propose new algorithms for bump mapping and
shadowing in bump maps, several techniques for glossy reflections using 
environment
maps, self-shadowing and interreflections for environment mapped objects,
as well as displacement mapping.
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with
complex optical material properties.

To this end, we develop a set of new techniques and algorithms using graphics
hardware. These algorithms achieve results in real-time, which are of comparable
quality to offline rendering and were previously considered impossible to 
achieve
in real-time. In particular, we propose new algorithms for bump mapping and
shadowing in bump maps, several techniques for glossy reflections using 
environment
maps, self-shadowing and interreflections for environment mapped objects,
as well as displacement mapping.
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moreAbstract
Precomputed Radiance Transfer allows interactive rendering of objects 
illuminated by low-frequency environment maps, including self-shadowing and 
interreflections.  The expensive integration of incident lighting is partially 
precomputed and stored as matrices.
 
Incorporating anisotropic, glossy BRDFs into precomputed radiance
  transfer has been previously shown to be possible, but none of the
  previous methods offer real-time performance.  We propose a new
  method, \textit{matrix radiance transfer}, which significantly
  speeds up exit radiance computation and allows anisotropic BRDFs.
  We generalize the previous radiance transfer methods to work with a
  matrix representation of the BRDF and optimize exit radiance
  computation by expressing the exit radiance in a new, directionally
  locally supported basis set instead of the spherical harmonics. To
  determine exit radiance, our method performs four dot products per
  vertex in contrast to previous methods, where a full matrix-vector
  multiply is required.  Image quality can be controlled by adapting
  the number of basis functions.  We compress our radiance transfer
  matrices through principal component analysis (PCA). We show that it
  is possible to render directly from the PCA representation, which
  also enables the user to trade interactively between quality and
  speed.
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moreAbstract
This paper presents a rendering method for translucent objects, in which 
viewpoint and illumination can be
modified at interactive rates. In a preprocessing step, the impulse response to 
incoming light impinging at each
surface point is computed and stored in two different ways: The local effect on 
close-by surface points is modeled
as a per-texel filter kernel that is applied to a texture map representing the 
incident illumination. The global
response (i.e. light shining through the object) is stored as vertex-to-vertex 
throughput factors for the triangle
mesh of the object. During rendering, the illumination map for the object is 
computed according to the current
lighting situation and then filtered by the precomputed kernels. The 
illumination map is also used to derive the
incident illumination on the vertices which is distributed via the 
vertex-to-vertex throughput factors to the other
vertices. The final image is obtained by combining the local and global 
response. We demonstrate the performance
of our method for several models.
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moreAbstract
Real-world objects are usually composed of a number of different materials that 
often show subtle changes even within a single material. Photorealistic 
rendering of such objects requires accurate measurements of the reflection 
properties of each material, as well as the spatially varying effects. We 
present an image-based measuring method that robustly detects the different 
materials of real objects and fits an average bidirectional reflectance 
distribution function (BRDF) to each of them. In order to model local changes 
as well, we project the measured data for each surface point into a basis 
formed by the recovered BRDFs leading to a truly spatially varying BRDF 
representation. Real-world objects often also have fine geometric detail that 
is not represented in an acquired mesh. To increase the detail, we derive 
normal maps even for non-Lambertian surfaces using our measured BRDFs. A high 
quality model of a real object can be generated with relatively little input 
data. The generated model allows for rendering under arbitrary viewing and 
lighting conditions and realistically reproduces the appearance of the original 
object.
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moreAbstract
This paper presents an online system which is capable of reconstructing and 
rendering dynamic objects in real scenes. We reconstruct visual hulls of the 
objects by using a shape-from-silhouette approach. During rendering, a novel 
blending scheme is employed to compose multiple background images. Visibility 
artifacts on the dynamic object are removed by using opaque projective texture 
mapping. We also propose a dynamic texture packing technique to improve 
rendering performance by exploiting region-of-interest information. Our system 
takes multiple live or pre-recorded video streams as input. It produces 
realistic real-time rendering results of dynamic objects in their surrounding 
natural environment in which the user can freely navigate.
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moreAbstract
The visual hull is an efficient shape approximation for the purpose of 
reconstructing and visualizing dynamic objects. Recently, rapid progress in 
graphics hardware development has made it possible to render visual hulls from 
a set of silhouette images in real-time. 

In this paper we present several new algorithms to improve the generality and 
quality of hardware-accelerated visual hull rendering. First, a multi-pass 
approach employs texture objects and the stencil buffer to enable the visual 
hull rendering algorithm to deal with arbitrary numbers of input images. 
Secondly, flexible programmability of state-of-the-art graphics hardware is 
exploited to achieve smooth transitions between textures from different 
reference views projected onto visual hulls. In addition, visibility problems 
with projective texture mapping are solved by using the shadow mapping 
technique. We test our rendering algorithms on various off-the-shelf graphics 
cards and achieve real-time frame rates.
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moreAbstract
We present a novel algorithm for simultaneous visual hull reconstruction and 
rendering by exploiting off-the-shelf graphics hardware. The reconstruction is 
accomplished by projective texture mapping in conjunction with alpha test. 
Parallel to the reconstruction, rendering is also carried out in the graphics 
pipeline. We texture the visual hull view-dependently with the aid of fragment 
shaders, such as nVIDIA's register combiners. Both reconstruction and rendering 
are done in a single rendering pass. We achieve frame rates of more than 80 fps 
on a standard PC equipped with a commodity graphics card. The performance is 
significantly faster than previously reported performances of similar systems.
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moreAbstract
The paper presents a novel approach for accurate polygonization 
of implicit surfaces with sharp features. The approach is based on
mesh evolution towards a given implicit surface with simultaneous 
control of the mesh vertex positions and mesh normals.
Given an initial polygonization of an implicit surface,
a mesh evolution process initialized by the polygonization 
is used. The evolving mesh converges to a limit mesh
which delivers a high quality approximation of the 
implicit surface. For analyzing how close the evolving mesh 
approaches the implicit surface we use two error metrics. 
The metrics measure deviations of the mesh vertices 
from the implicit surface and deviations of mesh normals
from the normals of the implicit surface.
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moreAbstract
In this paper, we propose a hierarchical approach to 3D scattered 
data interpolation with compactly supported basis functions.
Our numerical experiments suggest that the approach integrates 
the best aspects of scattered data fitting with locally and globally 
supported basis functions. Employing locally supported functions leads
to an efficient computational procedure, while a coarse-to-fine 
hierarchy makes our method insensitive to the density of 
scattered data and allows us to restore large parts of 
missed data. 

Given a point cloud distributed along a surface, we first use
spatial down sampling to construct a coarse-to-fine hierarchy 
of point sets. Then we interpolate the sets starting from the 
coarsest level. We interpolate a point set of the hierarchy,
as an offsetting of the interpolating function computed at 
the previous level. Fig.\,\ref{risu_multi} shows an original
point set (the leftmost image) and its coarse-to-fine hierarchy 
of interpolated sets.

According to our numerical experiments, the method 
is essentially faster than the state-of-art scattered data 
approximation with globally supported RBFs \cite{rbf}
and much simpler to implement.
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moreAbstract
We present a shape representation, the {\em multi-level partition of unity}
implicit surface, that allows us to construct surface models from
very large sets of points. There are three key ingredients
to our approach: 1) piecewise quadratic functions that capture
the local shape of the surface, 2) weighting functions (the
partitions of unity) that blend together these local shape functions,
and 3) an octree subdivision method that adapts to variations in
the complexity of the local shape.

Our approach gives us considerable flexibility in the choice of local
shape functions, and in particular we can accurately represent sharp
features such as edges and corners by selecting appropriate shape
functions. An error-controlled subdivision leads to an adaptive approximation
whose time and memory consumption depends on the required accuracy.
Due to the separation of local approximation and local blending,
the representation is not global 
and can be created and evaluated rapidly.Because our surfaces are
described using implicit functions, operations such as shape blending,
offsets, deformations and CSG are simple to perform.
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moreAbstract
We develop a new approach to reconstruct non-discrete models from gridded
volume samples. As a model, we use quadratic, trivariate super splines on
a uniform tetrahedral partition $\Delta$. The approximating splines are
determined in a natural and completely symmetric way by averaging local
data samples such that appropriate smoothness conditions are automatically
satisfied. On each tetrahedron of $\Delta$ , the spline is a polynomial of
total degree two which provides several advantages including the e cient
computation, evaluation and visualization of the model. We apply
Bernstein-B{\´e}zier techniques wellknown in Computer Aided Geometric
Design to compute and evaluate the trivariate spline and its gradient.
With this approach the volume data can be visualized e ciently e.g. with
isosurface ray-casting. Along an arbitrary ray the splines are univariate,
piecewise quadratics and thus the exact intersection for a prescribed
isovalue can be easily determined in an analytic and exact way. Our
results confirm the e ciency of the method and demonstrate a high visual
quality for rendered isosurfaces.
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moreAbstract
We present a divide and conquer algorithm for triangle mesh
connectivity encoding. As the algorithm traverses the mesh it
constructs a weighted binary tree that holds all information required for 
reconstruction. This representation can be used for compression.We derive a new 
iterative single-pass decoding algorithm, and we show how to exploit the tree 
data structure 
for generating stripifications for efficient rendering that come with a 
guaranteed cost saving.
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moreAbstract
We develop a new approach to reconstruct non-discrete models from
gridded volume samples. As a model, we use quadratic trivariate super
splines on a uniform tetrahedral partition . The approximating splines
are determined in a natural and completely symmetric way by averaging
local data samples, such that appropriate smoothness conditions are
automatically satisfied. On each tetrahedron of , the
quasi-interpolating spline is a polynomial of total degree two which
provides several advantages including efficient computation,
evaluation and visualization of the model. We apply Bernstein-B´ezier
techniques well-known in CAGD to compute and evaluate the trivariate
spline and its gradient. With this approach the volume data can be
visualized efficiently e.g. with isosurface raycasting. Along an
arbitrary ray the splines are univariate, piecewise quadratics and
thus the exact intersection for a prescribed isovalue can be easily
determined in an analytic and exact way. Our results confirm the
efficiency of the quasi-interpolating method and demonstrate high
visual quality for rendered isosurfaces.
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moreAbstract
Objects with mirroring optical characteristics are left out of the
scope of most 3D scanning methods. We present here a new automatic
acquisition approach, shape-from-distortion, that focuses on that
category of objects, requires only a still camera and a color
monitor, and produces range scans (plus a normal and a reflectance
map) of the target.
 
Our technique consists of two steps: first, an improved
environment matte is captured for the mirroring object, using the
interference of patterns with different frequencies in order to
obtain sub-pixel accuracy. Then, the matte is converted into a
normal and a depth map by exploiting the self coherence of a
surface when integrating the normal map along different paths.
 
The results show very high accuracy, capturing even smallest
surface details. The acquired depth maps can be further processed
using standard techniques to produce a complete 3D mesh of the
object.
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normal and a depth map by exploiting the self coherence of a
surface when integrating the normal map along different paths.
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surface details. The acquired depth maps can be further processed
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        “Using Feature Flow Fields for Topological Comparison of Vector Fields,” in Vision, Modeling and Visualization 2003 (VMV 03), Munich, Germany, 2003.
    
moreAbstract
In this paper we propose a new topology based metric for 2D vector
fields. This metric is based on the concept of feature flow
fields. We show that it incorporates both the characteristics and
the local distribution of the critical points while keeping the
computing time reasonably small even for  topologically complex
vector fields. Finally, we apply the metric to track the
topological behavior in a time-dependent vector field, and to
evaluate a smoothing procedure on a noisy steady vector field.


BibTeX
@inproceedings{Theisel2003_vmv,
TITLE = {Using Feature Flow Fields for Topological Comparison of Vector Fields},
AUTHOR = {Theisel, Holger and R{\"o}ssl, Christian and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {3-89838-048-3},
LOCALID = {Local-ID: C125675300671F7B-AF66E5B69EBC9F31C1256D79006C4D60-Theisel2003_vmv},
PUBLISHER = {Akademische Verlagsgesellschaft Aka},
YEAR = {2003},
DATE = {2003},
ABSTRACT = {In this paper we propose a new topology based metric for 2D vector<br>fields. This metric is based on the concept of feature flow<br>fields. We show that it incorporates both the characteristics and<br>the local distribution of the critical points while keeping the<br>computing time reasonably small even for topologically complex<br>vector fields. Finally, we apply the metric to track the<br>topological behavior in a time-dependent vector field, and to<br>evaluate a smoothing procedure on a noisy steady vector field.},
BOOKTITLE = {Vision, Modeling and Visualization 2003 (VMV 03)},
EDITOR = {Girod, Bernd and Greiner, G{\"u}nther and Niemann, Heinrich and Seidel, Hans-Peter and Ertl, Thomas and Steinbach, Eckehard and Westermann, R{\"u}diger},
PAGES = {521--528},
ADDRESS = {Munich, Germany},
}

Endnote
%0 Conference Proceedings
%A Theisel, Holger
%A R&#246;ssl, Christian
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Using Feature Flow Fields for Topological Comparison of Vector Fields : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2E7F-6
%F EDOC: 201949
%F OTHER: Local-ID: C125675300671F7B-AF66E5B69EBC9F31C1256D79006C4D60-Theisel2003_vmv
%D 2003
%B International Fall Workshop on Vision, Modeling and Visualization 2003
%Z date of event: 2003-11-19 - 2003-11-21
%C Munich, Germany
%X In this paper we propose a new topology based metric for 2D vector<br>fields. This metric is based on the concept of feature flow<br>fields. We show that it incorporates both the characteristics and<br>the local distribution of the critical points while keeping the<br>computing time reasonably small even for  topologically complex<br>vector fields. Finally, we apply the metric to track the<br>topological behavior in a time-dependent vector field, and to<br>evaluate a smoothing procedure on a noisy steady vector field.
%B Vision, Modeling and Visualization 2003
%E Girod, Bernd; Greiner, G&#252;nther; Niemann, Heinrich; Seidel, Hans-Peter; Ertl, Thomas; Steinbach, Eckehard; Westermann, R&#252;diger
%P 521 - 528
%I Akademische Verlagsgesellschaft Aka
%@ 3-89838-048-3




	PuRe
	BibTeX

	


        1601
    
                Article
            
D4


        H. Theisel, C. Rössl, and H.-P. Seidel
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moreAbstract
In this paper we introduce a new compression technique for 2D vector fields 
which preserves the complete topology, i.e., the critical points and the 
connectivity of the separatrices. As the theoretical foundation of the 
algorithm, we show in a theorem that for local modifications of a vector field, 
it is possible to decide entirely by a local analysis whether or not the global 
topology is preserved. This result is applied in a compression algorithm which 
is based on a repeated local modification of the vector field - namely a 
repeated edge collapse of the underlying piecewise linear domain. We apply the 
compression technique to a number of data sets with a complex topology and 
obtain significantly improved compression ratios in comparison to pre-existing 
topology-preserving techniques.
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        “Combining Topological Simplification and Topology Preserving Compression for 2D Vector Fields,” in Proceedings of the 11th Pacific Conference on Computer Graphics and Applications (PG 2003), Canmore, Canada, 2003.
    
moreAbstract
Topological simplification techniques and topology preserving
compression approaches for 2D vector fields have
been developed quite independently of each other. In this
paper we propose a combination of both approaches: a vector
field should be compressed in such a way that its important
topological features (both critical points and separatrices)
are preserved while its unimportant features are allowed
to collapse and disappear. To do so, a number of new
solutions and modifications of pre-existing algorithms are
presented. We apply the approach to a flow data set which,
is both large and topologically complex, and achieve significant
compression ratios there.
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        “Enhancing Silhouette-based Human Motion Capture with 3D Motion Fields,” in Proceedings of the 11th Pacific Conference on Computer Graphics and Applications (PG 2003), Canmore, Canada, 2003.
    
moreAbstract
High-quality non-intrusive human motion capture is necessary for acquistion
of model-based free-viewpoint video of human actors.
Silhouette-based approaches have demonstrated that they are able to 
accurately recover a large range of human motion from multi-view video.
However, they fail to make use of all available information, specifically that 
of texture information. This paper presents an algorithm 
that uses motion fields constructed from optical flow in multi-view video 
sequences.

The use of motion fields augments the silhoutte-based method by incorporating 
texture-information into the tracking process.  
The algorithm is a key-component in a larger free-viewpoint video system of 
human actors. 
Our results demonstrate that our method accurately estimates pose parameters 
and allows for realistic texture generation in 3D video sequences.
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moreAbstract
In recent years, the convergence of Computer Vision and Computer Graphics has put forth
 new research areas that work on scene reconstruction from and analysis of multi-view video
 footage. In free-viewpoint video, for example, new views of a scene are generated from an arbitrary viewpoint
 in real-time from a set of real multi-view input video streams.
 The analysis of real-world scenes from multi-view video
 to extract motion information or reflection models is another field of research that
 greatly benefits from high-quality input data.
 Building a recording setup for multi-view video involves a great effort on the hardware
 as well as the software side. The amount of image data to be processed is huge,
 a decent lighting and camera setup is essential for a naturalistic scene appearance and
 robust background subtraction, and the computing infrastructure has to enable
 real-time processing of the recorded material.
 This paper describes the recording setup for multi-view video acquisition that enables the
 synchronized recording
 of dynamic scenes from multiple camera positions under controlled conditions. The requirements
 to the room and their implementation in the separate components of the studio are described in detail.
 The efficiency and flexibility of the room is demonstrated on the basis of the results
 that we obtain with a real-time 3D scene reconstruction system, a system for non-intrusive optical
 motion capture and a model-based free-viewpoint video system for human actors.
~
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moreAbstract
In recent years, the convergence of computer vision and computer graphics has 
put forth 
new research areas that work on scene reconstruction from and analysis of 
multi-view video
footage. In free-viewpoint video, for example, new views of a scene are 
generated from an arbitrary viewpoint 
in real-time using a set of multi-view video streams as inputs. 
The analysis of real-world scenes from multi-view video
to extract motion information or reflection models is another field of research 
that 
greatly benefits from high-quality input data. 
Building a recording setup for multi-view video involves a great effort on the 
hardware
as well as the software side. The amount of image data to be processed is huge,
a decent lighting and camera setup is essential for a naturalistic scene 
appearance and 
robust background subtraction, and the computing infrastructure has to enable 
real-time processing of the recorded material.
This paper describes our recording setup for multi-view video acquisition that 
enables the 
synchronized recording 
of dynamic scenes from multiple camera positions under controlled conditions. 
The requirements
to the room and their implementation in the separate components of the studio 
are described in detail.
The efficiency and flexibility of the room is demonstrated on the basis of the 
results
that we obtain with a real-time 3D scene reconstruction system, a system for 
non-intrusive optical 
motion capture and a model-based free-viewpoint video system for human actors.
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moreAbstract
Triangle meshes are a flexible and generally accepted boundary
  representation for complex geometric shapes. In addition to their
  geometric qualities and topological simplicity, \emph{intrinsic}
  qualities such as the shape of the triangles, their distribution on
  the surface and the connectivity are essential for many algorithms
  working on them. In this paper we present a flexible and efficient
  remeshing framework that improves these intrinsic properties while
  keeping the mesh geometrically close to the original surface.  We
  use a particle system approach and combine it with an incremental
  connectivity optimization process to trim the mesh towards the
  requirements imposed by the user. The particle system uniformly
  distributes the vertices on the mesh, whereas the connectivity
  optimization is done by means of \emph{Dynamic Connectivity Meshes},
  a combination of local topological operators that lead to a fairly
  regular connectivity. A dynamic skeleton ensures that our approach
  is able to preserve surface features, which are particularly
  important for the visual quality of the mesh.  None of the
  algorithms requires a global parameterization or patch layouting in
  a preprocessing step but uses local parameterizations only. We also
  show how this general framework can be put into practice and sketch
  several application scenarios. In particular we will show how the
  users can adapt the involved algorithms in a way that the resulting
  remesh meets their personal requirements.


BibTeX
@inproceedings{Vorsatz-et-al_SM03,
TITLE = {Dynamic Remeshing and Applications},
AUTHOR = {Vorsatz, Jens and R{\"o}ssl, Christian and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-1-58113-706-4},
DOI = {10.1145/781606.781633},
LOCALID = {Local-ID: C125675300671F7B-690DFDA53D7BD4D8C1256CD4004EB2F0-Vorsatz:2003:DRA},
PUBLISHER = {ACM},
YEAR = {2003},
DATE = {2003},
ABSTRACT = {Triangle meshes are a flexible and generally accepted boundary<br> representation for complex geometric shapes. In addition to their<br> geometric qualities and topological simplicity, \emph{intrinsic}<br> qualities such as the shape of the triangles, their distribution on<br> the surface and the connectivity are essential for many algorithms<br> working on them. In this paper we present a flexible and efficient<br> remeshing framework that improves these intrinsic properties while<br> keeping the mesh geometrically close to the original surface. We<br> use a particle system approach and combine it with an incremental<br> connectivity optimization process to trim the mesh towards the<br> requirements imposed by the user. The particle system uniformly<br> distributes the vertices on the mesh, whereas the connectivity<br> optimization is done by means of \emph{Dynamic Connectivity Meshes},<br> a combination of local topological operators that lead to a fairly<br> regular connectivity. A dynamic skeleton ensures that our approach<br> is able to preserve surface features, which are particularly<br> important for the visual quality of the mesh. None of the<br> algorithms requires a global parameterization or patch layouting in<br> a preprocessing step but uses local parameterizations only. We also<br> show how this general framework can be put into practice and sketch<br> several application scenarios. In particular we will show how the<br> users can adapt the involved algorithms in a way that the resulting<br> remesh meets their personal requirements.},
BOOKTITLE = {Proceedings of the 8th ACM Symposium on Solid Modeling and Applications (SM 2003)},
EDITOR = {Elber, Gershon and Shapiro, Vadim},
PAGES = {167--175},
ADDRESS = {Seattle, WA, USA},
}

Endnote
%0 Conference Proceedings
%A Vorsatz, Jens
%A R&#246;ssl, Christian
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Dynamic Remeshing and Applications : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2CC6-1
%F EDOC: 201843
%F OTHER: Local-ID: C125675300671F7B-690DFDA53D7BD4D8C1256CD4004EB2F0-Vorsatz:2003:DRA
%R 10.1145/781606.781633
%D 2003
%B 8th ACM Symposium on Solid Modeling and Applications 
%Z date of event: 2003-06-16 - 2003-06-20
%C Seattle, WA, USA
%X Triangle meshes are a flexible and generally accepted boundary<br>  representation for complex geometric shapes. In addition to their<br>  geometric qualities and topological simplicity, \emph{intrinsic}<br>  qualities such as the shape of the triangles, their distribution on<br>  the surface and the connectivity are essential for many algorithms<br>  working on them. In this paper we present a flexible and efficient<br>  remeshing framework that improves these intrinsic properties while<br>  keeping the mesh geometrically close to the original surface.  We<br>  use a particle system approach and combine it with an incremental<br>  connectivity optimization process to trim the mesh towards the<br>  requirements imposed by the user. The particle system uniformly<br>  distributes the vertices on the mesh, whereas the connectivity<br>  optimization is done by means of \emph{Dynamic Connectivity Meshes},<br>  a combination of local topological operators that lead to a fairly<br>  regular connectivity. A dynamic skeleton ensures that our approach<br>  is able to preserve surface features, which are particularly<br>  important for the visual quality of the mesh.  None of the<br>  algorithms requires a global parameterization or patch layouting in<br>  a preprocessing step but uses local parameterizations only. We also<br>  show how this general framework can be put into practice and sketch<br>  several application scenarios. In particular we will show how the<br>  users can adapt the involved algorithms in a way that the resulting<br>  remesh meets their personal requirements.
%B Proceedings of the 8th ACM Symposium on Solid Modeling and Applications
%E Elber, Gershon; Shapiro, Vadim
%P 167 - 175
%I ACM
%@ 978-1-58113-706-4




	DOI
	PuRe
	BibTeX

	


        1610
    
                Article
            
D4


        J. Vorsatz, C. Rössl, and H.-P. Seidel
    

        “Dynamic Remeshing and Applications,” Journal of Computing and Information Science in Engineering, vol. 3, no. 4, 2003.
    
moreBibTeX
@article{Vorsatz-et-al_JCISE03,
TITLE = {Dynamic Remeshing and Applications},
AUTHOR = {Vorsatz, Jens and R{\"o}ssl, Christian and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {1530-9827},
DOI = {10.1115/1.1631021},
LOCALID = {Local-ID: C125675300671F7B-DD9372A15E1E9EA8C1256DFE007378B8-vrs:dra:2003},
PUBLISHER = {American Society of Mechanical Engineers},
ADDRESS = {New York, NY},
YEAR = {2003},
DATE = {2003},
JOURNAL = {Journal of Computing and Information Science in Engineering},
VOLUME = {3},
NUMBER = {4},
PAGES = {338--344},
}

Endnote
%0 Journal Article
%A Vorsatz, Jens
%A R&#246;ssl, Christian
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Dynamic Remeshing and Applications : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2CC9-C
%F EDOC: 202018
%F OTHER: Local-ID: C125675300671F7B-DD9372A15E1E9EA8C1256DFE007378B8-vrs:dra:2003
%R 10.1115/1.1631021
%D 2003
%* Review method: peer-reviewed
%J Journal of Computing and Information Science in Engineering
%V 3
%N 4
%& 338
%P 338 - 344
%I American Society of Mechanical Engineers
%C New York, NY
%@ false




	DOI
	PuRe
	BibTeX

	


        1611
    
                Conference paper
            
D4


        J. Vorsatz and H.-P. Seidel
    

        “A Framework for Dynamic Connectivity Meshes,” in OpenSG Symposium 2003, Darmstadt, Germany, 2003.
    
moreAbstract
Implementing algorithms that are based on dynamic triangle meshes
often requires updating internal data-structures as soon as the
connectivity of the mesh changes. The design of a class hierarchy
that is able to deal with such changes is particularly challenging if the 
system reaches a certain complexity.
 
The paper proposes a software design that enables the users to
efficiently implement algorithms that can handle these dynamic
changes while still maintaining a certain encapsulation of the
single components.
 
Our design is based on a callback mechanism. A client can register at some {\tt 
Info}-object and gets informed whenever a change of the connectivity occurs. 
This way the client is able to keep internal data up-to-date. Our framework 
enables us to write small client classes that cover just a small dedicated 
aspect of necessary updates related to the changing connectivity. These small 
components can be combined to more complex modules and can often easily be 
reused. Moreover, we do not have to store related 'dynamic data' in one central 
place, e.g. the mesh, which could lead to a significant memory overhead if an 
application uses some modules just for a short time.
 
We have used and tested this class design extensively for
implementing 'Dynamic Connectivity Meshes and
Applications~\cite{Vorsatz:2003:DRA}'. Additionally, as a
feasibility study, we have implemented and integrated our concept in the 
\OM-framework.
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Our design is based on a callback mechanism. A client can register at some {\tt 
Info}-object and gets informed whenever a change of the connectivity occurs. 
This way the client is able to keep internal data up-to-date. Our framework 
enables us to write small client classes that cover just a small dedicated 
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application uses some modules just for a short time.
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moreAbstract
We present a new method for the restoration of digitized photographs.
Restoration in this context refers to removal of image defects such as
scratches and blotches as well as to removal of disturbing objects as, for
instance, subtitles, logos, wires, and microphones. 

Our method combines techniques from texture synthesis and image
inpainting, bridging the gap between these two approaches that have
recently attracted strong research interest. Combining image inpainting
and texture synthesis in a multiresolution approach gives us the best of
both worlds and enables us to overcome the limitations of each of those
individual approaches.

The restored images obtained with our method look plausible in general and
surprisingly good in some cases. This is demonstrated for a variety of
input images that exhibit different kinds of defects.
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moreAbstract
We discuss FaceSketch, an interface for 2D facial human-like cartoon
sketching. The basic paradigm in FaceSketch is to offer a 2D interaction
style and feel while employing 3D techniques to facilitate various
tasks involved in drawing and redrawing faces from different views.
The system works by accepting freeform strokes denoting head, eyes, nose,
and other facial features, constructing an internal 3D model that
conforms to the input silhouettes, and redisplaying the result in
simple sketchy style from any user-specified viewing direction. In a
manner similar to conventional 2D drawing process, the displayed shape may
be changed by oversketching silhouettes, and hatches and strokes may be
added within its boundary. Implementation-wise, we demonstrate the
feasibility of using simple point primitive as a fundamental 3D
modeling primitive in a sketch-based system. We discuss relatively
simple but robust and efficient point-based algorithms for shape
inflation, modification and display in 3D view. We discuss the
feasibility of our ideas using a number of example interactions and
facial sketches.
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be changed by oversketching silhouettes, and hatches and strokes may be
added within its boundary. Implementation-wise, we demonstrate the
feasibility of using simple point primitive as a fundamental 3D
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inflation, modification and display in 3D view. We discuss the
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moreAbstract
Angle Based Flattening is a robust parameterization method that finds a
quasi-conformal mapping by solving a non-linear optimization problem. We
take advantage of a characterization of convex planar drawings of
triconnected graphs to introduce new boundary constraints. This prevents
boundary intersections and avoids post-processing of the parameterized
mesh. We present a simple transformation to e ectively relax the
constrained minimization problem, which improves the convergence of the
optimization method. As a natural extension, we discuss the construction
of Delaunay flat meshes. This may further enhance the quality of the
resulting parameterization.
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moreAbstract
Speech synchronized facial animation that controls only the movement of the 
mouth is typically perceived as wooden and unnatural. We propose a method to 
generate additional facial expressions such as movement of the head, the eyes, 
and the eyebrows fully automatically from the input speech signal. This is 
achieved by extracting prosodic parameters such as pitch flow and power 
spectrum from the speech signal and using them to control facial animation 
parameters in accordance to results from paralinguistic research.
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moreAbstract
We present a method for generating realistic speech-synchronized 
facial animations using a physics-based approach and support for 
coarticulation, i.e.\ the coloring of a speech segment by 
surrounding segments. We have implemented several extensions to 
the original coarticulation algorithm of Cohen and Massaro. The 
enhancements include an optimization to improve performance as 
well as special treatment of closure and release phase of 
bilabial stops and other phonemes. Furthermore, for phonemes 
that are shorter than the sampling intervals of the algorithm 
and might therefore be missed, additional key frames are created 
to ensure their impact onto the animation.
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moreAbstract
Shadows are an indispensable part of any realistic computer-synthesized
image. They contribute important information about spatial
relationships among objects in a scene. Todays most common shadow
technique is Shadow Mapping proposed by Williams. This thesis
presents two new shadow map parameterizations to improve overall
shadow quality and making the shadow mapping algorithm capable to
handle hemispherical and omnidirectional light sources.
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moreAbstract
This paper describes a new acceleration technique for rendering algorithms
like path tracing, that use so called gathering random walks.
Usually in path tracing, each traced path is used in order to compute a
contribution to only a single point on the virtual screen. We propose to
combine paths traced through nearby screen points in such a way that
each path contributes to multiple screen points in a provably good way. Our
approach is unbiased and is not restricted to diffuse light scattering. It
complements previous image noise reduction techniques for Monte Carlo
ray tracing. We observe speed-ups
in the computation of indirect illumination of one order of magnitude.
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moreAbstract
In this paper we propose a new method for rendering soft shadows at interactive 
frame rates. Although the algorithm only uses information obtained from a 
single light source sample, it is capable of producing subjectively realistic 
penumbra regions. We do not claim that the proposed method is physically 
correct but rather that it is aesthetically correct. Since the algorithm 
operates on sampled representations of the scene, the shadow computation does 
not directly depend on the scene complexity. Having only a single depth and 
object ID map representing the pixels seen by the light source, we can 
approximate penumbrae by searching the neighborhood of pixels warped from the 
camera view for relevant blocker information.

We explain the basic technique in detail, showing how simple observations can 
yield satisfying results. We also address sampling issues relevant to the 
quality of the computed shadows, as well as speed-up techniques that are able 
to bring the performance up to interactive frame rates.
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moreAbstract
In this paper we present several methods that can greatly improve 
image quality when using the shadow mapping algorithm.
Shadow artifacts introduced by shadow mapping
are mainly due to low resolution shadow maps and/or the limited
numerical precision used when performing the shadow test.
These problems especially arise when the light source's viewing
frustum, from which the shadow map is generated, is not adjusted 
to the actual camera view.
We show how a tight fitting frustum can be computed such that 
the shadow mapping algorithm concentrates on the visible parts of the
scene and takes advantage of nearly the full available precision. 
Furthermore, we recommend uniformly spaced depth values 
in contrast to perspectively spaced depths in order to equally sample
the scene seen from the light source.
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moreAbstract
We present a hardware-based, volumetric approach for rendering
knit wear at very interactive rates. A single stitch is
represented by a volumetric texture with each voxel storing the
main direction of the strands of yarn inside it. We render the
knit wear in layers using an approximation of the Banks model.
Our hardware implementation allows specular and diffuse material
properties to change from one voxel to the next. This enables us
to represent yarn made up of different components or render
garments with complicated color patterns.  Furthermore, our
approach can handle self-shadowing of the stitches, and can
easily be adapted to also include view-independent scattering.
The resulting shader lends itself naturally to mip-mapping, and
requires no reordering of the base geometry, making it
versatile and easy to use.
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moreAbstract
Seven tone mapping methods currently available to display high
dynamic range images were submitted to perceptual evaluation in
order to find the attributes most predictive of the success of
a robust all-around tone mapping algorithm.
The two most salient Stimulus Space dimensions underlying the perception of
a set of images produced by six of the tone mappings were revealed
using INdividual Differences SCALing (INDSCAL) analysis;
and an ideal preference point
within the INDSCAL-derived Stimulus Space was determined for a group of
11 observers using PREFerence MAPping (PREFMAP) analysis.
Interpretation of the INDSCAL results was aided by
pairwise comparisons of images that led to an ordering of the images according
to which were more or less natural looking.
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moreAbstract
We present a system capable of interactively displaying a dynamic scene from 
novel viewpoints by warping and blending images recorded from multiple 
synchronized video cameras.
It is tuned for streamed data and achieves 20~frames per second on modern 
consumer-class hardware when rendering a 3D~movie from an arbitrary eye point 
within the convex hull of the recording camera's positions.
 
The quality of the prediction largely depends on the accuracy of the disparity 
maps which are reconstructed off-line and provided together with the images. We 
generalize known algorithms for estimating disparities between two images
to the case of multiple image streams, aiming at a minimization of warping 
artifacts and utilization of temporal coherence.
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moreAbstract
This tutorial highlights some recent results on the acquisition and
interactive display of high quality 3D models. For further use in
photorealistic rendering or interactive display, a high quality
representation must capture two different things: the shape of the
model represented as a geometric description of its surface and on the
other hand the physical properties of the object. The physics of the
material which an object is made of determine its appearance, e.g. the
object's color, texture, deformation or reflection properties.
 
The tutorial shows how computer vision and computer graphics
techniques can be seamlessly integrated into a single framework for
the acquisition, processing, and interactive display of high quality
3D models.
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moreAbstract
Efficient ray shooting algorithm is inherently required by
many computer graphics algorithms, particularly in image
synthesis. Practical ray shooting algorithms aiming at the
average-case complexity use some underlying spatial data structure
such as $kd$-tree. We show the new termination criteria algorithm
that improves the space and time complexity of the $kd$-tree
construction. It provides efficient ray-shooting queries and does not
require any specific constants from a user. Further, we show how to
apply a novel clipping algorithm into the $kd$-tree within
construction phase in order to improve its properties.
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moreAbstract
The paper presents a skeleton-based approach for robust 
detection of perceptually salient shape features.
Given a shape approximated by a polygonal surface, its 
skeleton is extracted using a three-dimensional Voronoi 
diagram technique proposed recently by Amenta et al. 
Shape creases, ridges and ravines, 
are detected as curves corresponding to skeletal edges. 
Salient shape regions are extracted via skeleton 
decomposition into patches.
The approach explores the singularity 
theory for ridge and ravine detection, 
combines several filtering methods for skeleton denoising
and for selecting perceptually important ridges and ravines,
and uses a topological analysis of the skeleton for 
detection of salient shape regions.
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%X The paper presents a skeleton-based approach for robust 
detection of perceptually salient shape features.
Given a shape approximated by a polygonal surface, its 
skeleton is extracted using a three-dimensional Voronoi 
diagram technique proposed recently by Amenta et al. 
Shape creases, ridges and ravines, 
are detected as curves corresponding to skeletal edges. 
Salient shape regions are extracted via skeleton 
decomposition into patches.
The approach explores the singularity 
theory for ridge and ravine detection, 
combines several filtering methods for skeleton denoising
and for selecting perceptually important ridges and ravines,
and uses a topological analysis of the skeleton for 
detection of salient shape regions.
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moreAbstract
We propose a divide and conquer algorithm for the single resolution encoding of 
triangle mesh connectivity. Starting from a boundary edge we grow a zig-zag 
strip which divides the mesh into two submeshes which are encoded separately in 
a recursive process. We introduce a novel data structure for triangle mesh 
encoding, a binary tree with positive integer weights assigned to its nodes. 
The length of the initial strip is stored in the root of the binary tree, while 
the encoding of the left and right submesh are stored in the left and right 
subtree, respectively. We find a simple criterion determining which objects of 
this data
structure correspond to triangle meshes. As the algorithm implicitly traverses 
the triangles of the mesh, it can be classified into the family of Edgebreaker 
like encoding schemes. Hence, the compression ratios, both in the form of 
theoretical upper bounds and practical results are similar to the 
Edgebreaker's, while the simplicity and flexibility of the algorithm makes it 
particularly suitable for applications where the connectivity encoding is only 
a small part of the problem at hand.
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moreAbstract
An automatic procedure is presented to generate a multiresolution
head model from sampled surface data. A generic control mesh serves
as the starting point for a fitting algorithm that approximates the
points in an unstructured set of surface samples, e.g.~a point cloud
obtained directly from range scans of an individual. A hierarchical
representation of the model is generated by repeated refinement
using subdivision rules and measuring displacements to the input
data. Key features of our method are the fully automated
construction process, the ability to deal with noisy and incomplete
input data, and no requirement for further processing of the scan
data after registering the range images into a single point cloud.


BibTeX
@inproceedings{Jeong-et-al_GI02,
TITLE = {Automatic Generation of Subdivision Surface Head Models from Point Cloud Data},
AUTHOR = {Jeong, Won-Ki and K{\"a}hler, Kolja and Haber, J{\"o}rg and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {1-56881-183-7},
DOI = {10.20380/GI2002.21},
LOCALID = {Local-ID: C125675300671F7B-414E8B1009453694C1256B6E003895D2-Jeong:AGSSHM},
PUBLISHER = {A K Peters},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {An automatic procedure is presented to generate a multiresolution<br>head model from sampled surface data. A generic control mesh serves<br>as the starting point for a fitting algorithm that approximates the<br>points in an unstructured set of surface samples, e.g.~a point cloud<br>obtained directly from range scans of an individual. A hierarchical<br>representation of the model is generated by repeated refinement<br>using subdivision rules and measuring displacements to the input<br>data. Key features of our method are the fully automated<br>construction process, the ability to deal with noisy and incomplete<br>input data, and no requirement for further processing of the scan<br>data after registering the range images into a single point cloud.},
BOOKTITLE = {Proceedings of Graphics Interface 2002},
EDITOR = {McCool, Michael and St{\"u}rzlinger, Wolfgang},
PAGES = {181--188},
ADDRESS = {Calgary, Canada},
}

Endnote
%0 Conference Proceedings
%A Jeong, Won-Ki
%A K&#228;hler, Kolja
%A Haber, J&#246;rg
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Automatic Generation of Subdivision Surface Head Models from Point Cloud Data : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2F26-4
%F EDOC: 202211
%F OTHER: Local-ID: C125675300671F7B-414E8B1009453694C1256B6E003895D2-Jeong:AGSSHM
%R 10.20380/GI2002.21
%D 2002
%B Graphics Interface 2002
%Z date of event: 2002-05-27 - 2002-05-29
%C Calgary, Canada
%X An automatic procedure is presented to generate a multiresolution<br>head model from sampled surface data. A generic control mesh serves<br>as the starting point for a fitting algorithm that approximates the<br>points in an unstructured set of surface samples, e.g.~a point cloud<br>obtained directly from range scans of an individual. A hierarchical<br>representation of the model is generated by repeated refinement<br>using subdivision rules and measuring displacements to the input<br>data. Key features of our method are the fully automated<br>construction process, the ability to deal with noisy and incomplete<br>input data, and no requirement for further processing of the scan<br>data after registering the range images into a single point cloud.
%B Proceedings of Graphics Interface 2002
%E McCool, Michael; St&#252;rzlinger, Wolfgang
%P 181 - 188
%I A K Peters
%@ 1-56881-183-7




	DOI
	PuRe
	BibTeX

	


        1655
    
                Conference paper
            
D4


        K. Kähler, J. Haber, H. Yamauchi, and H.-P. Seidel
    

        “Head Shop: Generating Animated Head Models with Anatomical Structure,” in Proceedings of the 2002 ACM SIGGRAPH/Eurographics Symposium on Computer Animation, San Antonio, USA, 2002.
    
moreAbstract
We present a versatile construction and deformation method for head
models with anatomical structure, suitable for real-time
physics-based facial animation. The model is equipped with landmark
data on skin and skull, which allows us to deform the head in
anthropometrically meaningful ways. On any deformed model, the
underlying muscle and bone structure is adapted as well, such that
the model remains completely animatable using the same muscle
contraction parameters. We employ this general technique to fit
a generic head model to imperfect scan data, and to simulate
head growth from early childhood to adult age.
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moreAbstract
Real-time shading using general (e.g., anisotropic) BRDFs has so far been 
limited to a few point or directional light sources. We extend such shading to 
smooth, area lighting using a low-order spherical harmonic basis for the 
lighting environment. We represent the 4D product function of BRDF times the 
cosine factor (dot product of the incident lighting and surface normal vectors) 
as a 2D table of spherical harmonic coefficients. Each table entry represents, 
for a single view direction, the integral of this product function times 
lighting on the hemisphere expressed in spherical harmonics. This reduces the 
shading integral to a simple dot product of 25 component vectors, easily 
evaluatable on PC graphics hardware. Non-trivial BRDF models require rotating 
the lighting coefficients to a local frame at each point on an object, 
currently forming the computational bottleneck. Real-time results can be 
achieved by fixing the view to allow dynamic lighting or vice versa. We also 
generalize a previous method for precomputed radiance transfer to handle 
general BRDF shading. This provides shadows and interreflections that respond 
in real-time to lighting changes on a preprocessed object of arbitrary material 
(BRDF) type.
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moreAbstract
We present a real-time hardware accelerated method for rendering
objects using halftoning. It is solely based on texture mapping and
creates the impression of a printed image, although the lighting and the 
objects can be changed and manipulated on-the-fly.


BibTeX
@article{Kautz-Seidel_JGT02,
TITLE = {Real-Time Halftoning},
AUTHOR = {Kautz, Jan and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {1086-7651},
DOI = {10.1080/10867651.2002.10487569},
LOCALID = {Local-ID: C125675300671F7B-7C978E46D991B52CC1256C85003A828D-Kautz:2003:RTH},
PUBLISHER = {A.K. Peters},
ADDRESS = {Wellesley, MA},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {We present a real-time hardware accelerated method for rendering<br>objects using halftoning. It is solely based on texture mapping and<br>creates the impression of a printed image, although the lighting and the <br>objects can be changed and manipulated on-the-fly.},
JOURNAL = {Journal of Graphics Tools},
VOLUME = {7},
NUMBER = {4},
PAGES = {27--31},
}

Endnote
%0 Journal Article
%A Kautz, Jan
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Real-Time Halftoning : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2DE6-2
%F EDOC: 202000
%F OTHER: Local-ID: C125675300671F7B-7C978E46D991B52CC1256C85003A828D-Kautz:2003:RTH
%R 10.1080/10867651.2002.10487569
%D 2002
%* Review method: peer-reviewed
%X We present a real-time hardware accelerated method for rendering<br>objects using halftoning. It is solely based on texture mapping and<br>creates the impression of a printed image, although the lighting and the <br>objects can be changed and manipulated on-the-fly.
%J Journal of Graphics Tools
%V 7
%N 4
%& 27
%P 27 - 31
%I A.K. Peters
%C Wellesley, MA
%@ false




	DOI
	PuRe
	BibTeX

	


        1659
    
                Article
            
D4


        J. Lang, D. K. Pai, and R. J. Woodham
    

        “Acquisition of Elastic Models for Interactive Simulation,” The International Journal of Robotics Research, vol. 21, 2002.
    
moreBibTeX
@article{LangPaiWoodham2002b,
TITLE = {Acquisition of Elastic Models for Interactive Simulation},
AUTHOR = {Lang, Jochen and Pai, Dinesh K. and Woodham, Robert J.},
LANGUAGE = {eng},
LOCALID = {Local-ID: C125675300671F7B-0A9047FB7BAE4A10C1256CB70066C8BB-LangPaiWoodham2002b},
YEAR = {2002},
DATE = {2002},
JOURNAL = {The International Journal of Robotics Research},
VOLUME = {21},
PAGES = {713--733},
}

Endnote
%0 Journal Article
%A Lang, Jochen
%A Pai, Dinesh K.
%A Woodham, Robert J.
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T Acquisition of Elastic Models for Interactive Simulation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2EE1-4
%F EDOC: 202180
%F OTHER: Local-ID: C125675300671F7B-0A9047FB7BAE4A10C1256CB70066C8BB-LangPaiWoodham2002b
%D 2002
%* Review method: peer-reviewed
%J The International Journal of Robotics Research
%V 21
%& 713
%P 713 - 733




	PuRe
	BibTeX

	


        1660
    
                Conference paper
            
D4


        J. Lang, D. K. Pai, and R. J. Woodham
    

        “Robotic Acquisition of Deformable Models,” in International Conference on Robotics and Automation, Washington, D.C., USA, 2002.
    
moreBibTeX
@inproceedings{LangPaiWoodham2002a,
TITLE = {Robotic Acquisition of Deformable Models},
AUTHOR = {Lang, Jochen and Pai, Dinesh K. and Woodham, Robert J.},
LANGUAGE = {eng},
ISBN = {0-7803-7272-7},
LOCALID = {Local-ID: C125675300671F7B-D7DEA9EC086FB961C1256C7800571133-LangPaiWoodham2002a},
PUBLISHER = {IEEE},
YEAR = {2002},
DATE = {2002},
BOOKTITLE = {International Conference on Robotics and Automation},
PAGES = {933--938},
ADDRESS = {Washington, D.C., USA},
}

Endnote
%0 Conference Proceedings
%A Lang, Jochen
%A Pai, Dinesh K.
%A Woodham, Robert J.
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T Robotic Acquisition of Deformable Models : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-305E-4
%F EDOC: 202179
%F OTHER: Local-ID: C125675300671F7B-D7DEA9EC086FB961C1256C7800571133-LangPaiWoodham2002a
%D 2002
%B ICRA 2002
%Z date of event: 2002-05-11 - 2002-05-15
%C Washington, D.C., USA
%B International Conference on Robotics and Automation
%P 933 - 938
%I IEEE
%@ 0-7803-7272-7




	PuRe
	BibTeX

	


        1661
    
                Conference paper
            
D4


        H. Lensch, M. Gösele, P. Bekaert, J. Kautz, M. Magnor, J. Lang, and H.-P. Seidel
    

        “Interactive Rendering of Translucent Objects,” in Proceedings of the 10th Pacific Conference on Computer Graphics and Applications (PG 2002), Beijing, China, 2002.
    
moreBibTeX
@inproceedings{Lensch-et-al_PG02,
TITLE = {Interactive Rendering of Translucent Objects},
AUTHOR = {Lensch, Hendrik and G{\"o}sele, Michael and Bekaert, Philippe and Kautz, Jan and Magnor, Marcus and Lang, Jochen and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {0-7695-1784-6},
DOI = {10.1109/PCCGA.2002.1167862},
LOCALID = {Local-ID: C1256BDE005F57A8-67A6B18A662DD086C1256CA2005DA1DC-Lensch2002:IRT},
PUBLISHER = {IEEE},
YEAR = {2002},
DATE = {2002},
BOOKTITLE = {Proceedings of the 10th Pacific Conference on Computer Graphics and Applications (PG 2002)},
DEBUG = {author: Hu, Shi-Min},
EDITOR = {Coquillart, Sabine and Shum, Heung-Yeung},
PAGES = {214--224},
ADDRESS = {Beijing, China},
}

Endnote
%0 Conference Proceedings
%A Lensch, Hendrik
%A G&#246;sele, Michael
%A Bekaert, Philippe
%A Kautz, Jan
%A Magnor, Marcus
%A Lang, Jochen
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Graphics - Optics - Vision, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Interactive Rendering of Translucent Objects : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-2FC1-4
%F EDOC: 202233
%F OTHER: Local-ID: C1256BDE005F57A8-67A6B18A662DD086C1256CA2005DA1DC-Lensch2002:IRT
%R 10.1109/PCCGA.2002.1167862
%D 2002
%B 10th Pacific Conference on Computer Graphics and Applications
%Z date of event: 2002-10-09 - 2002-10-11
%C Beijing, China
%B Proceedings of the 10th Pacific Conference on Computer Graphics and Applications
%E Coquillart, Sabine; Shum, Heung-Yeung; Hu, Shi-Min
%P 214 - 224
%I IEEE
%@ 0-7695-1784-6




	DOI
	PuRe
	BibTeX
	pre-print version

	


        1662
    
                Article
            
D4


        H. P. A. Lensch, M. Goesele, J. Kautz, and H.-P. Seidel
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moreAbstract
This article highlights some recent results on the capture and interactive 
display of high quality 3D models with complex appearance. For use in 
photorealistic rendering or object recognition, a high quality model must 
capture two things: the shape of the object represented as a geometric 
description of its surface and the appearance of the materials it is made of, 
e.g. the object's color, texture, or reflection properties.

The article shows how computer vision and computer graphics techniques can be 
seamlessly integrated into a 3D object pipeline for capturing, processing, and 
interactive display of objects with complex appearance.
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moreAbstract
Real world objects, such as works of art, archeological artifacts and even 
common everyday objects, exhibit large variations in color due to the way light 
is reflected from their surfaces. A high quality digitization method must be 
capable of capturing these effects if the digital models generated from the 
real objects are to look realistic.

In this article, we present an efficient method for acquiring high quality 
models of real world objects. The resulting digital models can be viewed under 
arbitrary viewing and lighting conditions. The efficient acquisition technique, 
small size, high quality, and versatility of the generated models make this 
technique well suited for large digital collections.
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moreAbstract
Volumetric textures are often used to increase the visual
complexity of an object without increasing the polygon count.
Although it is much more efficient in terms of memory to store
only the volume close to the surface and to determine the
overall shape by a triangle mesh, rendering is much more
complicated compared to a single volume.  We present a new
rendering method for volumetric textures which allows highest
quality at interactive rates even for semi-transparent volumes.
The method is based on 3D texture mapping where hundreds of
planes orthogonal to the viewing direction are rendered back to
front slicing the 3D surface volume. This way we are able to
correctly display semi-transparent objects and generate
precise silhouettes. The core problem is to calculate the
intersection of prisms formed by extruding the triangles of the
mesh along their normals and the rendering planes. We present
two solutions, a hybrid and a purely hardware-based approach.
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moreAbstract
A new method for improving polygonizations of implicit surfaces with
sharp features is proposed. The method is based on the observation
that, given an implicit surface with sharp features, a triangle 
mesh whose triangles are tangent to the implicit surface at certain
inner triangle points gives a better approximation of the implicit
surface than the standard marching cubes mesh \cite{Lorensen}
(in our experiments we use VTK marching cubes \cite{VTK}). 
First, given an initial triangle mesh, its dual mesh composed of 
the triangle centroids is considered. Then the dual mesh is modified such 
that its vertices are placed on the implicit surface and the mesh 
dual to the modified dual mesh is considered. 
Finally the vertex positions of that ``double dual'' mesh are optimized 
by minimizing a quadratic energy measuring a deviation of the mesh
normals from the implicit surface normals computed at the vertices 
of the modified dual mesh. In order to achieve an accurate approximation 
of fine surface features, these basic steps are combined with adaptive 
mesh subdivision and curvature-weighted vertex resampling. The proposed
method outperforms approaches based on the mesh evolution paradigm
in speed and accuracy.
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moreAbstract
In this paper, we develop a fully automatic mesh filtering 
method that adaptively smoothes a noisy mesh and preserves 
sharp features and features consisting of only few triangle strips.
In addition, it outperforms other conventional smoothing methods
in terms of accuracy.
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moreAbstract
This paper addresses the problem of symmetrical 2D flow visualization and 
presents solutions to compute a vector field from a flow image. Based on these 
solutions new, interactions mechanisms are developed which make visual 
corrections of 2D vector fields possible. These mechanisms permit an 
image-based interaction with some features of the vector field: vectors, 
streamlines, and critical points.
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moreAbstract
We present a method to efficiently construct and render a smooth
surface for approximation of large functional scattered data. Using
a subdivision surface framework and techniques from terrain rendering, the
resulting surface can be explored from any viewpoint while
maintaining high surface fairness and interactive frame rates. We
show the approximation error to be sufficiently small for several
large data sets. Our system allows for adaptive simplification and
provides continuous levels of detail, taking into account the local
variation and distribution of the data.
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moreAbstract
3D scanners and image acquisition systems are rapidly becoming more affordable 
and allow to build highly accurate
 models of real 3D objects in a cost- and time-effective manner. This tutorial 
will present the potential of this
 technology, review the state of the art in model acquisition methods, and will 
discuss the 3D acquisition pipeline from
 physical acquisition until the final digital model. 
 
 First, different optical scanning techniques (e.g. structured light 
triangulation, time-of-flight approaches) will briefly be
 presented. Other acquisition related issues including the design of the 
scanning studio will be discussed and evaluated.
 In the area of registration, we will consider both the problems of initially 
aligning individual scans, and of refining this
 alignment with variations of the Iterative Closest Point method. For scan 
integration and mesh reconstruction, we will
 compare various methods for computing, interpolating and approximating 
surfaces. We will then look at various ways in
 which surface properties such as color and reflectance can be extracted from 
acquired imagery. Finally, we will
 examine techniques for the efficient management and rendering of very large, 
attribute-rich meshes, including methods
 for the construction of simplified triangle-based representation and 
sample-based rendering approaches.
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%X 3D scanners and image acquisition systems are rapidly becoming more affordable 
and allow to build highly accurate
 models of real 3D objects in a cost- and time-effective manner. This tutorial 
will present the potential of this
 technology, review the state of the art in model acquisition methods, and will 
discuss the 3D acquisition pipeline from
 physical acquisition until the final digital model. 

 First, different optical scanning techniques (e.g. structured light 
triangulation, time-of-flight approaches) will briefly be
 presented. Other acquisition related issues including the design of the 
scanning studio will be discussed and evaluated.
 In the area of registration, we will consider both the problems of initially 
aligning individual scans, and of refining this
 alignment with variations of the Iterative Closest Point method. For scan 
integration and mesh reconstruction, we will
 compare various methods for computing, interpolating and approximating 
surfaces. We will then look at various ways in
 which surface properties such as color and reflectance can be extracted from 
acquired imagery. Finally, we will
 examine techniques for the efficient management and rendering of very large, 
attribute-rich meshes, including methods
 for the construction of simplified triangle-based representation and 
sample-based rendering approaches.
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        “Precomputed Radiance Transfer for Real-Time Rendering in Dynamic, Low-Frequency Lighting Environments,” in Proceedings of ACM SIGGRAPH 2002 (SIGGRAPH-02), San Antonio, USA, 2002.
    
moreAbstract
We present a new, real-time method for rendering diffuse and glossy
objects in low-frequency lighting environments that cap-tures soft
shadows, interreflections, and caustics. As a preprocess, a novel
global transport simulator creates functions over the object s surface
representing transfer of arbitrary, low-frequency incident lighting
into transferred radiance which includes global effects like shadows
and interreflections from the object onto itself. At run-time, these
transfer functions are applied to actual incident lighting.  Dynamic,
local lighting is handled by sampling it close to the object every
frame;  the object can also be rigidly rotated with respect to the
lighting and vice versa.  Lighting and transfer functions are
represented using low-order spherical harmonics. This avoids aliasing
and evaluates efficiently on graphics hardware by reducing the shading
integral to a dot product of 9 to 25 element vectors for diffuse
receivers. Glossy objects are handled using matrices rather than
vectors. We further introduce functions for radiance transfer from a
dynamic lighting environment through a preprocessed object to
neighboring points in space. These allow soft shadows and caustics
from rigidly moving objects to be cast onto arbitrary, dynamic
receivers. We demonstrate real-time global lighting effects with this
approach.
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        “On the Efficiency of Ray-shooting Acceleration Schemes,” in Proceedings of the 18th Spring Conference on Computer Graphics (SCCG 2002), Budmerice, Slovakia, 2002.
    
moreAbstract
This paper examines the efficency of different ray-shooting acceleration 
schemes,
including the uniform space subdivision, octree and kd-tree. We use simple 
computational
model , which assume that the objects are uniformly distributed in space.
The efficiency is characterized by two measures, including the expected
number of ray-object intersections needed to identified the first intersected
object, and the expected number of steps on the space partitioning data 
structure.
We can come to the interesting conclusion that these numbers are constant and
are independent of the number of objects in the scene. The number of 
intersections
is determined by how well the cells of the partitioning data structure enclose
the objects. Such analysis helps to understand why kd-tree is better than octree
and uniform space subdivision and provides hints to improve their 
implementation.
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        “Texturing Faces,” in Proceedings of Graphics Interface 2002 (GI 2002), Calgary, Canada, 2002.
    
moreAbstract
We present a number of techniques to facilitate the generation of textures
for facial modeling. In particular, we address the generation of facial skin
textures from uncalibrated input photographs as well as the creation of
individual textures for facial components such as eyes or teeth. Apart from
an initial feature point selection for the skin texturing, all our methods
work fully automatically without any user interaction. The resulting
textures show a high quality and are suitable for both photo-realistic and
real-time facial animation.
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        “Localizing the Final Gathering for Dynamic Scenes using the Photon Map,” in Proceedings of Vision, Modeling, and Visualization 2002 (VMV 2002), Erlangen, Germany, 2002.
    
moreAbstract
Rendering of high quality animations with global 
illumination effects is very costly using traditional 
techniques designed for static scenes.
In this paper we present an extension of
the photon mapping algorithm 
to handle dynamic environments. First, for each animation segment
the static irradiance cache is computed only once for the scene with
all dynamic objects removed. Then, for each frame, the
dynamic objects are inserted and the irradiance cache
is updated locally in the scene regions whose lighting
is strongly affected by the objects. In the remaining
scene regions the photon map is used to
correct the irradiance values in the static cache.
As a result the overall animation rendering efficiency
is significantly improved and the temporal aliasing is
reduced.
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        “Designing 2D Vector Fields of Arbitrary Topology,” in EUROGRAPHICS 2002, Saarbrücken, Germany, 2002.
    
moreAbstract
We introduce a scheme of control polygons to design topological
skeletons for vector fields of arbitrary topology. Based on this
we construct piecewise linear vector fields of exactly the
topology specified by the control polygons. This way a controlled
construction of vector fields of any topology is possible. Finally
we apply this method for topology-preserving compression of vector
fields consisting of a simple topology.
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moreAbstract
SPASS is an automated theorem prover for full first-order logic with equality. 
This system description provides an overview of recent developments in SPASS 
2.0, including among others an implementation of contextual rewriting, 
refinements of the clause normal form transformation, and enhancements of the 
inference engine.
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moreAbstract
Unsharp masking is a well-known image sharpening technique. 
Given an image and its smoothed version, amplifying high frequencies 
of the image via unsharp masking is achieved by linear extrapolation 
of the input images.
In this paper, we adapt the unsharp masking technique for
3D shape deblurring purposes.
Consider a blurred shape represented by a triangle mesh. 
Usually such a shape results from a 3D data corrupted by noise 
and then oversmoothed. First we apply unsharp masking to the mesh normals.
To smooth the filed of mesh normals we use several local averaging 
iterations applied to the mesh normals (iterative mean filtering).
Then we apply linear extrapolation of the original and smoothed
fields of normals. Finally we reconstruct the deblurred mesh by
integrating the field of extrapolated normals.
We also give a quantitative evaluation of the proposed unsharp masking 
technique. To perform the evaluation, we use $L^2$ error metrics on 
mesh vertices and normals. Experimental results show that the unsharp
masking technique is effective for shape deblurring.
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moreAbstract
Surface fairing, generating free-form surfaces satisfying aesthetic 
requirements,
     is important for many computer graphics and geometric modeling 
applications. A
     common approach for fair surface design consists of minimization of 
fairness
     measures penalizing large curvature values and curvature oscillations. The 
paper
     develops a numerical approach for fair surface modeling via 
curvature-driven
     evolutions of triangle meshes. Consider a smooth surface each point of 
which
     moves in the normal direction with speed equal to a function of curvature 
and
     curvature derivatives. Chosen the speed function properly, the evolving 
surface
     converges to a desired shape minimizing a given fairness measure. Smooth
     surface evolutions are approximated by evolutions of triangle meshes. A 
tangent
     speed component is used to improve the quality of the evolving mesh and to
     increase computational stability. Contributions of the paper include also 
an
     improved method for estimating the mean curvature.
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moreAbstract
In this paper, we propose a set of free-form shape deformation
techniques. The basic technique can be described as
follows. Given a surface represented by a mesh and a control
point, for every mesh vertex let us consider the difference
between the control point and the vertex. The vertex is shifted by
a displacement equal to the difference times a scale factor where
the scale factor is given by a function depending nonlinearly on
the difference. The function is bump-shaped and depends on a
number of parameters. Varying the parameters leads to a rich
palette of shape deformations. The proposed techniques include 
also shape deformations with multiple (real, auxiliary, and virtual)
control points and constrained, directional, and anisotropic deformations.
We demonstrate how that the proposed set of techniques 
allows a user to edit a given shape interactively and intuitively. 
The techniques use no mesh connectivity information and, therefore, 
can be applied directly to a shape given as a cloud of points.
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moreAbstract
The aim of this survey is to give an overview of the field 
of splines over triangulations. We summarize results on 
Bernstein-B\'ezier techniques, the dimension of bivariate
splines, interpolation by bivariate splines, and we describe 
the simplex spline approach.


BibTeX
@incollection{ZeilfelderSeidel2002,
TITLE = {Splines over Triangulations},
AUTHOR = {Zeilfelder, Frank and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-0-444-51104-1},
DOI = {10.1016/B978-044451104-1/50029-0},
LOCALID = {Local-ID: C125675300671F7B-19B3DF8B8053D55BC1256AB9002C2BD8-ZeilfelderSeidel2002},
PUBLISHER = {Elsevier},
ADDRESS = {Amsterdam, the Netherlands},
YEAR = {2002},
DATE = {2002},
ABSTRACT = {The aim of this survey is to give an overview of the field <br>of splines over triangulations. We summarize results on <br>Bernstein-B\'ezier techniques, the dimension of bivariate<br>splines, interpolation by bivariate splines, and we describe <br>the simplex spline approach.},
BOOKTITLE = {The Handbook of Computer Aided Geometric Design},
EDITOR = {Farin, Gerald and Hoschek, Josef and Kim, Myung-Soo and Abma, Doutzen},
PAGES = {701--722},
}

Endnote
%0 Book Section
%A Zeilfelder, Frank
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Splines over Triangulations : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-308B-D
%F EDOC: 202231
%F OTHER: Local-ID: C125675300671F7B-19B3DF8B8053D55BC1256AB9002C2BD8-ZeilfelderSeidel2002
%R 10.1016/B978-044451104-1/50029-0
%D 2002
%X The aim of this survey is to give an overview of the field <br>of splines over triangulations. We summarize results on <br>Bernstein-B\'ezier techniques, the dimension of bivariate<br>splines, interpolation by bivariate splines, and we describe <br>the simplex spline approach.
%B The Handbook of Computer Aided Geometric Design
%E Farin, Gerald; Hoschek, Josef; Kim, Myung-Soo; Abma, Doutzen
%P 701 - 722
%I Elsevier
%C Amsterdam, the Netherlands
%@ 978-0-444-51104-1




	DOI
	PuRe
	BibTeX


                            2001
                        
	


        1691
    
                Thesis
            
D4


        I. Albrecht
    

        “Speech Synchronization for Physics-based Animation of Human Face Models,” Universität des Saarlandes, Saarbrücken, 2001.
    
moreBibTeX
@mastersthesis{Albrecht:SSP:2001,
TITLE = {Speech Synchronization for Physics-based Animation of Human Face Models},
AUTHOR = {Albrecht, Irene},
LANGUAGE = {eng},
LOCALID = {Local-ID: C125675300671F7B-D75C94AE44CBF4C8C1256B90004E0A2F-Albrecht:SSP:2001},
SCHOOL = {Universit{\"a}t des Saarlandes},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2001},
DATE = {2001},
}

Endnote
%0 Thesis
%A Albrecht, Irene
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T Speech Synchronization for Physics-based Animation of Human Face Models : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-32CE-5
%F EDOC: 520245
%F OTHER: Local-ID: C125675300671F7B-D75C94AE44CBF4C8C1256B90004E0A2F-Albrecht:SSP:2001
%I Universit&#228;t des Saarlandes
%C Saarbr&#252;cken
%D 2001
%V master
%9 master




	PuRe
	BibTeX

	


        1692
    
                Conference paper
            
D4


        P. Bekaert and H.-P. Seidel
    

        “A Theoretical Comparison of Monte Carlo Radiosity Algorithms,” in Vision, Modeling and Visualization 2001 (VMV 2001), Stuttgart, Germany, 2001.
    
moreBibTeX
@inproceedings{Bekaert-Seidel_VMV01,
TITLE = {A Theoretical Comparison of Monte Carlo Radiosity Algorithms},
AUTHOR = {Bekaert, Philippe and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {3-89838-028-9},
URL = {http://wwwvis.informatik.uni-stuttgart.de/vmv01/dl/papers/19.pdf},
LOCALID = {Local-ID: C125675300671F7B-F81B5D6C536C0EE1C1256A9D004C992F-Bekaert2001_vmv},
PUBLISHER = {Akademische Verlagsgesellschaft Aka},
YEAR = {2001},
DATE = {2001},
BOOKTITLE = {Vision, Modeling and Visualization 2001 (VMV 2001)},
EDITOR = {Ertl, Thomas and Girod, Bernd and Greiner, G{\"u}nther and Niemann, Heinrich and Seidel, Hans-Peter},
PAGES = {257--264},
ADDRESS = {Stuttgart, Germany},
}

Endnote
%0 Conference Proceedings
%A Bekaert, Philippe
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T A Theoretical Comparison of Monte Carlo Radiosity Algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-326C-3
%F EDOC: 520226
%U http://wwwvis.informatik.uni-stuttgart.de/vmv01/dl/papers/19.pdf
%F OTHER: Local-ID: C125675300671F7B-F81B5D6C536C0EE1C1256A9D004C992F-Bekaert2001_vmv
%D 2001
%B 6th International Fall Workshop on Vision, Modeling, and Visualization
%Z date of event: 2001-11-21 - 2001-11-23
%C Stuttgart, Germany
%B Vision, Modeling and Visualization 2001
%E Ertl, Thomas; Girod, Bernd; Greiner, G&#252;nther; Niemann, Heinrich; Seidel, Hans-Peter
%P 257 - 264
%I Akademische Verlagsgesellschaft Aka
%@ 3-89838-028-9




	PuRe
	BibTeX

	


        1693
    
                Article
            
D4


        J. Bittner and V. Havran
    

        “Exploiting coherence in hierarchical visibility algorithms,” The Journal of Visualization and Computer Animation, vol. 12, no. 5, 2001.
    
moreBibTeX
@article{Bittner2002:JVCA,
TITLE = {Exploiting coherence in hierarchical visibility algorithms},
AUTHOR = {Bittner, Jiri and Havran, Vlastimil},
LANGUAGE = {eng},
ISSN = {1049-8907},
LOCALID = {Local-ID: C125675300671F7B-BCBF3860ADFA80D7C1256C310030FC7A-Bittner2002:JVCA},
YEAR = {2001},
DATE = {2001},
JOURNAL = {The Journal of Visualization and Computer Animation},
VOLUME = {12},
NUMBER = {5},
PAGES = {277--286},
}

Endnote
%0 Journal Article
%A Bittner, Jiri
%A Havran, Vlastimil
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T Exploiting coherence in hierarchical visibility algorithms : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3289-1
%F EDOC: 520248
%F OTHER: Local-ID: C125675300671F7B-BCBF3860ADFA80D7C1256C310030FC7A-Bittner2002:JVCA
%D 2001
%* Review method: peer-reviewed
%J The Journal of Visualization and Computer Animation
%V 12
%N 5
%& 277
%P 277 - 286
%@ false




	PuRe
	BibTeX

	


        1694
    
                Conference paper
            
D4


        S. Brabec and H.-P. Seidel
    

        “Hardware-accelerated Rendering of Antialiased Shadows with Shadow Maps,” in Proceedings Computer Graphics International 2001 (CGI 2001), Hong Kong, China, 2001.
    
moreAbstract
We present a hardware-accelerated method for rendering high quality,
antialiased shadows using the shadow map approach. Instead of relying 
on dedicated hardware support for shadow map filtering, we propose
a general rendering algorithm that can be used on most graphics 
workstations. The filtering method softens shadow boundaries by using
a technique called percentage closer filtering which is commonly used
in software renderers, e.g ray tracing. In this paper we describe how 
the software algorithm can be efficiently mapped to hardware. In order
to achieve real-time or at least interactive frame rates we also
propose a slightly modified shadow filtering method that saves
valuable hardware resources while still achieving good image quality.
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moreAbstract
Medial axis transform (MAT)
 is very sensitive to the noise,
 in the sense that, even if a shape
 is perturbed only slightly,
 the Hausdorff distance between the
 MATs of the original shape and the perturbed one
 may be large.
But it turns out that MAT is stable,
 if we view this phenomenon with the one-sided Hausdorff
 distance, rather than with the two-sided Hausdorff distance.
In this paper, we show that,
 if the original domain is weakly injective,
 which means that the MAT of the domain has no end point which
 is the center of an inscribed circle osculating the boundary at
 only one point,
 the one-sided Hausdorff distance of the original domain's MAT
 with respect to that of the perturbed one 
 is bounded linearly
 with the Hausdorff distance of the perturbation.
We also show by example that the linearity of this bound
 cannot be achieved for the domains which are not weakly injective.
In particular, these results
 apply to 
 the domains with the sharp corners,
 which were excluded in the past.
One consequence of these results is that
 we can clarify theoretically
 the notion of extracting ``the essential part of the MAT'',
 which is the heart of the existing pruning methods.
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moreAbstract
Although useful in many applications,
 the medial axis transform (MAT) has a few fit-falls,
 one of which is its extreme sensitivity to the boundary
 perturbation.
In this paper, we first summarizes the previous attempts to 
 get around this by bounding the one-sided Hausdorff distance
 of the MAT with respect to the boundary perturbation.
We illustrate these results and their optimality with various examples.
Finally, we suggest an application of them in pruning.
In particular, we discuss the advantage of the results for the domains
 which are not weakly injective, over those for the weakly injective
 ones.
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moreAbstract
Medial axis transform (MAT) is very sensitive to the noise,
in the sense that, even if a shape is perturbed only slightly,
the Hausdorff distance between the MATs of the original shape and
the perturbed one may be large. But it turns out that MAT is stable,
if we view this phenomenon with the one-sided Hausdorff distance,
rather than with the two-sided Hausdorff distance. In this paper, 
we show that, if the original domain is weakly injective,
which means that the MAT of the domain has no end point which
is the center of an inscribed circle osculating the boundary at
only one point, the one-sided Hausdorff distance of the original 
domain's MAT with respect to that of the perturbed one is bounded 
linearly with the Hausdorff distance of the perturbation.
We also show by example that the linearity of this bound cannot be 
achieved for the domains which are not weakly injective. In particular, 
these results apply to the domains with the sharp corners, which 
were excluded in the past. One consequence of these results is that
we can clarify theoretically the notion of extracting ``the essential 
part of the MAT'', which is the heart of the existing pruning methods.
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moreAbstract
Realistic modeling and high-performance rendering of cloth and
clothing is a challenging problem. Often these materials are seen
at distances where individual stitches and knits can be made out
and need to be accounted for. Modeling of the geometry at this
level of detail fails due to sheer complexity, while simple
texture mapping techniques do not produce the desired quality.

In this paper, we describe an efficient and realistic approach
that takes into account view-dependent effects such as small
displacements causing occlusion and shadows, as well as
illumination effects. The method is efficient in terms of memory
consumption, and uses a combination of hardware and software
rendering to achieve high performance. It is conceivable that
future graphics hardware will be flexible enough for full
hardware rendering of the proposed method.
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moreAbstract
Visibility computations are the most time-consuming part of global
illumination algorithms. The cost is amplified by the fact that
quite often identical or similar information is recomputed multiple
times. In particular this is the case when multiple images of the
same scene are to be generated under varying lighting conditions
and/or viewpoints. But even for a single image with static
illumination, the computations could be accelerated by reusing
visibility information for many different light paths.
 
In this report we describe a general method of precomputing, storing,
and reusing visibility information for light transport in a number
of different types of scenes. In particular, we consider general
parametric surfaces, triangle meshes without a global
parameterization, and participating media.
 
We also reorder the light transport in such a way that the
visibility information is accessed in structured memory access
patterns. This yields a method that is well suited for SIMD-style
parallelization of the light transport, and can efficiently be
implemented both in software and using graphics hardware. We finally
demonstrate applications of the method to highly efficient
precomputation of BRDFs, bidirectional texture functions, light
fields, as well as near-interactive volume lighting.
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In this report we describe a general method of precomputing, storing,
and reusing visibility information for light transport in a number
of different types of scenes. In particular, we consider general
parametric surfaces, triangle meshes without a global
parameterization, and participating media.

We also reorder the light transport in such a way that the
visibility information is accessed in structured memory access
patterns. This yields a method that is well suited for SIMD-style
parallelization of the light transport, and can efficiently be
implemented both in software and using graphics hardware. We finally
demonstrate applications of the method to highly efficient
precomputation of BRDFs, bidirectional texture functions, light
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moreAbstract
The goal of this study is to develop a complete set of data
characterizing geometry, luminaires, and surfaces
of a non-trivial existing environment for testing global illumination
and rendering techniques.
This paper briefly discusses the process of data acquisition.
Also, the results of experiments on evaluating lighting
simulation accuracy, and rendering fidelity
for a Density Estimation Particle Tracing algorithm
are presented.  The importance of
using the BRDF of surfaces in place of the more commonly
used specular and diffuse reflectance coefficients
is investigated for the test scene.
The results obtained are contrasted with an ``artistic approach''
in which a skilled artist manually sets all reflectance characteristics to
obtain a visually pleasant appearance that corresponds to the existing
environment.
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moreAbstract
Noise due to dark current is a serious limitation for taking
long exposure time images with a CCD digital camera.  Current
solutions have serious drawbacks: interpolation of pixels with high
dark current leads to smoothing effects or other artifacts --
especially if a large number of pixels are corrupted. Due to the
exponential temperature dependence of the dark current, dark frame
subtraction works best for temperature controlled high end CCD imaging
systems.

On the physical level, two independent signals (charge generated by
photons hitting the CCD and by the dark current) are added. Due to its
random distribution, adding (or subtracting) the dark current noise
signal increases the entropy of the resulting image. The entropy is
minimal if the dark current signal is not present at all.

A dark frame is a good representation of the dark current noise. As
the generated dark current depends on the temperature equally for all
pixels, a noisy image can be cleaned by the subtraction of a scaled
dark frame. The scaling factor can be determined in an optimization
step which tries to minimize the entropy of the cleaned image.

We implemented a software system that effectively removes dark current
noise even from highly corrupted images. The resulting images contain
almost no visible artifacts since only the noise signal is removed. This
extends the range of usable exposure times of digital cameras without
temperature control systems by about one to two orders of magnitude.
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moreAbstract
High dynamic range (HDR) imaging has become a powerful tool in
computer graphics, and is being applied to scenarios like
simulation of different film responses, motion blur, and
image-based illumination.  The HDR images for these applications
are typically generated by combining the information from multiple
photographs taken at different exposure settings.

Unfortunately, the color calibration of these images has so far
been limited to very simplistic approaches such as a simple white
balance algorithm. More sophisticated methods used for
device-independent color representations are not easily applicable
because they inherently assume a limited dynamic range. In this
paper, we introduce a novel approach for constructing HDR images
directly from low dynamic range images that were calibrated using
an ICC input profile.
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moreAbstract
One of the basic difficulties with interactive walkthroughs is the high
  quality rendering of object surfaces with non-diffuse light scattering
  characteristics. Since full ray tracing at interactive rates is usually
  impossible, we render a precomputed global illumination solution using
  graphics hardware and use remaining computational power to correct the
  appearance of non-diffuse objects on-the-fly. The question arises, how to
  obtain the best image quality as perceived by a human observer within a
  limited amount of time for each frame. We address this problem by
  enforcing corrective computation for those non-diffuse objects that are
  selected using a computational model of visual attention. We consider both
  the saliency- and task-driven selection of those objects and benefit
  from the fact that shading artifacts of ``unattended'' objects are likely
  to remain unnoticed. We use a hierarchical image-space sampling scheme to
  control ray tracing and splat the generated point samples. The resulting
  image converges progressively to a ray traced solution if the viewing
  parameters remain unchanged. Moreover, we use a sample cache to enhance
  visual appearance if the time budget for correction has been too low for
  some frame. We check the validity of the cached samples using a 
  novel criterion suited for non-diffuse surfaces and reproject valid
  samples into the current view.


BibTeX
@inproceedings{Haber-et-al_Eurograph.01,
TITLE = {Perceptually Guided Corrective Splatting},
AUTHOR = {Haber, J{\"o}rg and Myszkowski, Karol and Yamauchi, Hitoshi and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {0167-7055},
DOI = {10.1111/1467-8659.00507},
LOCALID = {Local-ID: C125675300671F7B-3992DB8541113439C1256A72003B9C5A-Haber:2001:PGCS},
PUBLISHER = {Blackwell},
PUBLISHER = {Blackwell-Wiley},
YEAR = {2001},
DATE = {2001},
ABSTRACT = {One of the basic difficulties with interactive walkthroughs is the high<br> quality rendering of object surfaces with non-diffuse light scattering<br> characteristics. Since full ray tracing at interactive rates is usually<br> impossible, we render a precomputed global illumination solution using<br> graphics hardware and use remaining computational power to correct the<br> appearance of non-diffuse objects on-the-fly. The question arises, how to<br> obtain the best image quality as perceived by a human observer within a<br> limited amount of time for each frame. We address this problem by<br> enforcing corrective computation for those non-diffuse objects that are<br> selected using a computational model of visual attention. We consider both<br> the saliency- and task-driven selection of those objects and benefit<br> from the fact that shading artifacts of ``unattended'' objects are likely<br> to remain unnoticed. We use a hierarchical image-space sampling scheme to<br> control ray tracing and splat the generated point samples. The resulting<br> image converges progressively to a ray traced solution if the viewing<br> parameters remain unchanged. Moreover, we use a sample cache to enhance<br> visual appearance if the time budget for correction has been too low for<br> some frame. We check the validity of the cached samples using a <br> novel criterion suited for non-diffuse surfaces and reproject valid<br> samples into the current view.},
BOOKTITLE = {Proceedings of the Eurographics Conference 2001},
EDITOR = {Chalmers, Alan and Rhyne, Theresa-Marie},
PAGES = {142--153},
JOURNAL = {Computer Graphics Forum},
VOLUME = {20},
ISSUE = {3},
ADDRESS = {Manchester, UK},
}

Endnote
%0 Conference Proceedings
%A Haber, J&#246;rg
%A Myszkowski, Karol
%A Yamauchi, Hitoshi
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Perceptually Guided Corrective Splatting : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-32C0-1
%F EDOC: 520198
%F OTHER: Local-ID: C125675300671F7B-3992DB8541113439C1256A72003B9C5A-Haber:2001:PGCS
%R 10.1111/1467-8659.00507
%D 2001
%B Eurographics Conference 2001 
%Z date of event: 2001 - 
%C Manchester, UK
%X One of the basic difficulties with interactive walkthroughs is the high<br>  quality rendering of object surfaces with non-diffuse light scattering<br>  characteristics. Since full ray tracing at interactive rates is usually<br>  impossible, we render a precomputed global illumination solution using<br>  graphics hardware and use remaining computational power to correct the<br>  appearance of non-diffuse objects on-the-fly. The question arises, how to<br>  obtain the best image quality as perceived by a human observer within a<br>  limited amount of time for each frame. We address this problem by<br>  enforcing corrective computation for those non-diffuse objects that are<br>  selected using a computational model of visual attention. We consider both<br>  the saliency- and task-driven selection of those objects and benefit<br>  from the fact that shading artifacts of ``unattended'' objects are likely<br>  to remain unnoticed. We use a hierarchical image-space sampling scheme to<br>  control ray tracing and splat the generated point samples. The resulting<br>  image converges progressively to a ray traced solution if the viewing<br>  parameters remain unchanged. Moreover, we use a sample cache to enhance<br>  visual appearance if the time budget for correction has been too low for<br>  some frame. We check the validity of the cached samples using a <br>  novel criterion suited for non-diffuse surfaces and reproject valid<br>  samples into the current view.
%B Proceedings of the Eurographics Conference 2001 
%E Chalmers, Alan; Rhyne, Theresa-Marie
%P 142 - 153
%I Blackwell
%J Computer Graphics Forum
%V 20
%N 3
%I Blackwell-Wiley
%@ false




	DOI
	PuRe
	BibTeX

	


        1709
    
                Conference paper
            
D4


        J. Haber, K. Kähler, I. Albrecht, H. Yamauchi, and H.-P. Seidel
    

        “Face to Face: From Real Humans to Realistic Facial Animation,” in Proceedings of the 3rd Israel-Korea Binational Conference on Geometrical Modeling and Computer Graphics, 2001.
    
moreAbstract
We present a system for photo-realistic facial modeling and 
animation, which includes several tools that facilitate necessary 
tasks such as mesh processing, texture registration, and 
assembling of facial components. The resulting head model 
reflects the anatomical structure of the human head including 
skull, skin, and muscles. Semiautomatic generation of 
high-quality models from scan data for physics-based animation 
becomes possible with little effort.
A state-of-the-art speech synchronization technique is 
integrated into our system, resulting in realistic speech 
animations that can be rendered at real-time frame rates on 
current PC hardware.
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        “Smooth Approximation and Rendering of Large Scattered Data Sets,” in Proceedings of the 2001 IEEE Conference on Visualization, San Diego, CA, USA, 2001.
    
moreAbstract
We present an efficient method to automatically compute a smooth
  approximation of large functional scattered data sets given over
  arbitrarily shaped planar domains.  Our approach is based on the
  construction of a $C^1$-continuous bivariate cubic spline and our method
  offers optimal approximation order. Both local
  variation and non-uniform distribution of the data are taken into account
  by using local polynomial least squares approximations of varying degree.
  Since we only need to solve small linear systems and no triangulation of
  the scattered data points is required, the overall complexity of the
  algorithm is linear in the total number of points.  Numerical examples
  dealing with several real world scattered data sets with up to millions of
  points demonstrate the efficiency of our method.  The resulting spline
  surface is of high  visual quality and can be efficiently evaluated for
  rendering and modeling. In our implementation we achieve real-time frame
  rates for typical fly-through sequences and interactive frame rates for
  recomputing and rendering a locally modified spline surface.
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        “Dynamic Refinement of Deformable Triangle Meshes for Rendering,” in Proceedings Computer Graphics International 2001, Hong Kong, China, 2001.
    
moreAbstract
We present a method to adaptively refine an irregular triangle mesh
  as it deforms in real-time. The method increases surface smoothness
  in regions of high deformation by splitting triangles in a fashion
  similar to one or two steps of Loop subdivision. The refinement is
  computed for an arbitrary triangle mesh and the subdivided triangles
  are simply passed to the rendering engine, leaving the mesh itself
  unchanged.  The algorithm can thus be easily plugged into existing
  systems to enhance visual appearance of animated meshes.  The
  refinement step has very low computational overhead and is easy to
  implement. We demonstrate the use of the algorithm in our
  physics-based facial animation system.
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        “Geometry-based Muscle Modeling for Facial Animation,” in Proceedings Graphics Interface 2001 (GI 2001), Ottawa, Canada, 2001.
    
moreAbstract
We present a muscle model and methods for muscle construction
that allow to easily create animatable facial models from given
face geometry. Using our editing tool, one can interactively
specify coarse outlines of the muscles, which are then
automatically created to fit the face geometry. 

Our muscle model incorporates different types of muscles and the
effects of bulging and intertwining muscle fibers. The influence
of muscle contraction onto the skin is simulated using a
mass-spring system that connects the skull, muscle, and skin
layers of our model.
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        “A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D Models,” in Tutorial Notes of the DAGM 2001, 2001.
    
moreAbstract
This tutorial highlights some recent results on the acquisition and
interactive display of high quality 3D models. For further use in
photorealistic rendering or object recognition, a high quality
representation must capture two different things: the shape of the
model represented as a geometric description of its surface and on the
other hand the appearance of the material or materials it is made of,
e.g. the object's color, texture, or reflection properties.
 
The tutorial shows how computer vision and computer graphics
techniques can be seamlessly integrated into a single framework for
the acquisition, processing, and interactive display of high quality
3D models.
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        “Image-based reconstruction of spatially varying materials,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2001-4-001, 2001.
    
moreAbstract
The measurement of accurate material properties is an important step
towards photorealistic rendering. Many real-world objects are composed
of a number of materials that often show subtle changes even within a
single material. Thus, for photorealistic rendering both the general
surface properties as well as the spatially varying effects of the
object are needed.
 
We present an image-based measuring method that robustly detects the
different materials of real objects and fits an average bidirectional
reflectance distribution function (BRDF) to each of them. In order to
model the local changes as well, we project the measured data for each
surface point into a basis formed by the recovered BRDFs leading to a
truly spatially varying BRDF representation.
 
A high quality model of a real object can be generated with relatively
few input data. The generated model allows for rendering under
arbitrary viewing and lighting conditions and realistically reproduces
the appearance of the original object.
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We present an image-based measuring method that robustly detects the
different materials of real objects and fits an average bidirectional
reflectance distribution function (BRDF) to each of them. In order to
model the local changes as well, we project the measured data for each
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        “A Framework for the Acquisition, Processing, Transmission, and Interactive Display of High Quality 3D Models on the Web,” in Tutorial Notes of the Web3D Conference 2001, 2001.
    
moreAbstract
Digital documents often require highly detailed representations of
real world objects. This is especially true for advanced e-commerce
applications and other multimedia data bases like online
encyclopaedias or virtual museums. Their further success will
strongly depend on advances in the field of high quality object
representation, distribution and rendering.
 
This tutorial highlights some recent results on the acquisition and
interactive display of high quality 3D models and shows how these
results can be seamlessly integrated with previous work into a
single framework for the acquisition, processing, transmission, and
interactive display of high quality 3D models on the Web.
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        “Image-Based Reconstruction of Spatially Varying Materials,” in Rendering Techniques 2001 (EGSR 2001), London, UK, 2001.
    
moreAbstract
The measurement of accurate material properties is an important step
towards photorealistic rendering. Many real-world objects are composed
of a number of materials that often show subtle changes even within a
single material. Thus, for photorealistic rendering both the general
surface properties as well as the spatially varying effects of the
object are needed.

We present an image-based measuring method that robustly detects the
different materials of real objects and fits an average bidirectional
reflectance distribution function (BRDF) to each of them. In order to
model the local changes as well, we project the measured data for each
surface point into a basis formed by the recovered BRDFs leading to a
truly spatially varying BRDF representation.

A high quality model of a real object can be generated with relatively
few input data. The generated model allows for rendering under
arbitrary viewing and lighting conditions and realistically reproduces
the appearance of the original object.
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        “A framework for the acquisition, processing, transmission, and interactive display of high quality 3D models on the Web,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2001-4-002, 2001.
    
moreAbstract
Digital documents often require highly detailed representations of
 real world objects. This is especially true for advanced e-commerce
 applications and other multimedia data bases like online
 encyclopaedias or virtual museums. Their further success will
 strongly depend on advances in the field of high quality object
 representation, distribution and rendering.
 
 This tutorial highlights some recent results on the acquisition and
 interactive display of high quality 3D models and shows how these
 results can be seamlessly integrated with previous work into a
 single framework for the acquisition, processing, transmission, and
 interactive display of high quality 3D models on the Web.
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        “A Silhouette-Based Algorithm for Texture Registration and Stitching,” Graphical Models, vol. 63, no. 4, 2001.
    
moreAbstract
In this paper a system is presented that automatically registers
  and stitches textures acquired from multiple photographic images
  onto the surface of a given corresponding 3D model. Within this
  process the camera position, direction and field of view must be
  determined for each of the images. For this registration, which
  aligns a 2D image to a 3D model we present an efficient
  hardware-accelerated silhouette-based algorithm working on different
  image resolutions that accurately registers each image without any
  user interaction. Besides the silhouettes, also the given texture
  information can be used to improve accuracy by comparing one
  stitched texture to already registered images resulting in a global
  multi-view optimization.  After the 3D-2D registration for each part
  of the 3D model's surface the view is determined which provides the
  best available texture. Textures are blended at the borders of
  regions assigned to different views.
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moreAbstract
The measurement of accurate material properties is an important step
towards the inclusion of realistic objects in digital documents.
Many real-world objects are composed of a number of materials with
subtle changes even within a single material.  We present an
image-based measuring method that robustly detects the different
materials of real objects and fits an average bidirectional
reflectance distribution function (BRDF) to each of them. In order
to model the local changes as well, we project the measured data for
each surface point into a basis formed by the recovered BRDFs
leading to a truly spatially varying BRDF representation. A compact,
high quality model of a real object can be generated with relatively
few input data.


BibTeX
@inproceedings{Lensch:2001:3MA,
TITLE = {{3D} Model Acquisition Including Reflection Properties},
AUTHOR = {Lensch, Hendrik P. A. and Kautz, Jan and Goesele, Michael and Seidel, Hans-Peter},
LANGUAGE = {eng},
LOCALID = {Local-ID: C125675300671F7B-4054AA66E1012AB6C1256AB1002986CF-Lensch:2001:3MA},
PUBLISHER = {Selbstverlag},
YEAR = {2001},
DATE = {2001},
ABSTRACT = {The measurement of accurate material properties is an important step towards the inclusion of realistic objects in digital documents. Many real-world objects are composed of a number of materials with subtle changes even within a single material. We present an image-based measuring method that robustly detects the different materials of real objects and fits an average bidirectional reflectance distribution function (BRDF) to each of them. In order to model the local changes as well, we project the measured data for each surface point into a basis formed by the recovered BRDFs leading to a truly spatially varying BRDF representation. A compact, high quality model of a real object can be generated with relatively few input data.},
BOOKTITLE = {Proceedings of the ECDL Workshop Generalized Documents},
EDITOR = {Fellner, Dieter W. and Fuhr, Norbert and Witten, Ian},
PAGES = {1--6},
}

Endnote
%0 Conference Proceedings
%A Lensch, Hendrik P. A.
%A Kautz, Jan
%A Goesele, Michael
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T 3D Model Acquisition Including Reflection Properties : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3259-D
%F EDOC: 520228
%F OTHER: Local-ID: C125675300671F7B-4054AA66E1012AB6C1256AB1002986CF-Lensch:2001:3MA
%I Selbstverlag
%D 2001
%B Untitled Event
%Z date of event: 2001 - 
%C Darmstadt, Germany
%X The measurement of accurate material properties is an important step
towards the inclusion of realistic objects in digital documents.
Many real-world objects are composed of a number of materials with
subtle changes even within a single material.  We present an
image-based measuring method that robustly detects the different
materials of real objects and fits an average bidirectional
reflectance distribution function (BRDF) to each of them. In order
to model the local changes as well, we project the measured data for
each surface point into a basis formed by the recovered BRDFs
leading to a truly spatially varying BRDF representation. A compact,
high quality model of a real object can be generated with relatively
few input data.
%B Proceedings of the ECDL Workshop Generalized Documents
%E Fellner, Dieter W.; Fuhr, Norbert; Witten, Ian
%P 1 - 6
%I Selbstverlag




	PuRe
	BibTeX

	


        1725
    
                Report
            
D4


        H. P. A. Lensch, M. Gösele, and H.-P. Seidel
    

        “A framework for the acquisition, processing and interactive display of high quality 3D models,” Max-Planck-Institut für Informatik, Saarbrücken, MPI-I-2001-4-005, 2001.
    
moreAbstract
This tutorial highlights some recent results on the acquisition and
interactive display of high quality 3D models. For further use in
photorealistic rendering or object recognition, a high quality
representation must capture two different things: the shape of the
model represented as a geometric description of its surface and on the
other hand the appearance of the material or materials it is made of,
e.g. the object's color, texture, or reflection properties.
 
The tutorial shows how computer vision and computer graphics
techniques can be seamlessly integrated into a single framework for
the acquisition, processing, and interactive display of high quality
3D models.
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moreAbstract
Augmented Reality can merge the computer-generated objects into the real image 
or video sequences, one key issue is to keep the geometric consistency between 
the real and virtual objects. This is achieved by using the camera parameters 
recovered from the real image to render the virtual objects. 
 
Camera parameters' recovery is a basic problem in the area of computer vision. 
On the other hand, rendering is the major concern of computer graphics. 
Ususally in these two areas different image formation pipelines are used. This 
paper presents a side-by-side comparison between the pipelines, in order to 
make it easier to setup the recovered camera parameters to do the rendering for 
AR applications.  Some experiment results are shown to verify the correctness 
of the analysis.
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moreAbstract
We investigate applications of the Visible
Difference Predictor (VDP) to steer global illumination
computation.
We use the VDP to monitor the progression of computation as a function
of time for major global illumination algorithms.
Based on the results obtained,
we propose a novel global illumination algorithm
which is a hybrid of stochastic (density estimation) and
deterministic (adaptive mesh refinement) techniques
used in an optimized sequence to reduce the
differences between the intermediate and final images as
predicted by the VDP.
Also, the VDP is applied to decide upon
stopping conditions for global illumination
simulation, when further continuation of computation does not
contribute to perceivable changes in the quality of the resulting images.
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moreAbstract
We present a technique for recovering structural
information from triangular meshes that can then be used for
segmentation, e.g. in reverse engineering applications. In a
preprocessing step, we detect feature regions on the surface by
classifying the vertices according to some discrete curvature
measure. Then we apply a skeletonization algorithm for extracting
feature lines from these regions. To achieve this, we generalize the
concept of morphological operators to unorganized triangle meshes,
providing techniques for noise reduction on the binary feature
classification and for skeletonization. The necessary operations are
easy to implement, robust, and can be executed efficiently on a mesh
data structure.
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moreAbstract
We introduce a flexible and powerful concept for reconstructing arbitrary views 
from multiple source images on
the fly. Our approach is based on a Lumigraph structure with per-pixel depth 
values, and generalizes the classical
two-plane parameterized light fields and Lumigraphs. With our technique, it is 
possible to render arbitrary views
of time-varying, non-diffuse scenes at interactive frame rates, and it allows 
using any kind of sensor that yields
images with dense depth information. We demonstrate the flexibility and 
efficiency of our approach through various
examples.
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moreAbstract
Remeshing artifacts are a fundamental problem when converting a given
geometry into a triangle mesh. We propose a new remeshing technique
that is sensitive to features. First, the resolution of the mesh is
iteratively adapted by a global restructuring process which
additionally optimizes the connectivity. Then a particle system
approach evenly distributes the vertices across the original
geometry. To exactly find the features we extend this relaxation
procedure by an effective mechanism to attract the vertices to feature
edges. The attracting force is imposed by means of a hierarchical
curvature field and does not require any thresholding parameters to
classify the features.
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moreAbstract
A sketching system for spline-based free-form surfaces on the Responsive 
Workbench is presented. We propose 3D tools for curve drawing and deformation 
techniques for curves and surfaces, adapted to the needs of designers. The user 
directly draws curves in the virtual environment, using a tracked stylus as an 
input device. A curve network can be formed, describing the skeleton of a 
virtual model. The non-dominant hand positions and orients the model while the 
dominant hand uses the editing tools. The curves and the resulting skinning 
surfaces can interactively be deformed.
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moreAbstract
We present a novel algorithm to evaluate and render Loop subdivision
surfaces. The algorithm exploits the fact that Loop subdivision
surfaces are piecewise polynomial and uses the forward difference
technique for efficiently computing uniform samples on the limit
surface. The main advantage of our algorithm is that it only
requires a small and constant amount of memory that does not depend
on the subdivision depth. The simple structure of the algorithm
enables a scalable degree of hardware implementation. By low-level
parallelization of the computations, we can reduce the critical
computation costs to a theoretical minimum of about one {\tt
float[3]}-operation per triangle.


BibTeX
@inproceedings{Bischoff-et-al_SIGGRAPH/Eurographics2000,
TITLE = {Towards Hardware Implementation of Loop Subdivision},
AUTHOR = {Bischoff, Stephan and Kobbelt, Leif P. and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {978-1-58113-257-1},
DOI = {10.1145/346876.346886},
LOCALID = {Local-ID: C125675300671F7B-9E86BC79F1CAABB5C12569BC00497067-Bischoff2000},
PUBLISHER = {ACM},
YEAR = {2000},
DATE = {2000},
ABSTRACT = {We present a novel algorithm to evaluate and render Loop subdivision<br>surfaces. The algorithm exploits the fact that Loop subdivision<br>surfaces are piecewise polynomial and uses the forward difference<br>technique for efficiently computing uniform samples on the limit<br>surface. The main advantage of our algorithm is that it only<br>requires a small and constant amount of memory that does not depend<br>on the subdivision depth. The simple structure of the algorithm<br>enables a scalable degree of hardware implementation. By low-level<br>parallelization of the computations, we can reduce the critical<br>computation costs to a theoretical minimum of about one {\tt<br>float[3]}-operation per triangle.},
BOOKTITLE = {Proceedings of 2000 ACM SIGGRAPH/Eurographics Workshop on Graphics Hardware},
EDITOR = {Spencer, Stephen N.},
PAGES = {41--50},
ADDRESS = {Interlaken, Switzerland},
}

Endnote
%0 Conference Proceedings
%A Bischoff, Stephan
%A Kobbelt, Leif P.
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Towards Hardware Implementation of Loop Subdivision : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3500-C
%F EDOC: 520155
%F OTHER: Local-ID: C125675300671F7B-9E86BC79F1CAABB5C12569BC00497067-Bischoff2000
%R 10.1145/346876.346886
%D 2000
%B 2000 ACM SIGGRAPH/Eurographics Workshop on Graphics Hardware
%Z date of event: 2000-08-21 - 2000-08-22
%C Interlaken, Switzerland
%X We present a novel algorithm to evaluate and render Loop subdivision<br>surfaces. The algorithm exploits the fact that Loop subdivision<br>surfaces are piecewise polynomial and uses the forward difference<br>technique for efficiently computing uniform samples on the limit<br>surface. The main advantage of our algorithm is that it only<br>requires a small and constant amount of memory that does not depend<br>on the subdivision depth. The simple structure of the algorithm<br>enables a scalable degree of hardware implementation. By low-level<br>parallelization of the computations, we can reduce the critical<br>computation costs to a theoretical minimum of about one {\tt<br>float[3]}-operation per triangle.
%B Proceedings of 2000 ACM SIGGRAPH/Eurographics Workshop on Graphics Hardware
%E Spencer, Stephen N.
%P 41 - 50
%I ACM
%@ 978-1-58113-257-1




	DOI
	PuRe
	BibTeX
	pre-print version

	


        1753
    
                Book chapter / section
            
D4D1


        D. Blythe, S. Ghali, L. Kettner, and H. Sowizral
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moreAbstract
We provide an analysis of the elements needed
in an object--oriented scene graph API and give a
contrasting, non--competing, exposition of how such
elements are implemented in modern graphics and geometry
API's. The objectives are to show the sensibility of the
adopted design options and to give the flavors, both
common and distinct, of various modern scene graph API's.
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moreAbstract
Todays graphics hardware is capable of performing a large number 
of operations at very high rates. Since most of the graphics chips
are designed in a pipelined fashion, e.g. similar to the OpenGL 
rendering pipeline, it is necessary to utilize as many processing
units as possible to achieve high-quality results while keeping the
number of rendering passes needed at a minimum. In this paper we present an
algorithm that combines two well known algorithms in a very efficient 
manner. One is the \textit{shadow mapping} technique that is used to compute a
shadow mask to determine lit and shadowed pixels. The second algorithm 
is called \textit{light mapping} and is a common approach for rendering complex
light effects. These two are combined into a single
texture map which we call an \textit{extended light map}. 
The benefit of this approach
is that nearly all stages of the graphics pipeline can be used during the 
shadow map generation phase, which results in better image quality and
a reduced number of rendering passes.
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moreAbstract
Although the Hausdorff distance is a popular device
to measure the differences between sets,
it is not natural for some specific classes of sets,
especially for the medial axis transform
which is defined as the set of all pairs
of the centers and the radii of the maximal balls
contained in another set.
In spite of its many advantages and possible applications,
the medial axis transform has one great weakness,
namely its instability under the Hausdorff distance
when the boundary of the original set is perturbed.
Though many attempts have been made for the resolution of this phenomenon,
most of them are heuristic in nature
and lack precise error analysis.


BibTeX
@techreport{ChoiSeidel2000,
TITLE = {Hyperbolic Hausdorff distance for medial axis transform},
AUTHOR = {Choi, Sung Woo and Seidel, Hans-Peter},
LANGUAGE = {eng},
NUMBER = {MPI-I-2000-4-003},
INSTITUTION = {Max-Planck-Institut f{\"u}r Informatik},
ADDRESS = {Saarbr{\"u}cken},
YEAR = {2000},
DATE = {2000},
ABSTRACT = {Although the Hausdorff distance is a popular device to measure the differences between sets, it is not natural for some specific classes of sets, especially for the medial axis transform which is defined as the set of all pairs of the centers and the radii of the maximal balls contained in another set. In spite of its many advantages and possible applications, the medial axis transform has one great weakness, namely its instability under the Hausdorff distance when the boundary of the original set is perturbed. Though many attempts have been made for the resolution of this phenomenon, most of them are heuristic in nature and lack precise error analysis.},
TYPE = {Research Report / Max-Planck-Institut f&#252;r Informatik},
}

Endnote
%0 Report
%A Choi, Sung Woo
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Hyperbolic Hausdorff distance for medial axis transform : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-0014-6D4A-A
%Y Max-Planck-Institut f&#252;r Informatik
%C Saarbr&#252;cken
%D 2000
%P 30 p.
%X Although the Hausdorff distance is a popular device
to measure the differences between sets,
it is not natural for some specific classes of sets,
especially for the medial axis transform
which is defined as the set of all pairs
of the centers and the radii of the maximal balls
contained in another set.
In spite of its many advantages and possible applications,
the medial axis transform has one great weakness,
namely its instability under the Hausdorff distance
when the boundary of the original set is perturbed.
Though many attempts have been made for the resolution of this phenomenon,
most of them are heuristic in nature
and lack precise error analysis.
%B Research Report / Max-Planck-Institut f&#252;r Informatik




	PuRe
	BibTeX
	fulltext version

	


        1758
    
                Article
            
D4


        M. Daehlen, T. Lyche, K. Morken, R. Schneider, and H.-P. Seidel
    

        “Multiresolution analysis over triangles, based on quadratic Hermite interpolation,” Journal of Computational and Applied Mathematics, vol. 119, no. 1/2, 2000.
    
moreBibTeX
@article{Daehlen:2000:MAO,
TITLE = {Multiresolution analysis over triangles, based on quadratic Hermite interpolation},
AUTHOR = {Daehlen, M. and Lyche, Tom and Morken, K. and Schneider, Robert and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISSN = {0771-050X},
LOCALID = {Local-ID: C125675300671F7B-4E16B79438769C7BC1256ABC00394EAF-Daehlen:2000:MAO},
YEAR = {2000},
DATE = {2000},
JOURNAL = {Journal of Computational and Applied Mathematics},
VOLUME = {119},
NUMBER = {1/2},
PAGES = {97--114},
}

Endnote
%0 Journal Article
%A Daehlen, M.
%A Lyche, Tom
%A Morken, K.
%A Schneider, Robert
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Multiresolution analysis over triangles, based on quadratic Hermite interpolation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-34DF-2
%F EDOC: 520235
%F OTHER: Local-ID: C125675300671F7B-4E16B79438769C7BC1256ABC00394EAF-Daehlen:2000:MAO
%D 2000
%* Review method: peer-reviewed
%J Journal of Computational and Applied Mathematics
%V 119
%N 1/2
%& 97
%P 97 - 114
%@ false




	PuRe
	BibTeX

	


        1759
    
                Conference paper
            
D4


        O. Davydov, G. Nürnberger, and F. Zeilfelder
    

        “Cubic Spline Interpolation on Nested Polygon Triangulations,” in Curve and Surface Fitting, Saint-Malo 1999, 2000.
    
moreBibTeX
@inproceedings{Davydov:1999:CubicSI,
TITLE = {Cubic Spline Interpolation on Nested Polygon Triangulations},
AUTHOR = {Davydov, Oleg and N{\"u}rnberger, G{\"u}nther and Zeilfelder, Frank},
LANGUAGE = {eng},
ISBN = {0-826-51357-3},
LOCALID = {Local-ID: C125675300671F7B-E8111F4ADE71892FC125695B0048387C-Davydov:1999:CubicSI},
PUBLISHER = {Vanderbilt University},
YEAR = {1999},
DATE = {2000},
BOOKTITLE = {Curve and Surface Fitting, Saint-Malo 1999},
EDITOR = {Cohen, Albert and Rabut, Christophe and Schumaker, Larry L.},
PAGES = {161--170},
SERIES = {Innovations in Applied Mathematics},
}

Endnote
%0 Conference Proceedings
%A Davydov, Oleg
%A N&#252;rnberger, G&#252;nther
%A Zeilfelder, Frank
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T Cubic Spline Interpolation on Nested Polygon Triangulations : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-3492-A
%F EDOC: 520144
%F OTHER: Local-ID: C125675300671F7B-E8111F4ADE71892FC125695B0048387C-Davydov:1999:CubicSI
%I Vanderbilt University
%D 2000
%B Untitled Event
%Z date of event: 1999-07-01 - 1999-07-08
%C Saint Malo
%B Curve and Surface Fitting, Saint-Malo 1999
%E Cohen, Albert; Rabut, Christophe; Schumaker, Larry L.
%P 161 - 170
%I Vanderbilt University
%@ 0-826-51357-3
%B Innovations in Applied Mathematics




	PuRe
	BibTeX

	


        1760
    
                Article
            
D4


        D. W. Fellner, J. Haber, S. Havemann, L. Kobbelt, H. P. A. Lensch, G. Müller, I. Peter, R. Schneider, H.-P. Seidel, and W. Straßer
    

        “Beiträge der Computergraphik zur Realisierung eines verallgemeinerten Dokumentbegriffs,” Information technology, vol. 42, no. 6, 2000.
    
moreBibTeX
@article{Fellner-et-al_IT2000,
TITLE = {{Beitr{\"a}ge der Computergraphik zur Realisierung eines verallgemeinerten Dokumentbegriffs}},
AUTHOR = {Fellner, Dieter W. and Haber, J{\"o}rg and Havemann, Sven and Kobbelt, Leif and Lensch, Hendrik P. A. and M{\"u}ller, Gordon and Peter, Ingmar and Schneider, Robert and Seidel, Hans-Peter and Stra{\ss}er, Wolfgang},
LANGUAGE = {deu},
ISSN = {1611-2776},
DOI = {10.1524/itit.2000.42.6.8},
LOCALID = {Local-ID: C125675300671F7B-47CA36E4E103DC17C12569D600362985-Fellner:2000:BeitraegeCG},
PUBLISHER = {Oldenbourg Wissenschaftsverlag},
ADDRESS = {M{\"u}nchen},
YEAR = {2000},
DATE = {2000},
JOURNAL = {Information technology},
VOLUME = {42},
NUMBER = {6},
PAGES = {8--18},
}

Endnote
%0 Journal Article
%A Fellner, Dieter W.
%A Haber, J&#246;rg
%A Havemann, Sven
%A Kobbelt, Leif
%A Lensch, Hendrik P. A.
%A M&#252;ller, Gordon
%A Peter, Ingmar
%A Schneider, Robert
%A Seidel, Hans-Peter
%A Stra&#223;er, Wolfgang
%+ External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
External Organizations
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
External Organizations
%T Beitr&#228;ge der Computergraphik zur Realisierung eines verallgemeinerten Dokumentbegriffs : 
%G deu
%U http://hdl.handle.net/11858/00-001M-0000-000F-348B-B
%F EDOC: 520156
%F OTHER: Local-ID: C125675300671F7B-47CA36E4E103DC17C12569D600362985-Fellner:2000:BeitraegeCG
%R 10.1524/itit.2000.42.6.8
%D 2000
%* Review method: peer-reviewed
%J Information technology
%O it
%V 42
%N 6
%& 8
%P 8 - 18
%I Oldenbourg Wissenschaftsverlag
%C M&#252;nchen
%@ false




	DOI
	PuRe
	BibTeX

	


        1761
    
                Conference paper
            
D4


        S. Ghali, E. Fiume, and H.-P. Seidel
    

        “Shadow Computation: A Unified Perspective,” in Proceedings of the 21st Annual Conference of the European Association for Computer Graphics (Eurographics 2000), Interlaken, Switzerland, 2000.
    
moreAbstract
Methods for solving shadow problems by solving instances of visibility
problems have long been known and exploited.  There are, however,
other potent uses of such a reduction of shadow problems, several of
which we explore in this paper.  Specifically, we describe algorithms
that use a resolution--independent, or object--space, visibility
structure for the computation of object--space shadows under point,
linear, and area light sources.

The connection between object--space visibility and shadow computation
is well--known in computer graphics. We show how that fundamental
observation can be recast and generalized within an
object--space visibility structure. The edges in such a structure
contain exactly the information needed to determine shadow edges under
a point light source. Also, the locations along a linear or an area
light source at which visibility changes (termed critical points and
critical lines) provide the necessary information for computing shadow
edges resulting from linear and area light sources. Not only are
instances of all shadow problems thus reduced to visibility problems,
but instances of shadow problems under linear and area light sources
are also reduced to instances of shadow generation under point and
linear light sources, respectively.
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moreAbstract
Known shadow algorithms can be classified as either mapping techniques
or as geometric techniques. Both involve computing visibility from a
viewer located at the light source, but whereas algorithms in the
first category compute a texture to be mapped on the surfaces in the
scene, algorithms in the second category destruct the scene geometry
to build lit and unlit polygon lists. We describe in this paper an
algorithm that lies in the second category, but one that is
non--destructive. Namely, the algorithm we propose ensures that all
connectivity in the scene remains intact and thus that adjacency
information, which is important in a solid modeling environment,
remains intact.
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moreAbstract
A digital photo studio was built to generate high quality real world
input data for various image-based rendering and vision algorithms.
Special attention was paid to carefully control the lighting
conditions in order to be able to acquire exact data about the
surface properties of objects using readily available digital camera
technology.

This paper discusses the specific demands and requirements that
arise from these goals for the equipment in the photo studio.
Furthermore, we describe the typical workflow for one of our current
projects, thereby illustrating the interoperation between the
different devices.


BibTeX
@inproceedings{Goesele-et-al_VMV2000,
TITLE = {Building a Photo Studio for Measurement Purposes},
AUTHOR = {Goesele, Michael and Lensch, Hendrik P. A. and Heidrich, Wolfgang and Seidel, Hans-Peter},
LANGUAGE = {eng},
ISBN = {1-58603-104-x},
LOCALID = {Local-ID: C125675300671F7B-C9BC8EF14D1656A5C12569DC003DC076-Goesele:2000:BPS},
PUBLISHER = {Akademische Verlagsgesellschaft Aka},
YEAR = {2000},
DATE = {2000},
ABSTRACT = {A digital photo studio was built to generate high quality real world<br>input data for various image-based rendering and vision algorithms.<br>Special attention was paid to carefully control the lighting<br>conditions in order to be able to acquire exact data about the<br>surface properties of objects using readily available digital camera<br>technology.<br><br>This paper discusses the specific demands and requirements that<br>arise from these goals for the equipment in the photo studio.<br>Furthermore, we describe the typical workflow for one of our current<br>projects, thereby illustrating the interoperation between the<br>different devices.},
BOOKTITLE = {Proceedings of Vision, Modeling, and Visualization 2000 (VMV 2000)},
EDITOR = {Girod, Bernd and Greiner, G{\"u}nther and Niemann, Heinrich and Seidel, Hans-Peter},
PAGES = {231--238},
ADDRESS = {Saarbr{\"u}cken, Germany},
}

Endnote
%0 Conference Proceedings
%A Goesele, Michael
%A Lensch, Hendrik P. A.
%A Heidrich, Wolfgang
%A Seidel, Hans-Peter
%+ Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
Computer Graphics, MPI for Informatics, Max Planck Society
%T Building a Photo Studio for Measurement Purposes : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-348E-5
%F EDOC: 520158
%F OTHER: Local-ID: C125675300671F7B-C9BC8EF14D1656A5C12569DC003DC076-Goesele:2000:BPS
%F OTHER: https://conferences.mpi-inf.mpg.de/vmv00/index.html
%D 2000
%B 5th International Fall Workshop on Vision, Modeling, and Visualization
%Z date of event: 2000-11-22 - 2000-11-24
%C Saarbr&#252;cken, Germany
%X A digital photo studio was built to generate high quality real world<br>input data for various image-based rendering and vision algorithms.<br>Special attention was paid to carefully control the lighting<br>conditions in order to be able to acquire exact data about the<br>surface properties of objects using readily available digital camera<br>technology.<br><br>This paper discusses the specific demands and requirements that<br>arise from these goals for the equipment in the photo studio.<br>Furthermore, we describe the typical workflow for one of our current<br>projects, thereby illustrating the interoperation between the<br>different devices.
%B Proceedings of Vision, Modeling, and Visualization 2000
%E Girod, Bernd; Greiner, G&#252;nther; Niemann, Heinrich; Seidel, Hans-Peter
%P 231 - 238
%I Akademische Verlagsgesellschaft Aka
%@ 1-58603-104-x




	PuRe
	BibTeX

	


        1765
    
                Conference paper
            
D4


        J. Haber, M. Stamminger, and H.-P. Seidel
    

        “Enhanced Automatic Creation of Multi-Purpose Object Hierarchies,” in Proceedings of the 8th Pacific Conference on Computer Graphics and Applications (PG 2000), Hong Kong, China, 2000.
    
moreAbstract
Using well-adapted object hierarchies can support the rendering
of large scenes in different ways. For instance, the quality of the lighting
simulation may be improved, or the computational cost for rendering may be
reduced. However, the meaning of ``well-adapted'' depends heavily on the
criterion due to which the hierarchy has been constructed. Different
applications typically have different demands like low average intersection
cost for a ray tracer or grouping objects with similar material properties
or surface orientation for hierarchical radiosity.

In this paper we propose a new algorithm for the automatic creation of
object hierarchies. The hierarchies are constructed by sequentially
inserting all scene objects into the hierarchy created so far. By
basing the insertion decision on a cost function defined by the user, the
method can be guided to create hierarchies tailored to the desired
application.

The results can be improved significantly by running a global optimization
on the completed hierarchy. During this optimization step we perform a 
re-grouping
of the objects in the hierarchy. Any ill-formed groups that were created
during the initial algorithm are subject to being eliminated by our global
optimization.
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moreAbstract
Object hierarchies are useful for different rendering applications. In
hierarchical radiosity, for instance, the quality of lighting simulations
can be improved through well-adapted object hierarchies. Using a different
criterion for constructing the hierarchies may lead to significant 
speed-ups for typical ray tracing applications.

In this paper we introduce a new method for automatically creating
object hierarchies. Our algorithm inserts all scene objects sequentially
into the hierarchy created so far. The insertion decision is based on a
user-defined cost function. Thus the algorithm can be guided to create
customized object hierarchies appropriate to the desired application.

In addition, a global optimization may be used to improve the completed
hierarchy even further. During this optimization step ill-formed groups
are eliminated by breaking up or splitting. The results obtained with our
method demonstrate the benefit of customized hierarchies over traditional
ones.
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moreAbstract
In this paper we present a modification of the well-known LBG algorithm for
the generation of codebooks in vector quantization. Our algorithm, denoted as
the ILBG algorithm, reduces the codebook error of the LBG algorithm
drastically in typical applications. In our experiments we were able to
achieve up to 75\,\% reduction of the codebook error in only a few additional
iteration steps. In the context of lossy image compression this error
reduction leads to an increase of\/ 2--3~dB of the peak-signal-to-noise-ratio
(PSNR) in turn.
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moreAbstract
Methods for solving shadow problems by solving instances of visibility
problems have long been known and exploited.  There are, however,
other potent uses of such a reduction of shadow problems, several of
which we explore in this paper.  Specifically, we describe algorithms
that use a resolution--independent, or object--space, visibility
structure for the computation of object--space shadows under point,
linear, and area light sources.
 
The connection between object--space visibility and shadow computation
is well--known in computer graphics. We show how that fundamental
observation can be recast and generalized within an
object--space visibility structure. The edges in such a structure
contain exactly the information needed to determine shadow edges under
a point light source. Also, the locations along a linear or an area
light source at which visibility changes (termed critical points and
critical lines) provide the necessary information for computing shadow
edges resulting from linear and area light sources. Not only are
instances of all shadow problems thus reduced to visibility problems,
but instances of shadow problems under linear and area light sources
are also reduced to instances of shadow generation under point and
linear light sources, respectively.
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moreAbstract
Soft shadows and penumbra regions generated by extended light sources such as 
linear and
       area lights are visual effects that significantly con-tribute to the 
realism of a scene. In interactive
       applications, shadow computations are mostly performed by either the 
shadow volume or the shadow map
       algorithm. Variants of these methods for soft shadows exist, but they 
require a significant number of   
    samples on the light source, thereby dramatically increasing rendering 
times.\\In this paper we present
       a modification to the shadow map algorithm that allows us to render soft 
shadows for linear light
       sources of a high visual fidelity with a very small number of light 
source samples. This algorithm is
       well suited for both software and hardware rendering.
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moreAbstract
While traditional computer aided design (CAD) is mainly based on
piecewise polynomial surface representations, the recent advances in
the efficient handling of polygonal meshes have made available a set
of powerful techniques which enable sophisticated modeling operations
on freeform shapes.  In this tutorial we are going to give a detailed
introduction into the various techniques that have been proposed over
the last years. Those techniques address important issues such as
surface generation from discrete samples (e.g. laser scans) or from
control meshes (ab initio design); complexity control by adjusting the
level of detail of a given 3D-model to the current application or to
the available hardware resources; advanced mesh optimization
techniques that are based on the numerical simulation of physical
material (e.g. membranes or thin plates) and finally the generation
and modification of hierarchical representations which enable
sophisticated multiresolution modeling functionality.
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moreAbstract
While traditional computer aided design (CAD) is mainly based on
piecewise polynomial surface representations, the recent advances in
the efficient handling of polygonal meshes have made available a set
of powerful techniques which enable sophisticated modeling operations
on freeform shapes. In this tutorial we are going to give a detailed
introduction into the various techniques that have been proposed over
the last years. Those techniques address important issues such as
surface generation from discrete samples (e.g. laser scans) or from
control meshes (ab initio design); complexity control by adjusting the
level of detail of a given 3D-model to the current application or to
the available hardware resources; advanced mesh optimization
techniques that are based on the numerical simulation of physical
material (e.g. membranes or thin plates) and finally the generation
and modification of hierarchical representations which enable
sophisticated multiresolution modeling functionality.
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moreAbstract
In this paper a system is presented which automatically registers
  and stitches textures acquired from multiple photographic images
  onto the surface of a given corresponding 3D model. Within this
  process the camera position, direction and field of view must be 
 determined for each of the images. For this registration, which
  aligns a 2D image to a 3D model we present an efficient
  hardware-accelerated silhouette-based algorithm working on different
  image resolutions that accurately registers each image without any
  user interaction. Besides the silhouettes, also the given texture
  information can be used to improve accuracy by comparing one
  stitched texture to already registered images resulting in a global
  multi-view optimization.  After the 3D-2D registration for each part
  of the 3D model's surface the view is determined which provides the
  best available texture. Textures are blended at the borders of
  regions assigned to different views.
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moreAbstract
The paper consists of two main parts:
presentation of an efficient global illumination algorithm and
description of its extensive experimental validation.
In the first part,
a hybrid of cluster-based hierarchical
and progressive radiosity techniques is proposed,
which does not require storing links between interacting
surfaces and clusters.
The clustering does not rely on input  geometry,
but is performed on the basis of local position in the scene for
a pre-meshed  scene model. The locality of the resulting clusters
improves the accuracy of form factor calculations, and  increases
the  number  of  possible high-level  energy  transfers  between
clusters  within an imposed error bound.  Limited refinement  of
the   hierarchy  of  light  interactions  is  supported   without
compromising the quality of shading when intermediate images  are
produced  immediately upon user request.
 
In the second part, a
multi-stage validation procedure is proposed and results obtained
using the presented algorithm are discussed.
At first, experimental  validation of the algorithm against
analytically-derived and measured
real-world data is performed to check how calculation speed is traded
for lighting simulation accuracy for various clustering
and meshing scenarios. Then the algorithm performance and
rendering quality is tested
by a direct comparison of the virtual and real-world images
of a complex environment.
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%X The paper consists of two main parts:
presentation of an efficient global illumination algorithm and
description of its extensive experimental validation.
In the first part,
a hybrid of cluster-based hierarchical
and progressive radiosity techniques is proposed,
which does not require storing links between interacting
surfaces and clusters.
The clustering does not rely on input  geometry,
but is performed on the basis of local position in the scene for
a pre-meshed  scene model. The locality of the resulting clusters
improves the accuracy of form factor calculations, and  increases
the  number  of  possible high-level  energy  transfers  between
clusters  within an imposed error bound.  Limited refinement  of
the   hierarchy  of  light  interactions  is  supported   without
compromising the quality of shading when intermediate images  are
produced  immediately upon user request.

In the second part, a
multi-stage validation procedure is proposed and results obtained
using the presented algorithm are discussed.
At first, experimental  validation of the algorithm against
analytically-derived and measured
real-world data is performed to check how calculation speed is traded
for lighting simulation accuracy for various clustering
and meshing scenarios. Then the algorithm performance and
rendering quality is tested
by a direct comparison of the virtual and real-world images
of a complex environment.
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moreAbstract
In this paper, we consider accelerated rendering
  of high quality walkthrough animation sequences along
  predefined paths.
  To improve rendering performance we
  use a combination of: a hybrid ray tracing and Image-Based
  Rendering (IBR) technique, and
  a novel perception-based antialiasing
  technique. In our rendering solution we derive
  as many pixels as possible using inexpensive IBR
  techniques without affecting the animation quality.
  A perception-based spatiotemporal
  Animation Quality Metric (AQM) is used to automatically
  guide such a hybrid rendering. The Image Flow (IF)
  obtained as a by-product of the IBR computation
  is an integral part of the AQM. The final animation
  quality is enhanced by an efficient
  spatiotemporal antialiasing, which utilizes
  the IF to perform a motion-compensated filtering.
  The filter parameters have been tuned using
  the AQM predictions of animation quality as perceived
  by the human observer. These parameters adapt locally to the visual
  pattern velocity.
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%X In this paper, we consider accelerated rendering
  of high quality walkthrough animation sequences along
  predefined paths.
  To improve rendering performance we
  use a combination of: a hybrid ray tracing and Image-Based
  Rendering (IBR) technique, and
  a novel perception-based antialiasing
  technique. In our rendering solution we derive
  as many pixels as possible using inexpensive IBR
  techniques without affecting the animation quality.
  A perception-based spatiotemporal
  Animation Quality Metric (AQM) is used to automatically
  guide such a hybrid rendering. The Image Flow (IF)
  obtained as a by-product of the IBR computation
  is an integral part of the AQM. The final animation
  quality is enhanced by an efficient
  spatiotemporal antialiasing, which utilizes
  the IF to perform a motion-compensated filtering.
  The filter parameters have been tuned using
  the AQM predictions of animation quality as perceived
  by the human observer. These parameters adapt locally to the visual
  pattern velocity.
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moreAbstract
We present an interactive system for computer aided generation of
  line art drawings to illustrate 3D models that are given as
  triangulated surfaces. In a preprocessing step an enhanced 2D view
  of the scene is computed by sampling for every pixel the shading,
  the normal vectors and the principal directions obtained from
  discrete curvature analysis. Then streamlines are traced in the
  2D direction fields and are used to define line strokes. In order to
  reduce noise artifacts the user may interactively select sparse
  reference lines and the system will automatically fill in
  additional strokes. By exploiting the special structure of the
  streamlines an intuitive and simple tone mapping algorithm can be
  derived to generate the final rendering.
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moreAbstract
Triangle meshes are a popular representation of surfaces in computer
  graphics. Our aim is to detect feature on such surfaces.  Feature
  regions distinguish themselves by high curvature. We are using
  discrete curvature analysis on triangle meshes to obtain curvature
  values in every vertex of a mesh. These values are then thresholded
  resulting in a so called binary feature vector. By adapting
  morphological operators to triangle meshes, noise and artifacts can
  be removed from the feature. We introduce an operator that
  determines the skeleton of the feature region. This skeleton can
  then be converted into a graph representing the desired feature.
  Therefore a description of the surface's geometrical characteristics
  is constructed.
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moreAbstract
In recent years, several techniques have been proposed
       for automatically producing line-art illustrations. In this
       paper a new non photo-realistic rendering scheme for
       triangulated surfaces is presented. In contrast to prior
       approaches with parametric surfaces, there is no global
       parameterization for triangle meshes. So a new approach is made
       to automatically generate a direction field for the strokes.
       Discrete curvature analysis on such meshes allows to estimate
       differential parameters. Lines of curvature are then
       constructed to be used as strokes. Using triangulated surfaces
       allows to render aesthetically pleasing line drawings from a
       huge class of models. Besides, experiments show that even real
       time visualization is possible.
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moreAbstract
When a rendering algorithm has created a pixel array of radiance
  values the task of producing an image is not yet completed. In fact,
  to visualize the result the radiance values still have to be mapped
  to luminances, which can be reproduced by the used display. This
  step is performed with the help of tone reproduction operators.
  These tools have mainly been applied to still images, but of course
  they are just as necessary for walkthrough applications, in which
  several images are created per second. In this paper we illuminate
  the physiological aspects of tone reproduction for interactive
  applications. It is shown how tone reproduction can also be
  introduced into interactive viewers, where the tone reproduction
  continuously adjusts to the current view of the user. The overall
  performance is decreased only moderately, still allowing
  walkthroughs of large scenes.
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moreAbstract
We introduce an algorithm for high-quality, interactive light field
  rendering from only a small number of input images.

  The algorithm bridges the gap between image warping and
  interpolation from image databases, which represent the two major
  approaches in image based rendering.  By warping and blending only
  necessary parts of the Lumigraph images, we are able to generate a
  single view-corrected texture for every output frame at interactive
  rates.

  In contrast to previous light field rendering approaches, our
  warping-based algorithm is able to fully exploit per-pixel depth
  information in order to depth-correct the light field samples with
  maximum accuracy.

  The complexity of the proposed algorithm is independent of the
  number of stored reference images and of the final screen
  resolution. It performs with only small overhead and very few
  visible artifacts. We demonstrate the visual fidelity as well as the
  performance of our method through various examples.
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moreAbstract
tmk is a tool that embeds the functionality of make in the scripting language
Tcl in a very simple and convenient way. Furthermore, tmk allows
higher levels of abstraction via modules and a flexible configuration framework.
In addition to using tmk simply as a replacement for make, the users
can create projects with global methods, objects, and options, and extend or
modify the globally defined tasks using per-directory control files similar to
the traditional Makefile concept.
 
We give a brief overview of tmk's core concepts, such as target and dependency
definition, exception handling, and parameterization of targets and
modules. Furthermore, we show some examples of how to use tmk's configuration
system for multi-platform software development and projects shared
by multiple sites.
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moreAbstract
Lighting simulations obtained using hierarchical radiosity with clustering can 
be very slow when the computation of fine and
artifact-free shadows is needed. To avoid the high cost of mesh refinement 
associated with fast variations of visibility across
receivers, we propose a new hierarchical algorithm in which partial visibility 
maps can be computed on the fly, using a
convolution technique, for emitter-receiver configurations where complex 
shadows are produced. Other configurations still
rely on mesh subdivision to reach the desired accuracy in modeling the energy 
transfer. In our system, radiosity is therefore
represented as a combination of textures and piecewise constant or linear 
contributions over mesh elements at multiple
hierarchical levels. We give a detailed description of the gather, push/pull 
and display stages of the hierarchical radiosity
algorithm, adapted to seamlessly integrate both representations. A new 
refinement algorithm is proposed, that chooses the most
appropriate technique to compute the energy transfer and resulting radiosity 
distribution for each receiver/emitter
configuration. Comprehensive error control is achieved by subdividing either 
the source or receiver in a traditional manner, or
by using a blocker subdivision scheme that improves the quality of shadow masks 
without increasing the complexity of the
mesh. Results show that high-quality images are obtained in a matter of seconds 
for scenes with tens of thousands of polygons.
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hierarchical levels. We give a detailed description of the gather, push/pull 
and display stages of the hierarchical radiosity
algorithm, adapted to seamlessly integrate both representations. A new 
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moreAbstract
The ability to perform interactive walkthroughs of global
  illumination solutions including glossy effects is a challenging
  open problem. In this paper we overcome certain limitations of
  previous approaches.  We first introduce a novel, memory- and
  compute-efficient representation of incoming illumination, in the
  context of a hierarchical radiance clustering algorithm.  We then
  represent outgoing radiance with an adaptive hierarchical basis, in
  a manner suitable for interactive display.  Using appropriate
  refinement and display strategies, we achieve walkthroughs of glossy
  solutions at interactive rates for non-trivial scenes.  In addition,
  our implementation has been developed to be portable and easily
  adaptable as an extension to existing, diffuse-only, hierarchical
  radiosity systems. We present results of the implementation of
  glossy global illumination in two independent global illumination
  systems.
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  represent outgoing radiance with an adaptive hierarchical basis, in
  a manner suitable for interactive display.  Using appropriate
  refinement and display strategies, we achieve walkthroughs of glossy
  solutions at interactive rates for non-trivial scenes.  In addition,
  our implementation has been developed to be portable and easily
  adaptable as an extension to existing, diffuse-only, hierarchical
  radiosity systems. We present results of the implementation of
  glossy global illumination in two independent global illumination
  systems.
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moreAbstract
We present a new hybrid rendering method for interactive
walkthroughs in photometrically complex environments.  The display
process starts from some approximation of the scene rendered at high
frame rates using graphics hardware.  Additional computation power
is used to correct this rendering towards a high quality ray tracing
solution during the walkthrough.  This is achieved by applying
corrective textures to scene objects or entire object groups. These
corrective textures contain a sampled representation of the
differences between the hardware generated and the high quality
solution. By reusing the textures, frame-to-frame coherence is
exploited and explicit reprojections of point samples are avoided.
Finally, we describe our implementation, which can display
interactive walkthroughs of fairly complex scenes including high
quality global illumination features.
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moreAbstract
Hierarchical approaches are the best means to compute global
  illumination solutions with finite elements for scenes of high
  complexity. Most of these methods are based on Hierarchical
  Radiosity and on its idea of a local refiner, which decides about
  the level of interaction looking at a single pair of sender and
  receiver at a moment. Such local refiners are easy to implement, but
  the neglect of global properties of the entire solution often
  focuses the computation on details, which are not visible anymore
  in the final solution.

  In this paper we propose an extension for \mbox{Hierarchical}
  Radiosity which introduces the concept of global refinement. This
  method can be used to better focus the computations on only those
  details, which are of interest for the global solution.
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moreAbstract
Rendering of high quality animation sequences is very computation
intensive task.  Traditional antialiased rendering image takes
a few hours per frame and the sequence linearly takes a number of
hours.  Opposed to traditional rendering methods, Image-Based
Rendering (IBR) derives an arbitrary view from other views.
In this work, we propose fast rendering of antialiased animated
sequences incorporating traditional ray tracing and IBR techniques.
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        “Using the Visual Differences Predictor to Improve Performance of Progressive Global Illumination Computations,” ACM Transactions on Graphics, vol. 19, no. 2, 2000.
    
moreAbstract
A novel view-independent technique for
progressive global illumination computations
has been developed that uses prediction of visible differences
to improve both efficiency and effectiveness
of physically-sound lighting solutions.
The technique is a mixture of
stochastic (density estimation) and
deterministic (adaptive mesh refinement) algorithms
that are used in a sequence optimized to reduce the
differences between the intermediate and final images as perceived
by the human observer in the course of lighting computations.
The quantitative measurements of visibility were obtained
using the model of human vision captured in the Visible Differences
Predictor (VDP) developed by Daly \cite{Daly93}.
The VDP responses were used to support selection of the best
component algorithms from a pool of global illumination solutions,
and to enhance the selected algorithms for even better progressive
refinement of the image quality. Also, the VDP was used
to determine the optimal sequential order of component-algorithm
execution, and to choose the points at which switch-over between
algorithms should take place.
As the VDP is computationally expensive, it was applied
exclusively at the stage of design and tuning of the composite
technique, and so perceptual considerations are
embedded into the resulting solution,
though no VDP calculations are performed
during the lighting simulation.
 
The proposed global illumination technique is also novel,
providing at unprecedented speeds intermediate image solutions
of high quality even for complex scenes.
One advantage of the technique
is that local estimates of global illumination are
readily available at early stages of computations.
This makes possible the development of more robust
adaptive mesh subdivision, which is guided by local
contrast information. Also, based on
stochastically-derived estimates of the local illumination
error, an efficient object space filtering is applied to
substantially reduce the visible noise inherent in
stochastic solutions.
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progressive global illumination computations
has been developed that uses prediction of visible differences
to improve both efficiency and effectiveness
of physically-sound lighting solutions.
The technique is a mixture of
stochastic (density estimation) and
deterministic (adaptive mesh refinement) algorithms
that are used in a sequence optimized to reduce the
differences between the intermediate and final images as perceived
by the human observer in the course of lighting computations.
The quantitative measurements of visibility were obtained
using the model of human vision captured in the Visible Differences
Predictor (VDP) developed by Daly \cite{Daly93}.
The VDP responses were used to support selection of the best
component algorithms from a pool of global illumination solutions,
and to enhance the selected algorithms for even better progressive
refinement of the image quality. Also, the VDP was used
to determine the optimal sequential order of component-algorithm
execution, and to choose the points at which switch-over between
algorithms should take place.
As the VDP is computationally expensive, it was applied
exclusively at the stage of design and tuning of the composite
technique, and so perceptual considerations are
embedded into the resulting solution,
though no VDP calculations are performed
during the lighting simulation.

The proposed global illumination technique is also novel,
providing at unprecedented speeds intermediate image solutions
of high quality even for complex scenes.
One advantage of the technique
is that local estimates of global illumination are
readily available at early stages of computations.
This makes possible the development of more robust
adaptive mesh subdivision, which is guided by local
contrast information. Also, based on
stochastically-derived estimates of the local illumination
error, an efficient object space filtering is applied to
substantially reduce the visible noise inherent in
stochastic solutions.
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moreAbstract
This paper proposes an incremental mesh reduction scheme that
  provides fine grained control over the approximation error while
  being linear in time in the number of vertices. We use the
  well--known half--edge collapse as our atomic decimation operation
  but we differ from previously reported methods in that we use a
  sequence of oriented bounding-boxes to track the decimation error
  instead of retaining the complete vertex information of the original
  model.  This reduces storage costs and computation time while still
  providing a reliable upper bound for the deviation from the original
  data. We also propose different error accumulation strategies which
  makes the algorithm adaptable to different application scenarios.
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moreAbstract
In the area of parallel processing, performance has been the primary
goal, and parallel software writers historically paid less attention to
software portability.  However, as software is becoming more complex,
cost for developing and maintaining parallel applications is rapidly
increasing.  Reusable and portable software is certainly needed even in
the parallel processing area.  Java appeared on the scene, advertising
portability as its largest advantage.  Java Grande Forum was established
to achieve two goals; portability and high-performance.
 
Current Forum discussions seem to concentrate on optimization of Java
programs, elements of numerical libraries, message passing interface for
Java, etc.  Few implementations of practical applications are presented
so far.  To find out obstacles in writing Grand Challenge applications
in Java, empirical studies of large and practical applications are
strongly desired.
 
As an example of practical distributed parallel applications, we have
implemented a parallel multi-pass rendering system, which is a
combination of radiosity and ray-tracing methods, in both Java and C++.
These implementations, about 56,000 lines in total, are publicly
available at
\texttt{http://www.archi.is.tohoku.ac.jp/research/cg/}. These two
programs are based on the identical algorithm and are directly
comparable in terms of performance and efficiency.  Experimental results
on Sun Enterprise with JDK 1.2.1 and gcc 2.7.2 show that compared to the
C++ version, the performance of the Java version is about three to five
times slower with requiring approximately four to seven times more
memory space. We further discuss some problems encountered in developing
practical parallel distributed applications in Java.
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moreAbstract
The creation of object models for computer graphics applications, such as 
interior design or the generation of animations is a labour-intensive process. 
Today's computer aided design (CAD) programs address the problem of creating 
geometric object models quite well. But almost all users find common tasks, 
such as quickly furnishing a room, hard to accomplish. One of the basic reasons 
is that manipulation of objects often does not yield the expected results.
 
This paper presents a new system that exploits knowledge about natural behavior 
of
objects to provide simple and intuitive interaction techniques for object 
manipulation.
Semantic constraints are introduced, which encapsulate such `common knowledge' 
about objects. Furthermore, we present a new way to automatically infer a scene 
hierarchy by dynamically grouping objects according to their constraint 
relationships.


BibTeX
@inproceedings{Goesele1999,
TITLE = {Semantic Constraints for Scene Manipulation},
AUTHOR = {Goesele, Michael and Stuerzlinger, Wolfgang},
LANGUAGE = {eng},
ISBN = {80-223-1357-2},
LOCALID = {Local-ID: C125675300671F7B-9299FF6400A6C15DC125689B0036EFA1-Goesele1999},
PUBLISHER = {Comenius University},
YEAR = {1999},
DATE = {1999},
ABSTRACT = {The creation of object models for computer graphics applications, such as interior design or the generation of animations is a labour-intensive process. Today's computer aided design (CAD) programs address the problem of creating geometric object models quite well. But almost all users find common tasks, such as quickly furnishing a room, hard to accomplish. One of the basic reasons is that manipulation of objects often does not yield the expected results. This paper presents a new system that exploits knowledge about natural behavior of objects to provide simple and intuitive interaction techniques for object manipulation. Semantic constraints are introduced, which encapsulate such `common knowledge' about objects. Furthermore, we present a new way to automatically infer a scene hierarchy by dynamically grouping objects according to their constraint relationships.},
BOOKTITLE = {Proceedings of the 15th Spring Conference on Computer Graphics (SCCG-99)},
EDITOR = {Z{\'a}ra, Jir{\'i}},
PAGES = {140--146},
}

Endnote
%0 Conference Proceedings
%A Goesele, Michael
%A Stuerzlinger, Wolfgang
%+ Computer Graphics, MPI for Informatics, Max Planck Society
%T Semantic Constraints for Scene Manipulation : 
%G eng
%U http://hdl.handle.net/11858/00-001M-0000-000F-36E0-C
%F EDOC: 520134
%F OTHER: Local-ID: C125675300671F7B-9299FF6400A6C15DC125689B0036EFA1-Goesele1999
%I Comenius University
%D 1999
%B Untitled Event
%Z date of event:  - 
%C Budmerice, Slovakia
%X The creation of object models for computer graphics applications, such as 
interior design or the generation of animations is a labour-intensive process. 
Today's computer aided design (CAD) programs address the problem of creating 
geometric object models quite well. But almost all users find common tasks, 
such as quickly furnishing a room, hard to accomplish. One of the basic reasons 
is that manipulation of objects often does not yield the expected results.

This paper presents a new system that exploits knowledge about natural behavior 
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moreAbstract
In this research report we present a framework for evaluating and comparing the
quality of various lossy image compression techniques based on a
multiresolution decomposition of the image data. In contrast to many other
publications, much attention is paid to the interdependencies of the individual
steps of such compression techniques. In our result section we are able to
show that it is quite worthwile to fine-tune the parameters of every step to
obtain an optimal interplay among them, which in turn leads to a higher
reconstruction quality.
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moreAbstract
With fast 3D graphics becoming more and more available even on low
  end platforms, the focus in hardware-accelerated rendering is
  beginning to shift towards higher quality rendering and additional
  functionality instead of simply higher performance implementations
  based on the traditional graphics pipeline.

  In this paper we present techniques for realistic shading and
  lighting using computer graphics hardware. In particular, we discuss
  multipass methods for high quality local illumination using
  physically-based reflection models, as well as techniques for the
  interactive visualization of non-diffuse global illumination
  solutions.  These results are then combined with normal mapping for
  increasing the visual complexity of rendered images.

  Although the techniques presented in this paper work at interactive
  frame rates on contemporary graphics hardware, we also discuss some
  modifications of the rendering pipeline that help to further improve
  both performance and quality of the proposed methods.
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moreAbstract
Light  elds and Lumigraphs have recently received a lot of attention in the 
computer graphics
community, since they allow to render scenes from a database of images very e 
ciently. While
warping based approaches are still too slow to achieve truly interactive frame 
rates, Lumigraph
rendering can easily achieve tens of frames per second in full screen on a 
contemporary graphics
workstation. On the down side, high resolution Lumigraphs require large amounts 
of storage and
are expensive to acquire, while low resolutions yield low quality images with 
lots of blurring.
In this paper, we propose to re ne an initial sparse Lumigraph through the use 
of a specialized
warping algorithm. This algorithm increases the resolution of the Lumigraph by 
inserting new
views, which can then be used to generate higher quality images through normal 
quadri-linear
interpolation. This way, storage requirements and acquisition costs remain low, 
but image quality
is increased drastically.
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moreAbstract
Reflections and refractions are important visual effects that have
  long been considered too costly for interactive applications.
  Although most contemporary graphics hardware supports reflections
  off curved surfaces in the form of environment maps, refractions in
  thick, solid objects cannot be handled with this approach, and even
  for reflections the simplifying assumptions of environment maps
  sometimes produce visible artifacts.

  Only recently have researchers developed techniques for the
  interactive rendering of true reflections and refractions in curved
  objects. This paper introduces a new, light field based approach to
  achieving this goal. The method is based on a strict decoupling of
  geometry and illumination, and hardware support for all stages of
  the technique is possible through existing extensions of the OpenGL
  rendering pipeline. In addition we also discuss storage issues and
  introduce methods for handling vector-quantized data with graphics
  hardware.
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moreAbstract
Triangle meshes are a facile and effective representation for
many kinds of surfaces. In order to rate the quality of a surface, the
calculation of geometric curvatures as there are defined for smooth
surfaces is useful and necessary for a variety of applications. We
investigate an approach to locally approximate the first and second
fundamental forms at every (inner) vertex of a triangle mesh. We use
locally isometric divided difference operators, where we compare two
variants of parameterizations (tangent plane and exponential map) by
testing on elementary analytic surfaces.
 
We further describe a technique for visualizing the resulting curvature
data. A simple median filter is used to effectively filter noise from
the input data. According to application dependent requirements a global or a 
per-vertex local
color coding can be provided. The user may interactively modify the color
transfer function, enabling him or her to visually evaluate the quality of 
triangulated surfaces.
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moreAbstract
Light fields and Lumigraphs are capable of rendering scenes of arbitrary 
geometrical or illumination complexity
in real time. They are thus interesting ways of interacting with both recorded 
real-world and high-quality synthetic
scenes.

Unfortunately, both light fields and Lumigraph rely on a dense sampling of the 
illumination to provide a good
rendering quality. This induces high costs both in terms of storage 
requirements and computational resources
for the image acquisition. Techniques for acquiring adaptive light field and 
Lumigraph representations are thus
mandatory for practical applications.

In this paper we present a method for the adaptive acquisition of images for 
Lumigraphs from synthetic scenes.
Using image warping to predict the potential improvement in image quality when 
adding a certain view, we decide
which new views of the scene should be rendered and added to the light field. 
This a-priori error estimator accounts
for both visibility problems and illumination effects such as specular 
highlights.
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moreAbstract
The flexibility coming along with the simplicity of their base
  primitive and the support by todays graphics hardware, have made
  triangular meshes more and more popular for representing complex 3D
  objects. Due to the complexity of realistic datasets, a considerable
  amount of work has been spent during the last years to provide means
  for the modification of a given mesh by intuitive metaphors,
  i.e.~large scale edits under preservation of the detail features. In
  this paper we demonstrate how a hierarchical structure of a mesh can
  be derived for arbitrary meshes to enable intuitive modifications
  without restrictions on the underlying connectivity, known from
  existing subdivision approaches. We combine mesh reduction
  algorithms and constrained energy minimization to decompose the
  given mesh into several frequency bands. Therefore, a new
  stabilizing technique to encode the geometric difference between the
  levels will be presented.
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moreAbstract
In this paper we give a complete characterization of the
strongly unique best uniform approximation from periodic
spline spaces. We distinguish between even-dimensional and
odd-dimensional periodic spline spaces. These spaces are
weak Chebyshev if and only if their dimension is odd. We show
that the stongly unique best approximation from periodic spline
spaces of odd dimension  can be characterized alone by alternation
properties of the error. This is not the case for even dimension.
In this case an additional interpolation condition arises in our
characterization.
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moreAbstract
We review recently developed methods of constructing
Lagrange and Hermite interpolation sets for bivariate spline
on triangulations of general type. Approximation order
and numerical performance of our methods are also discussed.
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