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Abstract

Traditionally, database management systems use tree-structured query evaluation plans. They are easy to implement but not expressive enough for some optimizations like eliminating common algebraic subexpressions or magic sets. These require directed acyclic graphs (DAGs), i.e. shared subplans.

Existing approaches consider DAGs merely for special cases and not in full generality. We introduce a novel framework to reason about sharing of subplans and, thus, DAG-structured query evaluation plans. Then, we present the first plan generator capable of generating optimal DAG-structured query evaluation plans. The experimental results show that with no or only a modest increase of plan generation time, a major reduction of query execution time can be achieved for common queries.
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1 Introduction

Standard query evaluation relies on tree-structured algebraic expressions which are generated by the plan generator and then evaluated by the query execution engine [22]. Conceptually, the algebra consists of operators working on sets, bags, or sequences. On the implementation side, they take one or more tuple (object) streams as input and produce a single output stream. The tree structure thereby guarantees that every operator – except for the root – has exactly one consumer of its output. This flexible concept allows a nearly arbitrary combination of operators and highly efficient implementations.

However, this model has several limitations. Consider, for example, the following SQL view and query:

```sql
create view cvalue(ckey,total) as
    select ckey, sum(price)
    from customer, order
    where ckey=ocustomer
    group by ckey

select ckey
from cvalue
where total > (select avg(total)
    from cvalue)
```

When executing the query, the view `cvalue` is accessed twice; once to calculate the average revenue and once to produce the final result. Without precautions, this directly results in evaluating it twice because in a tree-structured plan, results of a single operator cannot be consumed by multiple other operators. A typical tree-structured query execution plan for the query is given on the left-hand side of Fig. 1.1. The resulting duplicate work can be avoided by reusing the result of the view. This yields a DAG-structured execution plan (right-hand side of Fig. 1.1).
This kind of optimization is often used for view execution in commercial database systems [11]. However, current implementations have three severe limitations. First, at query compilation time, the results to be shared are determined before the actual plan generation takes place. Thus, there is a high likelihood of producing suboptimal plans. For example, it is hard to choose between sharing the view and pushing predicates into the view. Second, at query execution time, the sharing of results is implemented by materializing them, e.g. using a temp operator. This is obviously an expensive endeavor. Third, primarily views and only some other well-defined cases are shared. Personal communication [8, 20] suggests that commercial database system can share more than just views (we discuss some examples in Section 2.3), but this is not described well in the literature. Therefore, we assume that although they use DAGs in some cases, DAG generation is not fully integrated into query optimization; the principal approach outlined in [11] is still used.

A further motivation for considering DAG-structured plans are optimization techniques such as magic sets [24] and bypassing [4], which directly lead to DAGs. Our contributions are as follows. We first show that common algebraic equivalences are no longer valid when plans are DAG-structured. This motivates our first contribution: a novel framework for reasoning about sharing. More specifically, we introduce the notion of share equivalence, which is orthogonal to the well-known notion of equivalence, where two plans are equivalent if and only if they produce the same result under all circumstances. Building upon this framework, we then propose the first plan generator that (1) allows sharing whenever possible (i.e. with no restriction to special situations like views) and (2) guarantees to generate the overall optimal plan. Neither of the two goals is reached by any current plan generator (see related work for a discussion).

The rest of the paper is organized as follows. Section 2 briefly describes the setting of this work and compares it with other settings discussed in the literature. Section 3 describes the theoretical foundation for reasoning
about DAGs. The general idea of how this can be used for rule-based plan generation is shown in Section 5. It gives a bird’s-eye view of our rule-based plan generation algorithm. Its details are discussed in Section 6. The execution of DAG structured query plans is discussed in Section 8. Experimental results demonstrate the benefits of our approach and quantify the overhead of our plan generator compared to a conventional one (Section 9). Finally, Section 9.4 discusses related work, and Section 9.5 summarizes our work and gives a brief outlook.
2 Problem Definition

Before going into detail, we provide a brief formal overview of the optimization problem we are going to solve in this paper. This section is intended as an illustration to understand the problem and the algorithm. Therefore, we ignore some details like the problem of operator selection here (i.e. the set of operators does not change during query optimization).

We first consider the classical tree optimization problem and then extend it to DAG optimization. Then, we distinguish this from similar DAG-related problems in the literature. Finally, we discuss further DAG-related problems that are not covered in this paper.

2.1 Optimizing Trees

It is the query optimizer’s task to find the cheapest query execution plan that is equivalent to the given query. Usually this is done by algebraic optimization, which means the query optimizer tries to find the cheapest algebraic expression (e.g. in relational algebra) that is equivalent to the original query. For simplicity we ignore the distinction between physical and logical algebra in this section. Further, we assume that the query is already given as an algebraic expression. As a consequence, we can safely assume that the query optimizer transforms one algebraic expression into another.

Nearly all optimizers use a tree algebra, i.e. the algebraic expression can be written as a tree of operators. The operators themselves form the nodes of the tree, the edges represent the dataflow between the operators. In order to make the distinction between trees and DAGs apparent, we give their definitions. A tree is a directed, cycle-free graph $G = (V, E), |E| = |V| - 1$ with a distinguished root node $v_0 \in V$ such that all $v \in V \setminus \{v_0\}$ are reachable from $v_0$.

Now, given a query as a tree $G = (V, E)$ and a cost function $c$, the query optimizer tries to find a new tree $G' = (V, E')$ such that $G \equiv G'$ (concerning
the produced output) and \( c(G') \) is minimal (to distinguish the tree case from the DAG case we will call this equivalence \( \equiv_T \)). This can be done in different ways, either transformatively by transforming \( E \) into \( E' \) using known equivalences [14, 16, 15], or constructively by building \( EG' \) incrementally [21, 33]. The optimal solution is usually found by using dynamic programming or memoization. If the search space is too large then heuristics are used to find good solutions.

An interesting special case is the join ordering problem where \( V \) consists only of joins and relations. Here, the following statement holds: any tree \( G' \) that satisfies the syntax constraints (binary tree, relations are leafs) is equivalent to \( G \). This makes constructive optimization quite simple. However, this statement does no longer hold for DAGs (see Sec. 3).

### 2.2 Optimizing DAGs

DAGs are directed acyclic graphs, similar to trees with overlapping (shared) subtrees. Again, the operators form the nodes, and the edges represent the dataflow. In contrast to trees, multiple operators can depend on the same input operator. We are only interested in DAGs that can be used as execution plans, which leads to the following definition. A DAG is a directed, cycle-free graph \( G = (V, E) \) with a denoted root node \( v_0 \in V \) such that all \( v \in V \setminus \{v_0\} \) are reachable from \( v_0 \). Note that this is the definition of trees without the condition \( |E| = |V| - 1 \). Hence, all trees are DAGs.

As stated above, nearly all optimizers use a tree algebra, with expressions that are equivalent to an operator tree. DAGs are no longer equivalent to such expressions. Therefore, the semantics of a DAG has to be defined. To make full use of DAGs, a DAG algebra would be required (and some techniques require such a semantics, e.g. [36]). However, the normal tree algebra can be lifted to DAGs quite easily: a DAG can be transformed into an equivalent tree by copying all vertices with multiple parents once for each parent. Of course this transformation is not really executed: it only defines the semantics. This trick allows us to lift tree operators to DAG operators, but it does not allow the lifting of tree-based equivalences (see Sec. 3).

We define the problem of optimizing DAGs as follows. Given the query as a DAG \( G = (V, E) \) and a cost function \( c \), the query optimizer has to find any DAG \( G' = (V' \subseteq V, E') \) such that \( G \equiv G' \) and \( c(G') \) is minimal. Thereby, we defined two DAG-structured expressions to be equivalent (\( \equiv_D \)) if and only if they produce the same output. Note that there are two differences between tree optimization and DAG optimization: First, the result is a DAG (obviously), and second, the result DAG possibly contains fewer operators
than the input DAG.

Both differences are important and both are a significant step from trees! The significance of the latter is obvious as it means that the optimizer can choose to eliminate operators by reusing other operators. This requires a kind of reasoning that current query optimizers are not prepared for. Note that this decision is made during optimization time and not beforehand, as several possibilities for operator reuse might exist. Thus, a cost-based decision is required. But also the DAG construction itself is more than just reusing operators: a real DAG algebra (e.g. [36]) is vastly more expressive and cannot e.g. be simulated by deciding operator reuse beforehand and optimizing trees.

The algorithm described in this work solves the DAG construction problem in its full generality.

By this we mean that (1) it takes an arbitrary query DAG as input (2) constructs the optimal equivalent DAG, and (3) thereby applies equivalences, i.e. a rule-based description of the algebra. This discriminates it from the problems described below, which consider different kinds of DAG generation.

### 2.3 Related Problems

The most often found form of DAG construction in commercial database system is the elimination of common subexpressions (e.g. [2, 9]). The optimizer detects some predefined situations where DAG construction is beneficial and prefers to reuse an intermediate result instead of computing the result twice. Examples include nested queries, OLAP operators in DB2, multiple aggregations over the same data in SQL server, etc. While beneficial, these techniques are hard-coded into the optimizer and not the result of a generic cost-based DAG construction strategy. The optimizer only detects some known cases before the actual plan generation starts. In contrast, our approach always considers DAGs as one possible execution strategy during plan generation.

A variation of the problem of eliminating common subexpression is that of view merging [11]. Here, the optimizer has to decide if and how to reuse common view expressions. This is more difficult, as sometimes predicates can be pushed down into a view. This could prevent sharing but might also improve execution time. Currently, this decision is made before plan generation by using heuristics. But it should be obvious that the proper solution is to make this decision cost-based during plan generation. Again this requires a more generic DAG support in the query optimizer.

DAG construction is also common in multi-query optimization [5, 32, 34].
However, DAG construction for multi-query optimization is quite different from single query optimization. Multi-query optimization is much more static in that it concentrates on reusing overlapping parts of the queries where the overlap is determined before plan generation starts. Hence, the focus is on optimally sharing intermediate results. Further, the potential overlap can be easily identified by looking at the query [34]. In this work, we take a much broader approach to reusing intermediate results. As we will see DAGs are not only constructed to avoid performing the same operation twice, but also to reuse any equivalent intermediate result, where the notion of equivalence is broader than for trees. This means that (suitable) non-identical intermediate results are shared, which is not yet done in multi-query optimization. Another difference is that for multi-query optimization, the queries are not executed simultaneously, at least the operators are not as strictly coupled as for single query evaluation, i.e. scheduling is more important. This means that the optimizer has to decide e.g. when to use materialization to decouple parts, which is not relevant for single query optimization. These scheduling problems greatly affect the search space [5]. This is probably the reason why multi-query optimization uses much simpler DAG construction techniques, as the increased search space prevents more difficult optimizations.

### 2.4 Problems Not Treated in Depth

In this work, we concentrate on the algebraic optimization of DAG-structured query graphs. However, using DAGs instead of trees produces some new problems in addition to the optimization itself.

One problem area is the execution of DAG-structured query plans. While a tree-structured plan can be executed directly using the iterator model, this is no longer possible for DAGs. One possibility is to materialize the intermediate results used by multiple operators, but this induces additional costs that reduce the benefit of DAGs. Ideally, the reuse of intermediate results should not cause any additional costs, and, in fact, this can be achieved in most cases. As the execution problem is common for all techniques that create DAGs as well as for multi-query optimization, many techniques have been proposed. A nice overview of different techniques can be found in [18]. In addition to this generic approach, there are many special cases like e.g. application in parallel systems [12]. The more general usage of DAGs is considered in [31] and [25], which describe runtime systems for DAGs. We discuss the fundamental aspects of executing DAGs in Section 8.

Another problem not discussed in detail is the cost model. This is related to the execution method, as the execution model determines the execution
costs. Therefore, no general statement is possible. However, DAGs only make sense if the costs for sharing are low (ideally zero). This means that the input costs of an operator can no longer be determined by adding the costs of its input, as the input may overlap. This problem has not been studied as thoroughly as the execution itself. It is covered in [25]. We will give an overview of the basic cost calculation methods in Section 7.
3 Algebraic Optimization

In this section, we present a theoretical framework for DAG optimization. We first highlight three different aspects that differentiate DAG optimization from tree optimization. Then, we use these observations to formalize the reasoning over DAGs.

3.1 Using Tree Equivalences

Algebraic equivalences are fundamental to any plan generator: It uses them either directly by transforming algebraic expressions into equivalent ones, or indirectly by constructing expressions that are equivalent to the query. For tree-structured query graphs, many equivalences have been proposed (see e.g. [10, 23]). But when reusing them for DAGs, one has to be careful.

When only considering the join ordering problem, the joins are freely reorderable. This means that a join can be placed anywhere where its syntax constraints are satisfied (i.e. the join predicate can be evaluated). However, this is not true when partial results are shared. Let us demonstrate this by the example presented in Fig. 3.1. The query computes the same logical expression twice. In a) the join \( A \bowtie B \) is evaluated twice and can be shared as shown in b). But the join with \( C \) may not be executed before the split,
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as shown in c), which may happen when using a constructive approach to plan generation (e.g. dynamic programming or memoization) that aggressively tries to share relations and only considers syntax constraints. That is, a join can be built into a partial plan as soon as its join predicate is evaluable which in turn only requires that the referenced tables are present. This is the only check performed by a dynamic programming approach to join ordering. Intuitively, it is obvious that c) is not a valid alternative, as it means that C is executed on both branches. But in other situations, a similar transformation is valid, e.g. selections can often be applied multiple times without changing the result. As the plan generator must not rely on intuition, we now describe a formal method to reason about DAG transformations. Note that the problem mentioned above does not occur in current query optimization systems, as they treat multiple occurrences of the same relation in a query as distinct relations. But for DAG generation, the query optimizer wants to treat them as identical relations and thus potentially avoid redundant scans.

The reason why the transformation in Fig. 3.1 is invalid becomes clear if we look at the variable bindings. Let us denote by A : a the successive binding of variable a to members of a set A. In the relational context, a would be bound to all tuples found in relation A. As shown in Fig. 3.2 a), the original expression consists of two different joins A \times B with different bindings. The join can be shared in b) by properly applying the renaming operator (ρ) to the output. While a similar rename can be used after the join \times C in c), this still means that the topmost join joins C twice, which is different from the original expression.

This brings us to a rather surprising method to use normal algebra semantics:

A binary operator must not construct a (logical) DAG.

Here, logical means that the same algebra expression is executed on both sides of its input. Further:
What we do allow are physical DAGs, which means that we allow sharing operators to compute multiple logical expressions simultaneously.

As a consequence, we only share operators after proper renames: if an operator has more than one consumer, all but one of these must be rename operators. Thus, we use \( \rho \) to pretend that the execution plan is a tree (which it is, logically) instead of the actual DAG.

### 3.2 Share Equivalence

Before going into more detail, we define whether two algebra expressions are *share equivalent*. This notion will express that one expression can be computed by using the other expression and renaming the result. Thus, given two algebra expressions \( A \) and \( B \), we define

\[
A \equiv_S B \text{ iff } \exists \delta_{AB}: \mathcal{A}(A) \to \mathcal{A}(B), \delta_{AB} \text{ bijective } \rho_{\delta_{AB}}(A) \equiv_D B.
\]

where we denote by \( \mathcal{A}(A) \) all the attributes provided in the result of \( A \).

As this condition is difficult to test in general, we use a constructively defined sufficient condition of share equivalence instead. First, two scans of the same relation are share equivalent, since they produce exactly the same output (with different variable bindings):

\[
\text{scan}_1(R) \equiv_S \text{scan}_2(R)
\]

Note that in a constructive bottom-up approach, the mapping function \( \delta_{A,B} \) is unique. Therefore, we always know how attributes are mapped.

Other operators are share equivalent if their input is share equivalent and their predicates are equivalent after applying the mapping function. The conditions for share equivalence for common operators are summarized in Fig. 3.3. They are much easier to check, especially when constructing plans bottom-up (as this follows the definition).

Note that share equivalence as calculated by the tests above is orthogonal to normal expression equivalence. For example, \( \sigma_1(\sigma_2(R)) \) and \( \sigma_2(\sigma_1(R)) \) are equivalent but *not* derivable as share equivalent by testing the sufficient conditions. This will not pose any problems to the plan generator, as it will consider both orderings. On the other hand, \( \text{scan}_1(R) \) and \( \text{scan}_2(R) \) are share equivalent, but not equivalent, as they may produce different attribute bindings.
Share equivalence is only used to detect if exactly the same operations occur twice in a plan and, therefore, cause costs only once. Logical equivalence of expressions is handled by the plan generator anyway, it is not DAG-specific.

Using this notion, the problem in Fig. 3.1 becomes clear: In part b), the expression \(A \cup B\) is shared, which is ok, as \((A \cup B) \equiv_S (A \cup B)\). But in part c), the top-most join tries to also share the join with \(C\), which is not ok, as \((A \cup B) \not\equiv_S ((A \cup B) \cup C)\). Note that while this might look obvious, it is not when e.g. constructing plans bottom up and assuming freely reorderable joins, as discussed in Section 2.1.

3.3 Optimizing DAGs

The easiest way to reuse existing equivalences is to hide the DAG structure completely: During query optimization, the query graph is represented as a tree, and only when determining the costs of a tree the share equivalent parts are determined and the costs adjusted accordingly. Only after the query optimization phase the query is converted into a DAG by merging share equivalent parts. While this reduces the changes required for DAG support to a minimum, it makes the cost function very expensive. Besides, if the query graph is already DAG-structured (e.g. for bypass plans), the corresponding tree-structured representation is much larger (e.g. exponentially for bypass plans), enlarging the search space accordingly.

A more general optimization can be done by sharing operators via rename operators. While somewhat difficult to do in a transformation-based plan generator, for a constructive plan generator it is easy to choose a share equivalent alternative and add a rename operator as needed. Logically, the
resulting plans behave as if the version without renaming was executed (i.e. as if the plan was a tree instead of a DAG). Therefore, the regular algebraic equivalences can be used for optimization. This issue will come up again when we discuss the plan generator.

3.4 (No) Optimal Substructure

Optimization techniques like dynamic programming and memoization rely on an optimal substructure of a problem (neglecting physical properties like sortedness or groupedness for a moment). This means that Bellmann’s optimality principle holds and, thus, the optimal solution can be found by combining optimal solutions for subproblems. This is true for generating optimal tree-structured query graphs, but is not necessarily true for generating optimal DAGs. To see this, consider Fig. 3.4, which shows two plans for $A \bowtie B \bowtie C \bowtie B \bowtie C \bowtie D$. The plan on the left-hand side was constructed bottom-up, relying on the optimal substructure. Thus, $A \bowtie B \bowtie C$ was optimized, resulting in the optimal join ordering $(A \bowtie B) \bowtie C$. Besides, the optimal solution for $B \bowtie C \bowtie D$ was constructed, resulting in $B \bowtie (C \bowtie D)$. But when these two optimal partial solutions are combined, no partial join result can be reused. When choosing the suboptimal partial solutions $A \bowtie (B \bowtie C)$ and $(B \bowtie C) \bowtie D$, the expression $B \bowtie C$ can be shared, which might result in a better plan. Therefore, the optimal DAG cannot be constructed by just combining optimal partial solutions. Our approach avoids this problem by keeping track of sharing opportunities and considering them while pruning otherwise dominated plans.

3.5 Reasoning over DAGs

After looking at various aspects of DAG generation, we now give a formal model to reason about DAGs. More precisely, we specify when two DAGs
are equivalent and when one DAG dominates another. Both operations are crucial for algebraic optimization.

As we want to lift tree equivalences to DAGs, we need some preliminaries: We name the equivalences for trees \( \equiv_T \) and assume that the following conditions hold for all operators \( \theta \), that is the equivalence can be checked on a per operator basis.

\[
t \equiv_T t' \Rightarrow \theta(t) \equiv_T \theta(t')
\]

\[
t_1 \equiv_T t_1' \land t_2 \equiv_T t_2' \Rightarrow (t_1 \theta t_2) \equiv_T (t_1' \theta t_2')
\]

These conditions are a fundamental requirement of constructive plan generation, but as seen in Sec. 3.1, they do no longer hold for DAGs in general. However, they hold for DAGs \((V, E)\) that logically are a tree \((LT)\), i.e. that have non-overlapping input for all operators. For an expression \(e\) let \(A(e)\) denote the set of attributes produced by \(e\). We then define \(LT((V, E))\) for a DAG \((V, E)\) as follows:

\[
LT((V, E)) \text{ iff } \forall v, v_1, v_2 \in V, (v, v_1) \in E, (v, v_2) \in E : A(v_1) \cap A(v_2) = \emptyset
\]

Note that this definition implies that all sharing of intermediate results must be done by renaming attributes.

Using this definition, we can now lift tree equivalences \(\equiv_T\) to DAG equivalences \(\equiv_D\) for DAGs \(d\) and \(d'\): We reuse the tree equivalences directly, but thereby must make sure that the input indeed behaves like a tree, as the equivalences were originally only defined on trees:

\[
d \equiv_T d' \land LT(d) \land LT(d') \Rightarrow d \equiv_D d'
\]

Note that the condition \(LT(d) \Rightarrow LT(d' \subseteq d)\) holds, therefore partial DAGs that violate the logical tree constraint should be discarded immediately. As a consequence, tests for \(LT(d)\) are required only when adding binary (or n-ary) operators, as unary operators cannot produce a new violation.

While lifting the tree equivalences to DAGs is important, they are not enough for DAG optimization, as they only create trees. DAGs can be created by using the notion of share equivalence defined above: If two DAGs \(d\) and \(d'\) are share equivalent, the two DAGs become equivalent by renaming the result suitably:

\[
d \equiv_S d' \Rightarrow d \equiv_D \rho_{A(d') \rightarrow A(d)} d'
\]

While these two implications are not exhaustive, lifting the tree equivalences to DAG equivalences and reusing intermediate results already allows
for a wide range of DAG plans. Additional equivalences can be derived e.g. from [24, 36].

In addition to checking if two plans are equivalent, the query optimizer has to decide which of two equivalent plans is better. Better usually means cheaper, according to a cost function. But sometimes two plans are incomparable, e.g. because one plan satisfies other ordering properties than the other. This is true for both, trees and DAGs. Here, we only look at the costs and DAG-specific limitations to keep the definitions short.

As shown in Sec. 3.4, DAGs cannot be compared by just looking at the costs, as one DAG might allow for more sharing of intermediate results than the other. To identify these plans, we require a labeling function that marks sharing opportunities. Here, we specify only the characteristics, see Section 5.3 for an explicit definition.

The DAGs are labeled using a function $S$. Its codomain is required to be partially ordered. We require that $S$ assigns the same label to share equivalent DAGs. Further the partial ordering between labels must express the fact that one DAG provides more sharing opportunities than another. Thus, for two DAGs $d_1 = (V_1, E_1)$ and $d_2 = (V_2, E_2)$ we require the following formal properties for $S$:

\[
S(d_1) = S(d_2) \iff d_1 \equiv_S d_2 \\
S(d_1) < S(d_2) \iff \exists d'_2 \subset_D d_2 : d_1 \equiv_S d'_2
\]

Note that that $d'_2 = (V'_2, E'_2) \subset_D d_2$ iff $V'_2 \subset V_2 \land E'_2 = E_{2|V'_2} \land d_2$ is a DAG).

Now a plan dominates another equivalent plan if it is cheaper and offers at least the same sharing opportunities:

\[
d_1 \equiv_D d_2 \land \text{costs}(d_1) < \text{costs}(d_2) \land S(d_2) \leq S(d_1) \\
\Rightarrow \\
d_1 \text{ dominates } d_2.
\]

Note that the characterization of $S$ given above is overly conservative: one plan might offer more sharing opportunities than another, but these could be irrelevant for the current query. This is similar to order optimization, where the query optimizer only considers differences in interesting orderings [33, 35]. The algorithm presented in Section 5.3 improves the labeling by checking which of the operators could produce interesting shared intermediate results for the given query. As only whole subgraphs can be shared, the labeling function stops assigning new labels if any operator in the partial DAG cannot be reused. This greatly improves plan pruning, as more plans become comparable.
4 Leveraging Existing Techniques

Many aspects of DAG generation, occur in different contexts, too, for example multi-query optimization and view selection. In particular detecting common (or similar) subexpressions is a well-studied field. We now discuss several of these existing techniques, as they are important for generating useful DAGs. Note that the purpose of this paper is not so much the detection common expressions (which we discuss below), but the usage of this information during plan generation to generate the optimal DAGs. The techniques below are used during the preparation phase of our algorithm (see Section 6.1) to form the search space of the plan generator.

4.1 Identifying Common Subexpressions

A commonly used technique is the elimination of common (scalar) subexpressions. The optimizer tries to detect duplicate computations and then reuses the already computed values if possible. Besides saving computations, eliminating common subexpressions can help in other cases like exploiting indices more efficiently etc. [3]. The main problem here is detecting identical computations, which can be hard. We discuss a more general approach in the next paragraph, usually the expressions are normalized into a canonical form and then the optimizer searches for exact matches. Interestingly elimination of common subexpressions has a great effect on query optimization: Is has been shown [26] that even even the relatively simple problem of ordering selections and maps (i.e. scalar computations) becomes NP hard when taking the elimination of common subexpressions into account. This is a strong indicator that the decision about elimination of common subexpressions, and thus, in the DAG context, the decision about reusing intermediate results, has to be made by the plan generator itself. Fixing the elimination of
common subexpressions in a separate steps risks losing the optimal solution.

The more general problem is finding parts of a query that can be answered by other query fragments. An early paper that studies this problem is [7]: It first normalizes the query predicates and then computes a signature as a filter. If the signature indicates that parts of the query might be answered by a known fragment it performs more expensive tests, ultimately checking if the query predicate implies the fragment predicate. Note that this goes beyond detection of duplicate computations, as the algorithm searches for fragments that compute a superset of the required tuples, potentially requiring to check the query predicate again. Other multi-query optimization papers use similar techniques to identify subqueries that imply other subqueries (e.g. [34]).

Similar matching algorithms are also used for materialized view matching. An interesting concept is shown in [39]: It contains matching rules plus compensation actions for each rule that describe how a materialized view with certain structures can be used for certain queries. As the materialized view might not produce exactly the tuples required for the query, the compensation steps adjust the view output to match the desired result. This fuzzy matching is very important to get the maximum benefit (i.e. match as many queries as possible) from the materialized view.

We assume that these matching techniques are used before running the plan generator itself, i.e. the information about potentially equivalent subexpressions is available to the plan generator. As emphasized in [32], the two problems of detecting and exploiting common expressions are orthogonal, we concentrate on the second part.

### 4.2 Compensation Plans

Several of the multi-query optimization or view matching techniques find query pairs that are not identical but where some compensation steps are required to transform one query result into the other. Similar compensation steps are used in aggregation queries to express one aggregation using another. But the plan generator discussed in the following sections only identifies identical (or, more precisely, share equivalent) plan fragments. This discrepancy is caused by the different abstraction levels: The plan generator tries to directly reuse the output of algebraic operators for a different part of the query, which is only possible if the output is the same. The matching algorithms operate on a higher abstraction layer and therefore consider necessary compensation steps, which would be very expensive during plan generation. Still, the compensation plans can be used, they only have to be made known to the plan generator: When part of a query can be replaced
by another part including compensation actions, the preparation step adds a *Choice* operator with both the original query fragment and the new query fragments as input. The *Choice* operator is a pure logical operator that only reads the cheapest of its inputs, which implies that the final physical plan will only contain the cheapest of the two alternatives. Thus the plan generator tries both the original plan and the compensation plan, where part of the compensation plan will allow for sharing with other parts of the query.
5 Plan Generator Skeleton

5.1 Overview

The main motivation for generating DAG structured execution plans is the ability to share intermediate results. Obviously, the fewer sharing opportunities are missed, the better. Hence, it is important to allow for a very aggressive sharing during plan generation.

In order to share intermediate results, the plan generator has to detect that partial plans produce the same (or rather equivalent) output. This is a problem for a rule-based plan generator, as the set of operators cannot be hard-coded and tests for equivalence are expensive. We overcome this problem by using a very abstract description of logical plan properties. Instead of using a complex property vector like e.g. [21], the plan generator uses a set of logical properties. The semantics of these logical properties is only known to the rules. They guarantee that two plans are equivalent if they have the same logical properties. A suitable representation is e.g. a bit vector with one bit for each property.

We assume that the logical properties are set properly by the optimization rules. This is all the plan generator has to know about the logical properties! However, to make things more concrete for the reader, we discuss some possible logical properties here. The most important ones are "relation / attribute available" and "operator applied". In fact, these properties are already sufficient when optimizing only selections and joins as both are freely reorderable. We discuss more complex properties Section 5.2.

As the logical properties describe equivalent plans, they can be used to partition the search space. This allows for a very generic formulation of a plan generator:

\[
\text{plangen}(\text{goal}) \quad 1 \quad \text{bestPlan} \leftarrow \text{NIL} \\
2 \quad \text{for each} \quad \text{optimization rule } r \\
3 \quad \text{do if } r \text{ can produce a logical property in } \text{goal}
\]
4 \textbf{then} \( \text{rem} \leftarrow \text{goal} \setminus \{p|p \text{ is produced by } r\} \)
5 \hspace{1em} \text{part} \leftarrow \text{PLANGEN}(\text{rem})
6 \hspace{1em} p \leftarrow \text{BUILDPLAN}(r, \text{part})
7 \hspace{1em} \textbf{if} \ best\text{Plan} = \text{NIL} \textbf{or } p \text{ is cheaper}
8 \hspace{1em} \textbf{then} \ best\text{Plan} \leftarrow p
9 \textbf{return} best\text{Plan}

This algorithm performs a top-down exploration of the search space. Starting with the complete problem (i.e. finding a plan that satisfies the query), it asks the optimization rules for partial solutions and solves the remaining (sub-) problem(s) recursively. For SPJ queries, this implies splitting the big join into smaller join problems (and selections) and solving them recursively. This algorithm is highly simplified, it only supports unary operators, does not perform memoization etc. Adding support for binary operators is easy but lengthy to describe, see Section 6.1 for a detailed discussion. Other missing and essential details will also be discussed in Section 5.5. Let us summarize the main points of the above approach:

1. The search space is represented by abstract logical properties,
2. the plan generator recursively solves subproblems, which are fully specified by property combinations, and
3. property combinations are split into smaller problems by the optimization rules.

This approach has several advantages. First, it is very extensible, as the plan generator only reasons about abstract logical properties: the actual semantics is hidden in the rules. Second, it constructs DAGs naturally: if the same subproblem (i.e. the same logical property combination) occurs twice in a plan, the plan generator produces only one plan and thus creates a DAG. In reality, this is somewhat more complex, as queries usually do not contain exactly the same subproblem twice (with the same variable bindings etc.), but as we will see in Section 5.5, the notion of share equivalence can be used to identify sharable subplans.

### 5.2 Search Space Organization

An unusual feature of our plan generator is that is operators on an abstract search space, as the semantics of the logical properties are only known to concrete optimization rules. To give an intuition why this is a plausible concept, we now discuss constructing suitable properties for commonly used queries.
The most essential part of choosing properties is to express the query semantics properly. In particular, two plans must only have the same logical properties when they are equivalent. For the most common and (simplest) type of queries, the selection-projection-join (SPJ) queries using inner joins, it is sufficient to keep track of the available relations (and attributes) and the applied operators. For this kind of queries, two plans are equivalent if they operate on the same set of relations and they have applied the same operators. Therefore using the available attributes/relations and the applied operators as properties is sufficient for this kind of queries. Note that the properties are not only used by the plan generator but also by the optimization rules, e.g., to check if all attributes required by a selection are available.

For more general queries involving e.g., outer joins, the same properties are sufficient, but the operator dependencies are more complex: Using the extended eligibility list concept from [29], each operator specifies which other operators have to be applied before it becomes applicable. We discuss this computation in Section 6.1.1. These operator dependencies allow for handling complex queries with relatively simple properties, and can be extended to express dependent subqueries etc. Note that we do not insist on a "dense" encoding of the search space that only allows for valid plans (which is desirable, but difficult to achieve in the presence of complex operator). Instead, we allow for a slightly sparse encoding and then guarantee that we only explore the valid search space.

Note that these properties are just examples, which are suitable for complex queries but not mandatory otherwise. The plan generator makes only two assumptions about the logical properties: Two plans with the same properties are equivalent and properties can be split to form subproblems. Further, not all information about plans have to be encoded into the logical properties. In our implementation, that ordering/grouping properties are handled separately, as the number of orderings/groupings can be very large. We use the data structure described in [28] to represent them. This implies that multiple plans with the same logical properties might be relevant during the search, as they could differ in some additional aspects. We will see another example for additional properties in the next section.

5.3 Sharing Properties

Apart from the logical properties used to span the search space, each plan contains a sharing bit set to indicate potentially shared operators. It can be considered as the materialization of the labeling function $S$ used in Section 3.5: The partial ordering on $S$ is defined by the subset relation, that is,
one plan can only dominate another plan if it offers at least the same sharing opportunities. We now give a constructive approach for computing $S$.

When considering a set of share equivalent plans, it is sufficient to keep one representative, as the other plans can be constructed by using the representative and adding a rename (note that all share equivalent plans have the same costs). Analogously, the plan generator determines all operators that are share equivalent (more precisely: could produce share equivalent plans if their subproblems had share equivalent solutions) and places them in equivalence classes (see Section 6.1.2). As a consequence, two plans can only be share equivalent if their top-most operators are in the same equivalence class, which makes it easier to detect share equivalence. The equivalence classes that contain only a single operator are discarded, as they do not affect plan sharing. For the remaining equivalence classes, one representative is selected and one bit in the sharing bit set is assigned to it.

For example, the query in Fig. 3.4 consists of 11 operators: $A$, $B_1$, $C_1$, $B_2$, $C_2$, $D$, $\bowtie_1 (A \text{ and } B_1)$, $\bowtie_2 (\text{between } B_1 \text{ and } C_1)$, $\bowtie_3 (\text{between } B_2 \text{ and } C_2)$, $\bowtie_4 (\text{between } C_2 \text{ and } D)$ and $\bowtie_5 (\text{between } A \text{ and } D)$. Then three equivalence classes with more than one element can be constructed: $B_1 \equiv_s B_2$, $C_1 \equiv_s C_2$ and $\bowtie_2 \equiv_s \bowtie_3$. We assume that the operator with the smallest subscript was chosen as representative for each equivalence class. Then the plan generator would set the sharing bit $B_1$ for the plan $B_1$, but not for the plan $B_2$. The plan $A \bowtie_1 (B_1 \bowtie_2 C_1)$ would set sharing bits for $B_1$, $C_1$ and $\bowtie_2$, as the subplan can be shared, while the plan $(A \bowtie_1 B_1) \bowtie_2 C_1$ would only set the bits $B_1$ and $C_1$, as the join $\bowtie_2$ cannot be shared here (only whole subgraphs can be shared). The sharing bit set allows the plan generator to detect that the first plan is not dominated by the second, as the first plan allows for more sharing. This solves the problem discussed in Section 3.4.

The equivalence classes are also used for another purpose: When an optimization rule requests a plan with the logical properties produced by an operator, the plan generator first checks if a share equivalent equivalence class representative exists. For example, if a rule requests a plan with $B_2$, $C_3$ and $\bowtie_3$, the plan generator first tries to build a plan with $B_1$, $C_1$ and $\bowtie_2$, as these are the representatives. If this rewrite is possible (i.e. a plan could be constructed), the plan constructed this way is also considered a possible solution.

In general, the plan generator uses sharing bits to explicitly mark sharing opportunities: whenever a partial plan is built using an equivalence class representative, the corresponding bit is set. In more colloquial words: the plan offers to share this operator. Note that it is sufficient to identify the selected representative, as all other operators in the equivalence class can be built by just using the representative and renaming the output. As sharing
is only possible for whole subplans, the bit must only be set if the input is also sharable. Given, for example, three selections $\sigma_1$, $\sigma_2$ and $\sigma_3$, with $\sigma_1(R) \equiv_S \sigma_2(R)$. The two operator rules for $\sigma_1$ and $\sigma_2$ are in the same equivalence class, we assume that $\sigma_1$ was selected as representative. Now the plan $\sigma_1(R)$ is marked as ”shares $\sigma_1$”, as it can be used instead of $\sigma_2(R)$. The same is done for $\sigma_3(\sigma_1(R))$, as it can be used instead of $\sigma_3(\sigma_2(R))$. But for the plan $\sigma_1(\sigma_3(R))$ the sharing attribute is empty, as $\sigma_1$ cannot be shared (since $\sigma_3$ cannot be shared). The plans containing $\sigma_2$ do not set the sharing property, as $\sigma_1$ was selected as representative and, therefore, $\sigma_2$ is never shared.

Note that the sharing bits are only set when the whole plan can be shared, but the already existing sharing bits are still propagated even if it is no longer possible to share the whole plan. Otherwise a slightly more expensive plan might be pruned early even though parts of it could be reused for other parts of the query.

Explicitly marking the sharing opportunities serves two purposes. First, it is required to guarantee that the plan generator generates the optimal plan, as one plan only dominates another if it is cheaper and offers at least the same sharing opportunities. Second, sharing information is required by the cost model, as it has to identify the places where a DAG is formed (i.e. the input overlaps). This can now be done by checking for overlapping sharing properties. It is not sufficient to check if the normal logical properties overlap, as the plans pretend to perform different operations (which they do, logically), but share physical operators.

### 5.4 Effects on Search Space

An interesting question is how the search space (and thus the optimization time) is affected by DAG support. Unfortunatelley there is no easy answer. We split the question in two, and first study the effect of sharing properties and then the effect of DAG handling on the search strategy.

The sharing properties can increase the search space, as they render plans incomparable. Or rather half comparable, as a plan with more sharing opportunities can still dominate a plan with less sharing opportunities. The lower bound for this effect is a factor of 1 (i.e. no increase), as the plans with more sharing possibilities could still be optimal in themselves, dominating all plans with less sharing possibilities. A loose upper bound would be a factor of $2^n$ for $n$ sharing bits. We can improve this bound by observing that not all sharing combinations are valid for a given plan: An operator can only be shared if all of its input operators can be shared too.
For each sharable operator there are two cases: Either the operator sets its sharing bit, which requires that all its descendants have set it, too, or it does not set its bit and its children can decide for themselves. Note that in reality there is no decision: The bit is set whenever possible. However, as this is query dependent let us pretend that not setting the bit is a possibility. This way, we can derive an upper bound. For unary operators the upper bound is $n$, as at most each possible tail of the operator chain can be shared. This observations lead to the following recurrence $f_U$ for an upper bound for queries with $n$ sharable operators (more precisely: $n$ equivalence classes, we only have to consider the equivalence class representatives).

\[
\begin{align*}
\quad f_U(0) &= 1 \\
\quad f_U(1) &= 2 \\
\quad f_U(n) &= 1 + \max_{1 \leq i < n} [f_U(i) \cdot f_U(n - 1 - i)].
\end{align*}
\]

This grows slower than $2^n$, but is still exponential in the number of equivalence classes ($\approx 1.5^n$). Note that only equivalence classes with at least two elements are relevant here. The upper bound seems unfortunate, but is still not too bad for real queries. In particular this is true because the number of equivalence classes with at least two elements is at most half the number of sharable operators. Thus, for a query with 20 operators forming at most 10 equivalence classes the search space is in the worst case increased by a factor $\leq 81$.

While this upper bound is still not tight, future analysis of DAG construction complexities should concentrate an some kind average case results, as the worst case is very unlikely to occur. For SPJ queries it even seems to be the case that an exponential number of non-sharable operators is required to trigger the exponential growth in the number of equivalence classes. As average result studies will have to be query type specific. This analysis is beyond the scope of the current paper.

The equivalence classes increase the search space through the sharing properties, but they also help the search space exploration, as problems are solved using equivalence class representatives whenever possible. This avoids duplicate work. The lower bound for this is again a factor of 1 (no effect), but the upper bound for this speedup is the size of the largest equivalence class. Intuitively, the optimizer will try to solve shared subproblems only once, saving time. Often subproblems will not be exactly the same, e.g. due to selections that can be pushed down in one case and not the other, but even then duplicate computations can occur for smaller subproblems. For this reason DAG construction can be faster than tree construction, simply because the optimizer detects duplicate problems.
select \( a.a_2, b.a_2 \) from \( R_1 \ a, R_2 \ b \) where \( a.a_1 = b.a_1 \) and \( a.a_3 > ( \text{select avg}(c.a_3) \text{ from } R_1 \ c ) \). The first factor increases the search space while the second factor shrinks the explored search. The overall effect is difficult to predict. For queries with a large number of equivalence classes the increase will dominate, i.e. DAG construction will be expensive. But for queries with a handful of equivalence classes the speedup will be more noticeable, rendering DAG construction quite cheap.

5.5 Plan Generation Overview

After describing the general approach for plan generation, we now present the actual algorithms used. Unfortunately, the plan generator is not a single, concise algorithm but a set of algorithms that are slightly interwoven with the optimization rules. This is unavoidable, as the plan generator has to be as generic as possible and, therefore, does not understand the semantics of the operators. However, there is still a clear functional separation between the different modules: The plan generator itself maintains the partial plans, manages the memoization and organizes the search. The optimization rules describe the semantics of the operators and guide the search with their requirements. For the specific query, several optimization rules are instantiated, i.e. annotated with the query specific information like selectivities, operator dependencies etc. Typically each operator in the original query will cause a rule instantiation.

Note that we only present a simplified plan generator here to illustrate the approach, in particular the search space navigation. The detailed algorithms are discussed in the next section. As a running example, we use the query shown in Figure 5.1: It joins two relations and performs a selection that checks an attribute against the average, reading the involved relation twice. Note that the operators on the right hand side were chosen to illustrate certain aspects of the algorithm later on, in practice the translation might look different. It is sufficient to use the produced attributes and operators
as logical properties. All dependencies can be expressed this way.

Within the search space, the plan generator tries to find the cheapest plan satisfying all logical properties required for the final solution. In our simple example, this means that all operators have been applied, as there are no choices between operators. Note that in the following discussion, we ignore performance optimization to make the conceptual structure clearer. In practice, the plan generator prunes plans against known partial solutions, uses heuristics like KBZ [19] to get upper bounds for costs etc. However, as these are standard techniques, we do not elaborate on them here.

The core of the plan generator itself is surprisingly small and only consists of a single function that finds the cheapest plans with a given set of logical properties. Conceptually this is similar to the top-down optimization strategy known from Volcano [15, 16]. The search phase is started by requesting the cheapest plan that provides the goal properties.

```
plangen(goal)
1 plans ← memoizationTable[goal]
2 if plans already computed
3 then return plans
4 plans ← create a new, empty PlanSet
5 shared ← goal rewritten using representatives
6 if shared ∩ goal = ∅
7 then plans ← plangen(shared)
8 for each r in instantiated rules
9 do filter ← r.produces ∪ r.required
10 if filter ⊆ goal
11 then sub ← plangen(goal \ r.produced)
12 plans ← plans ∪ {r(p)|p ∈ sub}
13 memoizationTable[goal] ← plans
14 return plans
```

What is happening here is that the plan generator is asked to produce plans with a given set of logical properties. First, it checks the memoization data structure (e.g. a hash table, logical properties→plan set) to see if this was already done before. If not, it creates a new set (initially empty) and stores it in the memoization structure. Then, it checks if the goal can be rewritten to use only representatives from equivalence classes as described in Section 5.3 (if the operators $o_1$ and $o_2$ are in the same equivalence class, the logical properties produced by $o_2$ can be replaced by those produced by $o_1$). If the rewrite is complete, i.e., the new goal is disjunct from the original goal ($shared ∩ goal = ∅$), the current problem can be formulated as a new one using only share equivalent operators. This is an application of the DAG
equivalence given in Section 3.5. Thus, the plan generator tries to solve the new problem and adds the results to the set of usable plans. Afterwards, it looks at all rule instances, checks if the corresponding filter is a subset of the current goal (i.e. the rule is relevant) and generates new plans using this rule. Note that the lines 8-12 are very simplified and assume unary operators. In practice, the optimizer delegates the search space navigation (here a simple goal \( r.produced \)) to the rules.
6 Plan Generation Algorithms

After giving a high-level view of generating DAG-structured query plans we now go into more detail about the algorithms. Note that this section mainly deals with technical details, the general issues have been discussed in the previous sections.

The plan generation is divided into three phases: The preparation phase examines the query and gathers relevant information, the search phase uses this information to find the optimal execution plan, and the reconstruction phase builds a complete plan out of the condensed representation used by the search phase. We will now look at these different phases in more detail.

6.1 Preparation Phase

The preparation phase examines the query and collects the information necessary for plan generation. The main tasks are: Identification of relevant operators, identification and minimization of logical properties, identification of share equivalence, and precomputation of the ordering and grouping inference as described in [27]. Here, we examine two other complex steps: the property minimization and the construction of equivalence classes for share equivalence.

6.1.1 Properties

To make the plan representation more compact (and also to reduce the search space), the preparation phase prunes and minimizes the property specification. This consists of three steps: First, all logical properties are collected. Thereby, produced and required logical properties are kept separate, resulting in two sets of sets. The algorithm keeps each individual logical property combination (and, therefore, produces a set of sets instead of a set), as this is required to check which logical property combinations can be produced.
COLLECTPROPERTIES()
1  produced ← ∅
2  required ← ∅
3  for each r in instantiated operator rules
4     do produced ← produced ∪ {r.produced}
5     required ← required ∪ {r.required}
6  return (produced, required)

For the running example in Figure 5.1, the set of produced properties is \{a.a_1,...,a.a_4,b.a_1,b.a_2,b.a_3,c.a_1,...,c.a_4, avg, \Gamma, \kappa, sigma\}, that is, all attributes and all operators. The set of required properties is \{a.a_1,...,a.a_3,b.a_1,b.a_2, c.a_3,avg, \Gamma\}, the attributes required for the operators and the aggregation operator (as it cannot be reordered freely).

Note that collecting the operator properties can be somewhat involved, depending on the operators used. For simple SPJ queries with inner joins and selections, the properties can be specified easily. For more complex operators, e.g. outer joins, more information about dependencies is required. A very nice approach to get these based on extended eligibility lists (EELs) is described in [29]. The algorithm examines the original query bottom up, and expresses reordering constraints for operators by computing the set of relations that has to be part of the input before an operator is eligible. This is computed in addition to the ”normal” eligibility constraints caused by variable bindings etc. (therefore the name extended eligibility lists). From these EELs, the required properties of an operator can be derived directly: Each relation scan produces a certain logical property, and each operator requires the logical properties corresponding to entries in its EEL. The EEL construction described in [29] only covers outer joins and anti joins, but it can be generalized to include e.g. semi joins. The collection of operator properties is inherently operator specific, as it expresses the semantic of an operator, but the logical properties are a very generic and flexible concept to express arbitrary operator constraints.

Besides the property specifications, the preparation phase also determines the goal of the query (i.e. the logical properties the final plan must satisfy). This could be done in several ways. One possibility is to collect all logical properties of the logical operators in the original query. In our simple example, this is identical to the produced set calculated above.

BUILDGOAL()
1  goal ← ∅
2  for each r in instantiated operator rules
3     do if r represents a logical operator in the query
then \( \text{goal} \leftarrow \text{goal} \cup r.\text{produced} \)

return \( \text{goal} \)

Now this information can be used to prune properties. The algorithm checks which logical properties can be used to construct the \( \text{goal} \) properties (potentially transitively) and removes all logical properties that are not useful. Afterwards, it checks which logical properties can be satisfied by the remaining produced properties and eliminates all those that cannot be satisfied. Note that while the algorithm shown below only minimizes the property sets, the preparation phase afterwards removes all rules whose logical properties are no longer relevant or cannot be satisfied. The parameters \( \text{produced} \), \( \text{required} \) and \( \text{goal} \) are the result of \text{collectProperties} and \text{buildGoal}. As our example contains no operator alternatives, no properties can be removed (\( \text{goal} = \text{produced} \)). However, redundant properties will be merged in the next step.

\[
\begin{align*}
\text{pruneproperties}(\text{produced}, \text{required}, \text{goal}) & \\
& 1 \text{ useful} \leftarrow \text{goal} \\
& 2 \textbf{for each } r \textbf{ in instantiated rules} \\
& \quad \textbf{do if } r.\text{required} \in \text{required} \land \\
& \quad \quad r.\text{produced} \cap \text{useful} \neq \emptyset \\
& \quad \textbf{then } \text{useful} \leftarrow \text{useful} \cup r.\text{required} \\
& 3 \textbf{for each } r \textbf{ in instantiated rules} \\
& \quad \textbf{do if } r.\text{produced} \cap \text{useful} = \emptyset \\
& \quad \textbf{then } \text{produced} \leftarrow \text{produced} \setminus \{r.\text{produced}\} \\
& 4 \text{ possible} \leftarrow \emptyset \\
& 5 \textbf{for each } r \textbf{ in instantiated rules} \\
& \quad \textbf{do if } r.\text{produced} \in \text{produced} \land \\
& \quad \quad r.\text{required} \subseteq \text{possible} \\
& \quad \textbf{then } \text{possible} \leftarrow \text{possible} \cup r.\text{produced} \\
& 6 \textbf{for each } r \textbf{ in instantiated rules} \\
& \quad \textbf{do if } r.\text{required} \not\subseteq \text{possible} \\
& \quad \textbf{then } \text{required} \leftarrow \text{required} \setminus \{r.\text{required}\} \\
& 7 \textbf{if } \text{produced} \text{ or } \text{required} \text{ were modified in this pass} \\
& \quad \textbf{then } \textbf{goto line } 1 \\
& 8 \textbf{return } (\text{produced}, \text{required}) \\
\end{align*}
\]

The remaining logical properties are now minimized. While all remaining logical properties can be produced, they might still contain irrelevant entries (if other entries in the same set are relevant). These are removed, and all logical properties that are always produced together are merged. In our
running example, this removes the properties \(a.a_4, b.a_3, c.a_1, c.a_2, c.a_4\) and merges the properties \(a.a_1, \ldots, a.a_3\) and \(\text{avg}, \Gamma\). As a result, the remaining properties can be described as \(\{a, b, c, \&\&\text{avg},\&\&\sigma\}\).

\[
\text{MINIMIZEPROPERTIES}(\text{produced}, \text{required})
\]
1. \(\text{result} \leftarrow \emptyset\)
2. \(R \leftarrow \bigcup_{r \in \text{required}} r\)
3. \(\text{for each } p \text{ in } \text{produced} \)
   4. \(\text{do for each } b \text{ in } p, b \notin R\)
   5. \(\text{do } p' \leftarrow p \setminus \{b\}\)
   6. \(\text{produced} \leftarrow (\text{produced} \setminus \{p\}) \cup \{p'\}\)
   7. \(p \leftarrow p'\)
   8. \(\text{result} \leftarrow \text{result} \cup \{b \rightarrow \emptyset\}\)
9. \(P \leftarrow \bigcup_{p \in \text{produced}} P\)
10. \(\text{for each } a \text{ in } P\)
   11. \(\text{do for each } b \text{ in } P, a \neq b\)
   12. \(\text{do } A \leftarrow \{p | p \in \text{produced} \land a \in p\}\)
   13. \(B \leftarrow \{p | p \in \text{produced} \land b \in p\}\)
   14. \(\text{if } A = B\)
   15. \(\text{then } \text{result} \leftarrow \text{result} \cup \{ab \rightarrow a\}\)
16. \(\text{return } \text{result}\)

The produced map function is then used to adjust the logical properties of the remaining rules. When calculating the map function as shown, the mapping is ambiguous (when two logical properties can be merged, any of the two can be chosen). In practice, this is solved by defining an arbitrary total ordering among logical properties and changing \(a \neq b\) in line 11 into \(a < b\).

\subsection{6.1.2 Share Equivalence}

After determining the relevant operator rules, the preparation phase decides which rules are share equivalent. This requires the definition of share equivalence from Section 5.3. The plan generator uses this notion for rules (which can consist of multiple operators), but in practice, this is no problem: The rules are treated as if they were (complex) operators. In general, the plan generator tests if two rules are structurally identical (i.e. belong to the same class, have predicates with the same structure etc.). Then, if a mapping can be found such that one rule can be replaced by the other rule and a rename, they are considered share equivalences:

\(\equiv_S \text{RULES}(r_1, r_2)\)
if $r_1$ and $r_2$ are structurally identical

then $P_1 \leftarrow \{ r | r \in \text{rules} \land r.\text{produced} \subseteq r_1.\text{required} \}$

$P_2 \leftarrow \{ r | r \in \text{rules} \land r.\text{produced} \subseteq r_2.\text{required} \}$

if $\forall r_i \in P_1 \exists r_j \in P_2 : \equiv_{\text{s}} \text{RULES}(r_i, r_j)$

then if $\forall r_i \in P_2 \exists r_j \in P_1 : \equiv_{\text{s}} \text{RULES}(r_i, r_j)$

then return true

return false

In our running examples $a$ and $c$ are share equivalent: They scan the same relation, producing only different attribute bindings. To keep the example simple, we ignore the problem of projections here ($c$ can project away more attributes than $a$). If projections should be considered, this can be expressed by instantiating two variants of $c$, one that projects early and one that does not.

The algorithm builds the mapping implicitly, by recursively testing if the input of the two operators is share equivalent. It might even be easier to construct the mapping explicitly in a bottom-up fashion, starting with share equivalent scans and then transitively considering their consumers. The equivalence relation is now used to construct equivalence classes, selecting one rule as a representative and discarding equivalence classes with only one element (as no sharing is possible then).

**CONSTRUCTEQUIVALENCECLASSES()**

1. $C \leftarrow \emptyset$
2. for each $r$ in instantiated rules
3. do if $\exists (a, b) \in C : \equiv_{\text{s}} \text{RULES}(a, r)$
4. then $C \leftarrow C \setminus \{(a, b)\} \cup \{(a, b \cup \{r\})\}$
5. else $C \leftarrow C \cup \{(r, \{r\})\}$
6. for each $(a, b)$ in $C$
7. do if $|b| = 1$
8. then $C \leftarrow C \setminus \{(a, b)\}$
9. return $C$

In our example, $a$ and $c$ are placed in the same equivalence class, we choose $a$ as representative. The equivalence classes are used for two purposes: First, each representative is assigned a bit in the sharing property of the plans. Second, for all other entries in an equivalence class a mapping from their produced properties to the properties produced by the representative is constructed. Thus, the plan generator can rewrite a logical property set in terms of equivalence class representatives (by applying all applicable mappings) to try using a shared plan.
PLANGEN(goal)

1. plans ← memoizationTable[goal]
2. if plans is undefined
3. then mask ← ∅
4. for each s in rules
5. do if s.produced ⊆ goal
6. then mask ← mask ∪ s.produced
7. if mask ≠ goal
8. then return ∅
9. plans ← a new PlanSet with properties = goal
10. shared ← goal rewritten to use ≡S representatives
11. if shared ∩ goal = ∅
12. then plans ← plans ∪ PLANGEN(shared)
13. for each s in instantiated rules
14. do if s.filter ⊆ goal
15. then s.search(plans, goal)
16. memoizationTable[goal] ← plans
17. return plans

Figure 6.1: Algorithm for plan generation

6.2 Search Phase

After the preparation phase, the search is started top-down with the minimized goal of the query; the pseudo-code is shown in Figure 6.1. In each search step, the plan generator first checks the memoization table whether the problem was already solved. If not, it checks if the logical property combination could be produced by any rule combination, and stops the search if not (lines 3-8). This greatly reduces the search space. To share equivalent plans, the plan generator now uses the mapping from operators to their equivalence class representatives constructed in the preparation phase to rewrite goal in terms of equivalences class representatives (lines 10-12). If this is completely possible (the new goal is disjoint from the old one), the plan generator solves the new goal and uses the result as the result for the current problem. The check is shared ∩ goal = ∅ instead of shared ≠ goal, as only whole subproblems can be shared. If shared and goal overlap, at least one operator remains that has to be scheduled first before sharing is possible (so sharing will be tried later during the recursive search). Note that the rename operator required for using an equivalent problem is added implicitly. The search phase
only checks that a rename is possible, the operator itself is added during the reconstruction phase.

In our example, this means that the problem $c$ could be solved by using $a$ instead, as they are share equivalent. However, the problem $avg, c$ could not be solved by using a rename, the rewriting is incomplete ($avg$ is not in an equivalence class). The partial problem $c$ could still be solved using $a$, but only in a later step where $avg$ were split off already.

After checking for share equivalence, the plan generator looks at all known rule instances, checks if their filter is a subset of goal (if not, the rule cannot produce a plan with the desired logical properties). If yes, it asks the rule to build a plan and to store it in the plan set. The plan set is passed down instead of the rule returning a plan, as there can be more than one plan for a given goal and, besides, the rules can use already known plans for pruning.

The rules direct the navigation of the search space. Consider a simple selection operator. When the plan generator asks a selection rule to generate a plan, the selection asks the plan generator to produce a plan without the selection and then adds the selection (note that plans is an instance of PlanSet, which automatically prunes dominated plans):

```
SELECT::SEARCH(plans, goal)
1 for each p \in PLANGEN(goal \setminus produced)
2 do p' ← add the selection to p
3 plans ← plans \cup \{p'\}
```

For binary operators like joins, the navigation is more complex. However, most of the required functionality is the same for all binary operators and, therefore, can be factored in common rule fragments in an implementation. The general rule for joins is shown below:

```
JOIN::SEARCH(plans, goal)
1 space ← goal \setminus (produced \cup reqLeft \cup reqRight)
2 for each lp \subset space
3 do rp ← space \setminus lp
4 for each l \in PLANGEN(lp \cup reqLeft)
5 do for each r \in PLANGEN(rp \cup reqRight)
6 do p ← join l and r
7 plans ← plans \cup \{p\}
```

The joins first check which logical properties can be satisfied arbitrarily, i.e., are neither produced nor required by itself. These are called space here, as they actually describe the search space for the join rule. The rule has to decide which of these logical properties must be satisfied by the left subplan and which by the right subplan. This is done by enumerating all subsets of
space and asking the plan generator for plans satisfying these requirements (and the requirements of the join itself). These plans are then combined to a new partial plan and memoized if they are not dominated by some existing plans.

Consider, for example, the partial problem with two relations $a$ and $b$, the join $\bowtie$ between them and the avg condition $\sigma$ (we use a selection instead of the actual semijoin here to keep the example simple). Now the join rule is asked to produce a plan with the logical properties $a, b, \bowtie, \sigma$. The join itself produces the property $\bowtie$ and it requires $a$ and $b$. The only remaining logical property is $\sigma$, so $\text{space} = \sigma$ (see JOIN::SEARCH). The join rule does not know on which relation the selection can be applied, so it first asks the plan generator to produce plans with $a$ and $\sigma$, and then asks for plans with $b$, which are joined. Afterwards, it asks for plans with $a$ and plans with $b$ and $\sigma$, which are also joined. As the selection can only be applied to one relation, one of these sets will be empty, but the join rule does not understand the semantics of the selection and, therefore, tries both possibilities. Note that this does not imply that selections are pushed down: The selection rule itself could have been scheduled before, resulting in $\text{space} = \emptyset$. In this case, the join rule would consider a single plan.

### 6.3 Reconstruction

The reconstruction phase is mostly straightforward, as the plan generator simply calls the recursive BUILDALGEBRA function on the root of the final plan to produce an expression of the physical algebra. The only problem is that some additional information is required: First, the plans have no reference to their enclosing set of equivalent plans, so all information stored there (especially the logical properties) is not available. Second, the graph forms a DAG, which means that plan nodes are visited multiple times, although they correspond to only one physical operator. Third, the renames due to share equivalence are only implicit during plan generation and have to be converted into explicit renames. Still, this can be done easily by storing the required information in a hash table (called recTable) that is used during reconstruction. The hash table is a map plan $\rightarrow$ (algebra expression, logical properties) and is filled during a depth-first search. For a selection, the reconstruction code is sketched below:

```plaintext
SELECT::BUILDALGEBRA(plan)
1 (algebra, properties) ← recTable[plan]
2 if (algebra, properties) is undefined
3 then input ← plan.left.rule.
```
4 `\text{buildAlgebra}(plan.left)`
5 `ip \leftarrow \text{recTable}[plan.left].properties`
6 `\text{if } \text{required} \not\subseteq ip`
7 `\text{then}
8 \quad nip \leftarrow \text{rename } ip \text{ by checking } plan.left`
9 \quad `input \leftarrow \rho_{ip\rightarrow nip}(input)`
10 \quad `ip \leftarrow nip`
11 \quad `\text{algebra} \leftarrow \text{add new select operator to input}`
12 \quad `\text{properties} \leftarrow ip \cup \text{produced}`
13 \quad `\text{recTable}[plan] \leftarrow (\text{algebra, properties})`
14 `\text{return } \text{algebra}`

The rule first checks if the physical algebra expression has already been constructed. If not, it requests the physical algebra expression of its input and looks up the corresponding properties. If the requirements of the rule cannot be satisfied by these properties, a rename is required. The subplan is scanned to find this rename (the plan must contain equivalence class representatives, which are equivalent to rules that can produce the required properties) and a physical rename expression is added. Afterwards, the selection can be applied, so the physical expression is added, the new properties are calculated and both are stored in the hash table.

The reconstruction is similar for binary operators like joins: Both input plans are examined recursively, renames are added as needed, and the two expressions are combined using a physical operator.
7 Cost Calculation

Query optimization always requires to decide whether one plan is better than another plan. This requires calculating the costs of a plan, where the costs can have different meanings. A reasonable choice would be expected query execution time, but the exact meaning is not relevant for the calculation itself. This cost calculation is relatively straightforward for trees, but becomes much more complex for DAGs. In this section, we first look at the simple tree case, then explain why DAGs are more difficult, and finally present algorithms to calculate the costs for DAGs. We do not assume a concrete cost model here, but base the calculation on two assumptions. First, each operator produces two kinds of costs: the first amounts for producing its result and the other for reading the (already produced) output again. For example, reading the output of a sort operator twice is not twice as expensive as producing and reading it once. Second, we assume that multiple parallel reads (due to the DAG structure) do not cause additional costs. This can be achieved by using a suitable runtime system [25], sketched in Section 8.

During plan generation, the costs are calculated incrementally. This means that the partial plans are annotated with the costs they cause, and when a rule creates a new partial plan, it takes the costs caused by its input and adds the costs for the newly added operator. The costs for the operator itself are the same for trees and DAGs. However, the costs caused by the input can be different (due to sharing, as we will see below). Therefore, we only discuss how to calculate the costs caused by reading the input here. Note that this is only a problem for binary operators, as unary operators cannot construct DAGs (the input can be a DAG, but it can be treated as a scan with given costs). Therefore, the cost calculation requires a function

\[
\text{inputCosts}(\text{left}, \text{leftReads}, \text{right}, \text{rightReads}) : \text{cost}_t
\]

which calculates the costs of reading \text{left} \text{leftReads} times and \text{right} \text{rightReads} times. This function can then be used to calculate the costs for arbitrary binary operators.
7.1 Calculation for Trees

If it is clear that the operators actually form a tree (i.e. the two subgraphs are disjoint; they themselves may form a DAG) the costs can be computed easily: Just multiply the costs with the number of reads and take into account that the first read might be more expensive.

\[
\text{INPUTCOSTS}\text{TREE}(l, lReads, r, rReads) \\
1 \quad l\text{Costs} \leftarrow l\text{Reads} \star l\text{.costs.}\text{further} \\
2 \quad r\text{Costs} \leftarrow r\text{Reads} \star r\text{.costs.}\text{further} \\
3 \quad l\text{Delta} \leftarrow l\text{.costs.}\text{first} - l\text{.costs.}\text{further} \\
4 \quad r\text{Delta} \leftarrow r\text{.costs.}\text{first} - r\text{.costs.}\text{further} \\
5 \quad \text{result.}\text{further} \leftarrow l\text{Costs} + r\text{Costs} \\
6 \quad \text{result.}\text{first} \leftarrow l\text{Costs} + r\text{Costs} + l\text{Delta} + r\text{Delta} \\
7 \quad \text{return result} \\
\]

Here, \text{first} denotes the first construction of a result and \text{further} any further access to it.

7.2 Problems when using DAGs

This simple approach does not work for DAGs. Consider the DAG-structured query plan in Figure 7.1 (Γ is a group-by operator). Here, the cost of the final blockwise nested loop join (BNL) cannot be calculated in a straightforward top-down calculation. In particular, it cannot be determined by combining the cost of the two input operators. When the topmost join is treated like a normal join in an operator tree, the costs are overestimated, as the shared group-by operator is not taken into account. Since this operator serves two joins simultaneously, its costs should only be counted once. What
complicates the calculation even more is that the shared operator appears twice on the right-hand side of a nested loop and, therefore, is read multiple times. The actual number of reads can only be determined by looking at all operators occurring in the plan. This makes calculating the costs complex and expensive. Ideally, the cost calculation should touch each operator at most once (resulting in linear runtime) and require only constant additional memory in the plans, as memory is usually tight during plan generation. Achieving both at the same time is difficult, thus, we present three different cost algorithms in the next sections that choose different time/space trade-offs. We start with one that only requires constant additional space per operator but has an overall exponential worst-time complexity, over one that has a linear worst-case complexity (and is very fast) but requires additional memory, until we reach one that guarantees linear runtime with only constant additional memory.

7.3 Calculation for DAGs

For DAGs, the calculation is much more complex than for trees. Shared subgraphs that are read by multiple operators have to be taken into account. For the cost calculation, the actual number of passes (i.e. number of plan executions) has to be calculated, which can be lower than the number of reads in the case of sharing.

The main idea is to use a passes entry embedded in the plan state to keep track of the number of reads which is reset to zero after each cost calculation (it could also be stored in a side table just used for each calculation). The two input plans are traversed top-down. When visiting an operator for the first time, the costs are calculated as normal and the number of passes is stored. Further traversals can determine that the operator was already used and now only need to check if they require additional passes and calculate the costs accordingly. Some care is needed to accurately compute the number of passes, especially concerning (potential chains of) nested loops and materializing operators like temp.

\[
\begin{align*}
\text{inputCostsDAG}(l, l\text{Reads}, r, r\text{Reads}) \\
1 & \quad rc \leftarrow r.\text{rule.DAGCosts}(r, r\text{Reads}) \\
2 & \quad lc \leftarrow l.\text{rule.DAGCosts}(l, l\text{Reads}) \\
3 & \quad \text{reset passes to zero} \\
4 & \quad \text{result.first} \leftarrow lc.\text{first} + rc.\text{first} \\
5 & \quad \text{result.further} \leftarrow lc.\text{further} + rc.\text{further} \\
6 & \quad \text{return result}
\end{align*}
\]
Now the operator rules have to describe how the costs propagate through the operator tree. For the basic scan operations, this is trivial, it just needs to examine passes to detect shared subgraphs and to check if additional reads are required:

\[
\text{SCAN::dagCosts}(\text{plan}, \text{reads})
\]

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>if ( \text{plan.pASSES} = 0 )</td>
</tr>
<tr>
<td>2</td>
<td>then result ( \leftarrow ) I/O costs for ( \text{reads} ) passes</td>
</tr>
<tr>
<td>3</td>
<td>( \text{plan.pASSES} \leftarrow \text{reads} )</td>
</tr>
<tr>
<td>4</td>
<td>return result</td>
</tr>
<tr>
<td>5</td>
<td>if ( \text{reads} &gt; \text{plan.pASSES} )</td>
</tr>
<tr>
<td>6</td>
<td>then inc ( \leftarrow ) ( \text{reads} - \text{plan.pASSES} )</td>
</tr>
<tr>
<td>7</td>
<td>result.first ( \leftarrow ) ( \text{plan.cost.further} \ast \text{inc} )</td>
</tr>
<tr>
<td>8</td>
<td>result.further ( \leftarrow ) ( \text{plan.cost.further} \ast \text{inc} )</td>
</tr>
<tr>
<td>9</td>
<td>( \text{plan.pASSES} \leftarrow \text{reads} )</td>
</tr>
<tr>
<td>10</td>
<td>return result</td>
</tr>
<tr>
<td>11</td>
<td>return zero costs</td>
</tr>
</tbody>
</table>

Simple unary operators like a selection basically behave the same way, they pass the number of passes down to their children. Binary operators basically behave like unary operators. However, they have to visit both input operators. As will be discussed in the next paragraph, the order of traversal is actually important.

\[
\text{NESTEDLOOP::dagCosts}(\text{plan}, \text{reads})
\]

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>if ( \text{plan.pASSES} = 0 )</td>
</tr>
<tr>
<td>2</td>
<td>then result ( \leftarrow ) ( \text{r.rule.dagCosts}(\text{r, \text{reads} \ast \text{l.card}}) )</td>
</tr>
<tr>
<td>3</td>
<td>result ( \leftarrow ) result + ( \text{l.rule.dagCosts}(\text{l, \text{reads}}) )</td>
</tr>
<tr>
<td>4</td>
<td>( \text{plan.pASSES} \leftarrow \text{reads} )</td>
</tr>
<tr>
<td>5</td>
<td>return result</td>
</tr>
<tr>
<td>6</td>
<td>if ( \text{reads} &gt; \text{plan.pASSES} )</td>
</tr>
<tr>
<td>7</td>
<td>then result ( \leftarrow ) ( \text{r.rule.dagCosts}(\text{r, \text{reads} \ast \text{l.card}}) )</td>
</tr>
<tr>
<td>8</td>
<td>result ( \leftarrow ) result + ( \text{l.rule.dagCosts}(\text{l, \text{reads}}) )</td>
</tr>
<tr>
<td>9</td>
<td>( \text{plan.pASSES} \leftarrow \text{reads} )</td>
</tr>
<tr>
<td>10</td>
<td>return result</td>
</tr>
<tr>
<td>11</td>
<td>return zero costs</td>
</tr>
</tbody>
</table>

Note that the nested loop code shown can require an exponential runtime, as both input sources are visited (given a chain of nested loops where \( \text{left} = \text{right} \), this could result in a runtime of \( 2^n \)). However, only the right input source is actually read multiple times. By visiting the right input first, we make sure that the passes entry is set to a large value. Ideally, all further
Figure 7.2: A DAG requiring exponential runtime

visits require a lower or equal number of passes, resulting in a linear time consumption.

While this is true most of the time, some extreme trees indeed trigger the exponential behavior. An example for this is shown in Figure 7.2. Depending on the selectivities and the cardinalities of the relations, the left-hand side might actually read the shared operators more often than the right-hand side: Assume that $C$ consists of 100 tuples, $D$ of 1 tuple and $C \bowtie D$ of 10 tuples. During the cost calculation, $\bowtie_3$ is asked to calculate its costs. As its left-hand side consists of 10 tuples, it asks $D$ for the costs of reading $D$ 10 times. Afterwards, it asks $\bowtie_6$ for its costs, which determines that $D$ has to be read 100 times, which is larger than the previous value, requiring a revisit. The same situation can happen with $B$, visiting the right-hand side of $\bowtie_3$ twice and thus $D$ four times (as the revisit increases the passes entries in the whole subgraph). The same happens for $A$, which leads to eight accesses to $D$, doubling with each additional nested loop pair.

In reality, this kind of DAGs do not occur, resulting in linear runtime of $\text{INPUTCOSTS}_{\text{DAG}}$. However, as they might occur and it is unsatisfactory to have an exponential step during cost calculation, we present two algorithms with linear bounds in the next sections. However, these algorithms are more involved and slower for most DAGs. Therefore, it might be preferable to try the exponential algorithm first. Since the linear case visits each plan node at most twice, it is safe to abort the algorithm after visiting more than $2n$ operators and switch to a linear algorithm. This guarantees both good best case and worst case performance.
7.4 Calculation in Linear Time

The problem with the algorithm described above is that plan nodes are visited multiple times and require a retraversal of their children if the number of passes increases. This potentially triggers a cascade of retraversals. Actually, this is not required. We now present an algorithm that computes the costs in quadratic time. This algorithm can then be transformed into an algorithm requiring linear time.

The operators that (potentially indirectly) produce the input of a certain operator \( o \) can be divided in two groups: The first group of operators is executed a constant number of times, independently of the actual number of reads of the output of \( o \). The usual reason for this is that they are placed below memoizing operators like temp. The second group of operators is executed a number of times proportional to the number of reads of the output of \( o \). It does not matter if these operators are read multiple times themselves, doubling the number of reads of \( o \) also doubles the number of reads of these operators. Note that these groups may overlap, as shared operators might be read both a fixed and a proportional number of times.

This observation leads to an algorithm that computes the costs in quadratic time and space. The idea is to compute the list of operators read in a partial plan together with the number of fixed and proportional reads for each operator. For each operator, the list contains all operators occurring in its input together with the number of times these operators are read, broken down into a fixed and a proportional part. Thus, the list at the root of a DAG contains the number of reads for each operator in the DAG. The lists can be efficiently build bottom-up: For scans and unary operators this is trivial, binary operators can compute it by merging the lists of their two input operators. By using an arbitrary fixed total ordering of the operators, this merge can be done very efficiently, resulting in a total runtime of \( O(n^2) \).

The algorithm is shown below, it stores the lists as \( \text{reads} \) in each partial plan. Note that the algorithm creates a temporary plan node as the root of the two input operators that behaves like a nested loop join with a given number of passes over each side. This is not strictly necessary, but avoids adding a special case to order the left and the right side. Besides, we use the function \( \text{LOCALCOSTS} \) to calculate the costs for \( n \) reads of one operator without the costs of its input.

\[
\text{INPUTCOSTSQUADRATIC}(l, l\text{Reads}, r, r\text{Reads})
\]

1. \( \text{root} \leftarrow \text{create a new } \text{NLJOIN}(l, l\text{Reads}, r, r\text{Reads}) \)
2. \( \text{list} \leftarrow \text{topological sort of } \text{root} \text{ and its subgraph} \)
3. \( \text{for each } p \text{ in list (backwards)} \)
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do p.rule.buildReadOperators(p)

result ← zero costs
for each t in root.readOperators
do calls ← t.fixed + t.proportional
result ← result + t.part.LOCALCOSTS(calls)
return result

We assume that the list of read operators consists of triplets [part, fixed, proportional], where part specifies the plan part, fixed the fixed number of reads of this plan part and proportional the number of reads that is proportional to the number of reads of the operator itself. For scans, the list of read operators is simply empty:

TABLEScan::buildReadOperators(p)
1 p.reads ← <>

Simple unary operators like a selection just copy the list of their input and add the input itself:

SELECT::buildReadOperator(p)
1 p.reads ← merge(p.input.reads, < [p.input, 0, 1] >)

Materializing operators like a temp operator behave in the same way, but they change the proportional number of reads into a fixed number of reads:

TEMP::buildReadOperator(p)
1 p.reads ← merge(p.input.reads, < [p.input, 0, 1] >)
2 for each t in p.reads
3 do t.fixed ← t.fixed + t.proportional
4 t.proportional ← 0

Joins merge the lists of their input operators, adjusting the number of reads if required:

NESTEDLoop::buildReadOperators(p)
1 lReads ← merge(p.left.reads, < [p.left, 0, 1] >)
2 rReads ← merge(p.right.reads, < [p.right, 0, 1] >)
3 for each t in rReads
4 do t.proportional ← t.proportional * p.left.card
5 p.reads ← merge(lReads, rReads)

Finally, the merge step simply merges the lists by taking the maximum
of proportional and fixed:

\[
\text{MERGE}(l, r)
\]

1. \[\text{result} \leftarrow<>\]
2. \[\text{while } |l| > 0 \land |r| > 0\]
3. \[\text{do } hl \leftarrow \text{first entry of } l\]
4. \[hr \leftarrow \text{first entry of } r\]
5. \[\text{if } hl.part < hr.part\]
6. \[\text{then } \text{result} \leftarrow \text{result} \circ [hl] >\]
7. \[l \leftarrow l \setminus [hl] >\]
8. \[\text{if } hl.part > hr.part\]
9. \[\text{then } \text{result} \leftarrow \text{result} \circ [hr] >\]
10. \[r \leftarrow r \setminus [hr] >\]
11. \[\text{if } hl.part = hr.part\]
12. \[\text{then } f \leftarrow \max(hl.fixed, hr.fixed)\]
13. \[p \leftarrow \max(hl.proportional, hr.proportional)\]
14. \[\text{result} \leftarrow \text{result} \circ [hl.part, f, p]\]
15. \[l \leftarrow l \setminus [hl] >\]
16. \[r \leftarrow r \setminus [hr] >\]
17. \[\text{return } \text{result} \circ l \circ r\]

So the algorithm scans the operator DAG in a bottom-up way to determine the operators transitively consumed by each operator. In the worst case, the plan is a list (e.g. \(n\) selections), resulting in quadratic runtime.

A nice property of this algorithm is that the reads lists do not depend on the parents of an operator and never change. Therefore, the lists can be maintained incrementally during plan generation, resulting in amortized linear runtime for each cost calculation but quadratic space. This also eliminates the need for the topological sort, as the plans are constructed bottom-up anyway (even during a top-down search).

### 7.5 Calculation in Linear Time and Space

The algorithm described in Sec. 7.3 does not need any additional memory besides linear space on the stack, but might require exponential runtime. The algorithm described in Sec. 7.4 guarantees linear time, but requires quadratic space. We now describe an algorithm that requires both linear time and space, with only somewhat larger constants than the algorithm requiring quadratic space.

The only reason why the first algorithm is exponential instead of linear
is that a plan node might be visited again with a \textit{reads > passes}. If we can always guarantee that this does not happen, each node is visited at most twice, resulting in a linear runtime.

This can be achieved by visiting the plan nodes in topological order: Each plan node passes the number of reads down to its children (iteratively, not recursively). Since the nodes are visited in topological order, the number of reads does not increase after the node is visited, resulting in linear time and only requiring linear space for the topological sort. The only disadvantage is that the topological sort has to be repeated for each cost calculation. Although this can be done in linear time, it results in larger constants than the incremental approach described in the previous section.

7.6 Comparison

Experiments have shown that the incremental list algorithm is clearly the fastest. However, it requires a quadratic amount of space, which is quite large: For 1000 operators, it needs 19 MB and for 10000 operators 1.9 GB! While the more realistic example of 50 operators only requires 48 KB, this is still 1 KB per partial plan, which is too much for today’s main memory. So while the incremental list algorithm is the fastest, its space requirements will probably prevent its usage in the near future.

The other algorithms are somewhat slower but only require constant additional memory. Most of the time the exponential algorithm was faster than the linear algorithm, as non-linear runtime is unlikely. For plans with 100 operators, the exponential algorithm was about twice as fast as the linear algorithm on average, and even the non-linear case was slower only about a factor of 10. The linear algorithm is a safe choice, but trying the exponential algorithm first and using the linear algorithm as fallback, as discussed in Sec. 7.3, is probably the fastest choice.

7.7 Full Algorithm

Regardless of the actual algorithm used, calculating the costs of a DAG is much more expensive than calculating the costs of a tree. Therefore, the cost model should avoid this expensive step whenever possible. This leads to the following cost function:

\begin{verbatim}
INPUTCOSTS(l, lReads, r, rReads, alternatives)
  1  if  the subgraphs of l and r are disjoint
  2  then return INPUTCOSTTREE(l, lReads, r, rReads)
\end{verbatim}
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At first, the algorithm checks if the input plans overlap. This can be done easily by inspecting if the sharing properties of the input plans overlap, as they mark sharable operators present in the graphs. If they do not overlap, we have the cheap tree case. Otherwise, we can compute a lower bound for the actual costs by taking the maximum costs of each input. If this lower bound is already dominated by a known alternative, the cost calculation can be canceled. Only if the plan seems interesting, the expensive calculation is performed.

Note that the tree costs can always be used as an upper bound. This is useful e.g. for bounds based pruning.
8 Execution

After discussing the creation of DAG-structured query plans, we briefly cover the execution of these plans. Using DAGs optimally, i.e. sharing intermediate results without additional costs (e.g. for materializing intermediate results) for any kinds of plans, requires changes to the runtime system. Limited forms of DAGs can be executed easier, we therefore first discuss different execution strategies and then show how a generic DAG support can be implemented.

8.1 Execution Strategies

While a direct execution of a DAG-structured query plan is usually not possible in a classical database management system, there still exist strategies to execute these plans, even in a system designed for trees. In the following, we present some of these strategies, beginning with the least invasive and ending with a very invasive but also very efficient execution strategy. As an illustrating example, we use the execution plan shown on the left-hand side of Figure 8.1.

8.1.1 Using Trees

The simplest way to execute a DAG-structured query plan is to first convert it into a tree. This is done bottom-up by creating a copy of every shared tree until all trees have unique parents. For our example, the result is shown in the second column of Figure 8.1. This strategy is not really an option. While it can handle arbitrary plans, it eliminates all advantages of the original DAG plan.

8.1.2 Using Temp

The reason why a normal database system cannot execute DAGs directly is that the same data has to be read multiple times by different consumers,
which does not work if the data is only passed between operators. However, what these systems usually support is reading the same data for different consumers if the data is stored on disk (e.g. in a (temporary) relation). This can be used to execute DAGs: Every operator that is read by multiple operators must be a scan (that is a relation, an index or a \texttt{temp} operator that spools its input to disk). The transformed plan for our example is shown in the third column of Figure 8.1: Both the output of the group-by and the output of the selection are spooled to disk, as they are read by multiple operators. While this strategy is often better than converting the DAG into a tree, the overhead for the \texttt{temp} operator is considerable. For the group-by in our example it might be still be advantageous (as a group-by is expensive and also reduces the cardinality), but for the selection it is probably not.

\subsection{Share Only Materializing Operators}

Using \texttt{temp} is expensive due to spooling, however, many operators (especially the expensive ones) spool the result or at least intermediate results to disk anyway: The sort or group-by operator, for example, have to go to disk if the data is too large, otherwise they keep the whole data in memory. In both cases, it is possible to compute the result multiple times without reading the input multiple times. The operators that do not spool to disk are usually much cheaper (but beware, a counter example is given below) and can, therefore, be executed multiple times without too much additional work. So this strategy is a combination of the previous two strategies: Shared operators that materialize their result can be shared directly and the other operators must be duplicated. The result for our example can be seen in the fourth column of Figure 8.1. This approach avoids the overhead of \texttt{temp} operators.
and still allows for sharing partial results. While some minor modifications might be required to allow for multiple readers of operators, this strategy is probably the best compromise possible without major changes in an existing database management system. The disadvantage is that not all operators can be shared. While most of the operators that do not materialize are cheap, some can be very expensive (e.g. a djoin). Then it might make sense to add a temp operator, of course with the same overhead as in the previous strategy.

### 8.1.4 Parallel Execution

A completely different evaluation strategy that also supports DAGs is the parallel execution of operators: If every operator is a separate process (possibly even on a different computer), multiple readers are usually not a problem: As they have to synchronize their work anyway, either by a simple rendezvous protocol or by some more elaborate means, synchronizing with more than one reader is not very different. This kind of execution has been done in the past by distributed or parallel systems [12]. The disadvantage of this strategy is that overhead for passing data between operators is quite high. This might not be a problem for distributed or parallel systems, but for a single processor system executing the plans in this way is quite wasteful. And even for a distributed system it makes sense to execute the local part of a plan with reduced overhead.

### 8.1.5 Pushing

The main problem with executing DAGs is that the same data is consumed by multiple operators. Using the standard iterator model [22], this means that multiple consumers want to iterate over the same data independently, which usually cannot be done without buffering or spooling. This problem can be avoided by reversing the control flow: Instead of the operators iterating over their input, the input ”pushes” the data up the DAG, i.e., when an operator has produced some data, it hands it to all its consumers at the same time. This is shown on the right-hand side of Figure 8.1. When using a push model, an arbitrary number of consumers can be served at the same time without any buffering or spooling. In a way, this is similar to the rendezvous protocol used for parallel execution, as each operator notifies its consumers of available data. The great advantage of the push model is that DAGs with arbitrary operators can be handled with minimal overhead and without copying data.
8.2 Pushing Tuples Up

The standard interface offered by algebraic operators basically consists of open/next/close methods that allow for iterating over the data, pulling the data on demand. This is not well suited for DAGs, as operators that share an input operator steal tuples from each other.

When the data is pushed bottom-up instead of pulled, the operators can no longer request data from their input. Instead, they have to wait for events, either that new data has arrived (which is then processed, potentially creating new events) or that all data has been produced and the computation can be finished. A similar strategy has been proposed in the context of XQuery processing [6]. In our approach the operators provide two callback methods for notification: dataEvent is called when a new tuples is available, and endOfDataEvent is called when an input is exhausted. When an operator has produced a tuple, it calls the dataEvent method of all its consumers; including a parameter source specifying the producing operator. Similarly, the endOfDataEvent method is used to notify the end of data.

The main problem of the push model is the control flow. First it has to determine which operator should produce data first. Then this operator pushes data up to its consumers, until, e.g., a join decides that another operator should produce data. Now the control flow should change, but the current operator might not be finished yet, so the control flow might change back to the current operator later on. The implementation sketched here uses an explicit scheduling mechanism that solves the control flow problems. Although this provides a push model, the scheduling itself is done in a very pull-like way (as we will see below). Therefore, we called this method ”push by pull”.

The operators receive data as events and they produce new data, creating events for other operators. This results in a very complex control flow. It can be formulated easily by explicitly scheduling the events. For example, it would be possible to organize all events in a priority queue using some criteria and during query processing always remove the most important event, activate the corresponding operator and enqueue the newly produced events. Such a scheme allows for arbitrarily complex data flow, and is easy to implement. However, the overhead is very high compared with pull model: the data associated with the data events has to be materialized if operators place more than one event at the same time into the queue and also the queue management itself consumes CPU.

To avoid this overhead, we restrict the scheduling in two ways. First, operators only produce new data events after their existing data events have been consumed (this avoids materializing intermediate results). Second, the
control flow changes only if it has to because of missing data (this reduces the scheduling costs). In practice, this means that operators trigger their consumers (with a direct method call) as long as possible. For example, consider a blockwise nested loop join between two tables. The left scan starts producing data and pushes it into the join. The join consumes this data (by storing it in a buffer), but otherwise does nothing and allows the scan to continue producing data as long as the buffer is not full. If the buffer is full, the right scan must produce data, which means that the left scan must stop. Thus, when handling an event, an operator reports if its producer should stop or continue producing data. If the producer stops, a scheduling component selects the next operator that should produce data.

This model requires a slightly more complex interface than sketched above. First, there is a separate scheduling component: The scheduler selects an operator that should produce data and this operator pushes its data up to its consumers. Second, the event methods (DATAEVENT / ENDOF- DATAEVENT) can return a boolean value. If one operator requires a reschedule because it needs input from some other operator, it simply returns false as the result of an event. If the event was created from within another event method, this method also returns false etc., until the control flow reaches the scheduler which triggered the first event. The scheduler now selects the next operator and data is produced until the next reschedule is required etc. This way, the scheduler is only activated as needed, reducing the overhead to a minimum. The extended interface is shown below:

Operator

\[\text{activateNext} : \text{Operator} \]

\[\text{activate} (\text{source}, \text{newSource} : \text{Operator}) : \text{boolean} \]

\[\text{REPORTDATA}() : \text{boolean} \]

\[\text{REPORTENDOFDATA}() : \text{boolean} \]

\[\text{DATAEVENT} (\text{source} : \text{Operator}) : \text{boolean} \]

\[\text{ENDOFDATAEVENT} (\text{source} : \text{Operator}) : \text{boolean} \]

\[\text{STARTPUSH}() : \text{void} \]

The attribute activateNext is a hint for the scheduler: if it is set it points to the operator that should be activated instead of this operator (which usually means that the other operator has to produce data for the current operator first). It is set by the activate method, that activates a requested operator:

\[\text{OPERATOR}::\text{activate} (\text{source}, \text{newSource}) \]
activateNext ← newSource
return source = newSource

It sets activateNext and checks if the requested operator is the same as the source of the current event. If not, it returns false, which causes all callers to drop back to the scheduler, which can now activate the proper operator.

When an operator creates new data or reaches the end of data, it has to notify its consumers. This is done by the small helper functions REPORT-DATA and REPORTENDOFDATA that trigger the corresponding events in the consumers of the current operator. If any of the event functions return false (i.e. request a reschedule), the report functions also return false, which triggers a fallback to the scheduler. The pseudo code is shown below:

Operator::reportData()
1 result ← true
2 for each c in consumers
3 do if c.DATAEVENT(this) = false
4 then result ← false
5 return result

The REPORTENDOFDATA function is nearly identical, it calls ENDOFDATAEVENT instead and clears activateNext, as no input is required after all data has been produced.

The DATAEVENT and ENDOFDATAEVENT functions were already discussed in above, the additional return value is used to request a reschedule. The new STARTPUSH method is called by the scheduler if it determines that the operator should start producing data.

To illustrate the mechanism, consider the following simple selection operator:

Selection::dataEvent(source)
1 if the data satisfies the predicate
2 then if reportData() = false
3 then return false
4 return activate(source, input)

Selection::endOfDataEvent(source)
1 while true
2 do if reportEndOfData() = false
3 then return false

Selection::startPush()
1 activate(NIL, input)
For a selection the `startPush` method makes no sense, as it always requires data. It simply activates its input. If it gets data, it checks the predicate, and if this is satisfied, it pushes the data up using `reportData`. If one of its consumers requests a reschedule, it drops back to the scheduling component, otherwise it uses `activate` to request more data. If it gets an end of input event, it simply pushes this fact upwards until some operator requests a reschedule.

Binary operators are more complex. We consider here a simple hash join:

```java
HashJoin::dataEvent(source)
1   if source = left
2      then store the data in the left hash table
3      return activate(source, left)
4   if source = right
5      then store the data in the right hash table
6      return activate(source, right)
```

```java
HashJoin::endOfDataEvent(source)
1   if source = left
2      then return activate(source, right)
3   if source = right
4      then activateNext ← NIL
5      join the hash tables
6      for all matches
7         do if reportData() = false
8             then return false
9      while true
10     do if reportEndOfData() = false
11        then return false
```

```java
HashJoin::startPush()
1   if already joining
2      then continue joining the hash tables
3      for all matches
4         do if reportData() = false
5             then return
6
7 activate(NIL, left)
```

The `dataEvent` and `endOfDataEvent` methods simply store the incoming data in the hash table and perform the join. The only interesting
detail is that `activateNext` is reset before joining the hash tables, as the operator does not need input anymore. The `startPush` method is called when the scheduler has determined that the operator should produce data. Then, there are two cases: Either the operator is already joining the entries of the hash table (in which case it continues to do so), or it requires more input, in which case it activates its left input operator (this is somewhat arbitrary, it could start with the right hand side as well).

The scheduling component required is very simple, it just tries to activate the root of the query plan until the whole result has been produced:

```c
while root did not get an end of data event
  do iter ← root
     while iter.activateNext ≠ NIL
        do iter ← iter.activateNext
     iter.startPush()
```

This causes the pull-like scheduling: When an operator needs input from another operator, it sets `activateNext` and falls back to the scheduler. This causes an execution order similar to the pull model.

### 8.2.1 Scheduling

While the scheduling algorithm shown above works, it is very simple. It does not try to satisfy any goal besides correctness, especially it ignores any resource consumption. However, when a query plan includes pipeline breakers, there are usually different scheduling alternatives. For example, the hash join shown above could fall back to the scheduler after getting all data instead of directly producing matches. Then, all input operators for the join could release their resources, the scheduler could activate some other part of the query plan, and later on the join would be activated again to produce the matches for another operator. This might result in a much more conservative resource usage, especially for main memory.

In this work we concentrated on query optimization and, therefore, ignored more advanced scheduling techniques, but if the runtime system uses explicit scheduling anyway, it might be worthwhile to make use of it.

More on scheduling as well as on the implementation of other physical operators can be found in [25].
9 Evaluation

In the previous sections, we discussed several aspects of optimizing DAG-structured query graphs. However, we still have to show three claims: 1) creating DAG-structured query plans is actually beneficial, 2) situations where DAGs are beneficial are common and not constructed, and 3) the overhead of generating DAG-structured plans is negligible. Therefore, we present several queries for which we create tree-structured and DAG-structured query plans. Both the compile time and the runtime of the resulting plans are compared to see if the overhead for DAGs is worthwhile. All experiments were executed on a 2.2 GHz Athlon64 system running Windows XP. The plans were executed using a runtime system that could execute DAGs natively [25].

Each operator (join, group-by etc.) is given 1MB buffer space. This is somewhat unfair against the DAG-structured query plans, as they need fewer operators and could therefore allocate larger buffers. But dynamic buffer sizes would affect the cost model, and the space allocation should probably be a plan generator decision. As this is beyond the scope of this work, we just use a static buffer size here.

As a comparison with the state of the art in commercial database systems, we included results for DB2 9.2.1, which factorizes common subexpressions using materialization of intermediate results. As we were unable to measure the optimization time accurately enough, we only show the total execution time (which includes optimization) for DB2.

9.1 TPC-H

The TPC-H benchmark [37] is a standard benchmark to evaluate relational database systems. It tests ad-hoc queries which result in relatively simple plans allowing for an illustrative comparison between tree- and DAG-structured plans. We used a scale factor 1 database (1GB).

Before looking at some exemplary queries, we would like to mention that
queries without sharing opportunities are unaffected by DAG support: The plan generator produces exactly the same plans with and without DAG support, and their compile times are identical. Therefore, it is sufficient to look at queries, which potentially benefit from DAGs.

**Query 11**

Query 11 is a typical query that benefits from DAG-structured query plans. It determines the most important subset of suppliers’ stock in a given country (Germany in the reference query). The available stock is determined by joining `partsupp`, `supplier` and `nation`. As the top fraction is requested, this join is performed twice, once to get the total sum and once to compare each part with the sum. When constructing a DAG, this duplicate work can be avoided. The compile time and runtime characteristics are shown below:

<table>
<thead>
<tr>
<th></th>
<th>tree</th>
<th>DAG</th>
<th>DB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>compilation [ms]</td>
<td>10.5</td>
<td>10.6</td>
<td>-</td>
</tr>
<tr>
<td>execution [ms]</td>
<td>4793</td>
<td>2436</td>
<td>3291</td>
</tr>
</tbody>
</table>

While the compile time is slightly higher when considering DAGs (profiling showed this is due to the checks for share equivalence), the runtime is much smaller. The corresponding plans are shown in Fig. 9.1: In the tree version, the relations `partsupp`, `supplier` and `nation` are joined twice, once to get the total sum and once to get the sum for each part. In the DAG version, this work can be shared, which nearly halves the execution time. DB2 performs between these two, as it reuses intermediate results but uses a temp operator to support multiple reads.

Figure 9.1: Execution plans for TPC-H Query 11
Query 2

Query 2 selects the supplier with the minimal supply costs within a given region. Structurally, this query is similar to Query 11, as it performs a large join twice, once for the result and once to get the minimum. However, it is more complex, as the nested minimum query depends on the outer query. We assume that the rewrite step unnests the query (by grouping and using a join), but still the nested query lacks a relation used in the outer query, which prevents sharing the whole join. To allow for greater sharing, the relation (and the corresponding predicates) can be re-added by a magic set like transformation [24]. Here, we consider three alternatives: Normal tree construction, DAG construction and DAG construction with rules for magic set transformation enabled. Compile time and runtime are shown below.

<table>
<thead>
<tr>
<th></th>
<th>tree</th>
<th>DAG</th>
<th>DAG + magic set</th>
<th>DB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>compilation [ms]</td>
<td>9.3</td>
<td>9.2</td>
<td>9.7</td>
<td>-</td>
</tr>
<tr>
<td>execution [ms]</td>
<td>11933</td>
<td>7480</td>
<td>3535</td>
<td>8705</td>
</tr>
</tbody>
</table>

The compile times for tree and DAG are about the same (the DAG is slightly faster, as it can ignore some dominated alternatives), while the magic set variant is about 5% slower due to the increased search space. The runtime behavior of the alternatives is very different. Fig. 9.2 shows the plans. The tree variant simply calculates the outer query and the nested query independently and joins the result. The DAG variant tries to reuse some intermediate results (reducing the runtime by 37%). It still performs most of the joins in both parts, as the subqueries are not identical. It would be possible to share more by applying the join with part later, but this does not pay off due to selectivity of the join. When using the magic set transformation, large parts of the query become equivalent, which results in much greater sharing and also reduced aggregation effort. The consequence is a runtime reduction by 70% compared to the tree variant. DB2 performs better than the tree plan (again due to materializing intermediate results), but worth than both DAG plans.

9.2 Bypass Plans

Bypass plans [4] use a DAG structure to efficiently handle disjunctive queries. For example, we assume that we want to find all orders that are either finished or of which at least one item is finished. The SQL representation is shown in Fig. 9.3. Note that for this very simple query, plan generation is basically pointless (compile time < 0.1ms), as few alternatives exist. The main work
Figure 9.2: Execution plans for TPC-H Query 2

\[
\text{select } * \\
\text{from } \text{order} \\
\text{where } \text{o_orderstatus} = 'F' \text{ or} \\
\text{exists} \text{(select } * \\
\text{from } \text{lineitem} \\
\text{where } \text{l_linestatus} = 'F' \text{ and} \\
\text{l_orderkey} = \text{o_orderkey})
\]

is done during query rewrite. The compile time and runtimes are:

<table>
<thead>
<tr>
<th></th>
<th>tree</th>
<th>tree</th>
<th>DAG</th>
<th>DB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>compilation [ms]</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
<td>-</td>
</tr>
<tr>
<td>execution [ms]</td>
<td>46683</td>
<td>25273</td>
<td>22450</td>
<td>&gt; 5 min</td>
</tr>
</tbody>
</table>

Figure 9.4: Execution plans for Fig. 9.3

The direct translation of the SQL query into an execution plan would require a dependent join. We did not consider this alternative here, as a dependent join of \text{order} and \text{lineitem} would be prohibitively expensive. Instead, the \text{exists} expression is unnested and converted into a semi-join. As the other part of the disjunctive condition also has to be checked, the parts are evaluated independently and the results are combined. The resulting
plan is shown on the left-hand side of Fig. 9.4. The approach has two disadvantages: First, it requires an expensive duplicate elimination and second, it performs the join for tuples that have already qualified. Both problems can be avoided by negating the first condition in the second branch, which guarantees non-overlapping results (second column of Fig. 9.3). This transformation greatly reduces the runtime of the query, but is not trivial to do for all queries: Consider a query with two disjunctive \texttt{exists} conditions. In this case, negating the condition in the second branch would be prohibitively expensive. A more flexible approach is to use bypass plans which evaluate the first condition, return all qualifying tuples as result and pass only the other tuples to the second part of the evaluation plan (right-hand side of Fig. 9.3). This is even faster than the second approach and can be used efficiently even for very expensive conditions.

9.3 Conclusion

The experiments have shown that by considering sharing intermediate results, the compile time is mainly unaffected. It is somewhat affected when additionally magic sets are used (Query 2). Still, the compile time is negligible and clearly dominated by the runtime. The runtime effect of DAG support is non-negligible, as sharing can drastically reduce the runtime of many queries.

In fact, DAGs can be considered a clear win over tree-structured query plans. The compile time costs are minimal, the resulting plans are never worse than tree-structured plans, and often the plans are much better than the equivalent tree-structured plans.

9.4 Related Work

We already mentioned related work about different DAG problems in Sec. 2.3. Therefore, we concentrate on related work that concerns generic DAG construction here. Very few papers about generating DAG-structured query graphs exist and the techniques described there have a very limited scope. A Starburst paper mentions that DAG-structured query graphs would be nice, but too complex [17]. A later paper about the DB2 query optimizer [11] explains that DAG-structured query plans are created when considering views, but this solution uses buffering. Buffering means that the database system stores the intermediate result (in this case the view) in a temporary relation, either in main memory or on disk if the relation is too big. This buffering is
expensive, either because it consumes precious main memory which could be used for other operators or – even worse – because the data has to be spooled to disk. Besides, DB2 optimizes the parts above and below the buffering independently, which can lead to suboptimal plans. Although not optimal, this is still a useful optimization and probably state of the art in commercial database management systems. Similar techniques are mentioned in [2, 9].

The Volcano query optimizer [12] can generate DAGs by partitioning data and executing an operator in parallel on the different data sets, merging the result afterwards. Similar techniques are described in [13], where algorithms like select, sort, and join are executed in parallel. However, these are very limited forms of DAGs, as they always use data partitioning (i.e., in fact, one tuple is always read by one operator) and sharing is only done within one logical operator.

A plan generator that explicitly handles DAG constructions is described in [31]. It uses a two-step approach that reduces the problem of generating DAGs to the problem of generating trees. In the first step, the query is analyzed, and all operators that might be shared are determined. Then, the subset of operators that should be shared is determined (either by exhaustive search or by using some heuristics, which might require running the following steps multiple times) and the shared operators are duplicated. The duplicates provide the same properties as the original operator, but report their costs as zero, so that additional consumers produce no costs. Then, a normal tree-based plan generation is performed. Last, in the result, the duplicates are merged back into the original operator. This results in a cost-based DAG generation, but the approach has some drawbacks. First, it is unfortunate that the selection of shared operators has to be done beforehand, as this requires running the expensive plan generation step multiple times. This selection cannot be omitted easily (e.g. by assuming that all possible operators are shared), as some operators are alternatives (i.e. only one of them makes sense). For example, when considering materialized views, either a scan over the materialized view and a plan to recalculate the view could be used. If the view is read several times, both alternatives are duplicated to enable sharing. By producing too many duplicates, the plan generator will choose the duplicates without the original operators, as they pretend to cause no costs. Second, the concept that additional consumers cause no costs is only valid if the plan generator does not consider nested loops. If data is read multiple times, the plan generator has to determine the maximum number of reads, and in the model described above the duplicates can be read an arbitrary number of times without causing costs. This severely underestimates costs, especially for very expensive operators. And nested loops cannot be completely avoided, as both dependent joins and joins with
non-equijoin predicates (e.g. \texttt{a like b}) use them.

A later publication [32] by the same author considers DAG construction in the context of multi-query optimization: It first constructs the optimal individual execution plans, identifies common fragments in these plans, considers the effect of materializing them and repeats the process. This results in a cost based DAG generation, but separates the optimization itself from DAG construction. Another interesting approach is [5]. It also considers cost-based DAG construction for multi-query optimization. However, its focus is quite different. It concentrates on scheduling problems and uses greedy heuristics instead of constructing the optimal plan. A recent publication that considers DAGs for single query optimization is [40] that runs the optimizer repeatedly and uses view matching mechanisms to construct DAGs by using solutions from the previous runs. Finally, there exist a number of papers that consider special cases of DAGs, e.g. [5, 38, 1]. While they propose using DAGs, they either produce heuristical solutions or do not support DAGs in the generality of the approach presented here.

9.5 Conclusion

We presented the first plan generator which exploits the full potential of shared subplans by being able to explore the complete search space. Up to now, the state of the art has been to introduce sharing only in special (hand-crafted) cases either before or after, but never during plan generation.

As we have seen, generating DAG-structured query evaluation plans is not easy. First, blindly applying well-known algebraic equivalences in the context of DAG-structured plans easily leads to incorrect plans, i.e. plans that are not equivalent to the original query. To overcome this problem, we introduced the novel notion of \textit{share equivalence} and saw that it is orthogonal to the standard notion of equivalence. Rules to reason about share equivalence made this hard to decide notion manageable for the plan generator.

To alleviate the problem of generating incorrect plans while still being able to build upon well-known algebraic equivalences, we separated regular equivalence and share equivalence. The former notion is applied only to logical plans which thus remain tree-structured. Reasoning about sharing is moved exclusively to the physical level. The central idea here was to annotate sharing possibilities explicitly and let the plan generator reason about them. To make this more efficient, plans are grouped into equivalence classes where those plans leading to the same sharing possibilities find themselves in the same class. Thereby, the reasoning step was reduced to a simple and efficient rewrite of the optimization goal. The resulting plan generator is the
first one that guarantees two important features: (1) all sharing possibilities are detected and considered, and (2) the resulting plan is guaranteed to be optimal. Finally, experiments demonstrated that compared to generating tree-structured plans, the plan generation overhead is negligible, while the gains during query execution are tremendous.

There is plenty of room for future research. Let us mention just two important areas. The first is to develop and explore more optimization techniques that inherently require DAG support. With bypass plans, we have already seen an example of them. The second area where DAGs play a crucial role is stream processing.
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