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Abstract

The simultaneous rigid $E$-unification problem arises naturally in theorem proving with equality. This problem has recently been shown to be undecidable. This raises the question whether simultaneous rigid $E$-unification can usefully be applied to equality theorem proving. We give some evidence in the affirmative, by presenting a number of common special cases in which a decidable version of this problem suffices for theorem proving with equality. We also present some general decidable methods of a rigid nature that can be used for equality theorem proving and discuss their complexity. Finally, we give a new proof of undecidability of simultaneous rigid $E$-unification which is based on Post's Correspondence Problem, and has the interesting feature that all the positive equations used are ground equations (that is, contain no variables).
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1 Introduction

Simultaneous rigid \( E \)-unification, which is related to theorem proving with equality, has recently been shown to be undecidable. However, we show that in many common cases of interest, this problem is decidable and of reasonable complexity. We also present some decidable rigid inference systems that can substitute for simultaneous rigid \( E \)-unification, in a certain sense. Although first-order logic is not decidable, it is possible to use decidable techniques as part of a method for theorem proving in first-order logic with equality. Finally, we give another undecidability proof for simultaneous rigid \( E \)-unification based on Post’s Correspondence Problem.

Simultaneous rigid \( E \)-unification is related to the matings method of Andrews [1] as well as to the connection framework of Bibel [6]. In fact, [6] presents methods closely related to rigid \( E \)-unification. Rigid \( E \)-unification is also used as a way to incorporate equality into the semantic tableau framework [11] for theorem proving. For simplicity, we discuss this problem in the context of sets of clauses, although the semantic tableau framework is more general and the original paper of Andrews [1] considers a more general structure of formulas (negation normal form) which has certain advantages.

The organization of this paper is as follows. In section 2, we discuss the rigid approach to first-order theorem proving in the absence of equality. In section 3, we discuss rigid theorem proving with equality, and define the simple and simultaneous rigid \( E \)-unification problems. We also give the NP-completeness proof for simple rigid \( E \)-unification. The simultaneous problem, however, is of the most interest for first-order logic with equality. Since the general problem is undecidable, we give some decidable special cases of it in section 4. These involve unit equations and Horn clauses. We also give a fully general method based on case analysis, but it involves an explicit enumeration of terms, which is often inefficient. In section 5, we give a fully general path-based method for equality in the context of rigid \( E \)-unification. This method avoids the explicit enumeration of terms, and relies instead on unification. Some modifications of this method are also presented, and complexity analyses of some of the methods are given. Another paramodulation-based rigid approach to equality reasoning is given in section 6, and a set of clauses is also given that illustrates some of its properties. In section 7, we discuss some theoretical questions related to the sizes of the amplifications needed for various methods, and a number of open problems are presented. Finally, in section 8, we present a new proof of the undecidability of the general problem of simultaneous rigid \( E \)-unification. In fact, we show that the special case of positive ground equations is still undecidable, and that for undecidability one needs only six simple rigid \( E \)-unification problems. This proof makes use of a reduction from Post’s Correspondence Problem.

2 Paths and Spanning Sets

Rigid approaches to theorem proving make use of amplifications, paths, and spanning sets, which we now define. We restrict our attention to first-order logic. In addition, although rigid methods are often used for non-clausal theorem proving, we restrict our attention to sets of clauses, both for simplicity and also to bring out the underlying ideas. An amplification of a set \( S \) of clauses is a set \( T \) of clauses including one or more copies of each clause in \( S \), with variables renamed so that each variable appears in at most one clause in \( T \). Thus if \( S = \{ C[x, y], D[u, v] \} \), then \( \{ c[x, y], C[x', y], D[u, v] \} \) is an amplification of \( S \). Of course, there are also many other amplifications.

The following result is an immediate consequence of Herbrand’s theorem:
Theorem 2.1 A set $S$ of clauses of first-order logic is unsatisfiable if and only if there exists an amplification $T$ of $S$ and a substitution $\Theta$ such that $T\Theta$ is ground and unsatisfiable.

However, given an amplification $T$, it is not clear how one decides if such a substitution $\Theta$ exists, other than by enumerating all substitutions. The matings (connection graph, Prawitz [20]) methods have been developed for this purpose. These involve paths and spanning sets, which we now define.

If $S$ is a set $\{C_1, C_2, \ldots, C_n\}$ of clauses where all $C_i$ are distinct, then a path in $S$ is a set $\{L_1, L_2, \ldots, L_m\}$ of literals such that $L_i \in C_i$ for all $i$, $1 \leq i \leq n$.

A pair is a set of two elements.

A set $Sp$ of pairs of literals is a spanning set for a set $T$ of clauses if for every path $P$ in $T$, there is a pair $p$ in $Sp$ such that $p$ is a subset of $P$. We call such a set $Sp$ a spanning set.

A substitution $\Theta$ is a simultaneous unifier of a spanning set $Sp$ if for all pairs $\{L_i, M\}$ in $Sp$, $L\Theta$ and $M\Theta$ are complementary literals.

An example, suppose that $T = \{\{p(a)\}, \{\neg p(x), q(x)\}, \{\neg q(a)\}\}$. Then the paths are $\{p(a), \neg p(x), \neg q(a)\}$ and $\{p(a), q(x), \neg q(a)\}$. A spanning set is $\{\{p(a), \neg q(x)\}, \{q(x), \neg q(a)\}\}$, and a simultaneous unifier is $\{x \leftarrow a\}$.

Theorem 2.2 If $S$ is a set of clauses, then there is a $\Theta$ such that $S\Theta$ is ground and unsatisfiable if and only if there is a spanning set $Sp$ for $S$ and a simultaneous unifier $\Theta$ for $Sp$.

Proof. Let us express $S \equiv \{C_1, C_2, \ldots, C_n\}$ in disjunctive normal form as $D_1 \lor D_2 \lor \ldots \lor D_m$, where each $D_i$ is a conjunction $L_1 \land L_2 \land \ldots \land L_n$ for literals $L_i \in C_i$.

Then $S \equiv D_1 \lor D_2 \lor \ldots \lor D_m$, and so $S\Theta$ is unsatisfiable if $D_i\Theta$ is unsatisfiable for all $i$. But $D_i\Theta$ can only be unsatisfiable if it contains two complementary literals. Also, each $D_i$ is the conjunction of the literals in some path in $S$. Therefore, $S\Theta$ is unsatisfiable if for every path $P$ in $S$, $P\Theta$ contains a pair of complementary literals. Let $Sp$ be the set of pairs $p \subseteq P$ for paths $P$ in $S$, such that $p\Theta$ is a pair of complementary literals. Then $Sp$ is a spanning set for $S$, and $\Theta$ is a simultaneous unifier for $Sp$. Conversely, if such a simultaneous unifier $\Theta$ exists, then $P\Theta$ is unsatisfiable for all paths $P$ of $S$, so $(D_1 \lor D_2 \lor \ldots \lor D_m)\Theta$ is unsatisfiable, so $S\Theta$ is unsatisfiable.

Combining this with theorem 2.1, we obtain the following result, which gives the connection between amplifications, spanning sets, and satisfiability.

Theorem 2.3 A set $S$ of clauses is unsatisfiable if and only if there is an amplification $T$ of $S$, a spanning set $Sp$ for $T$, and a simultaneous unifier $\Theta$ of $Sp$.

Therefore, in order to show that $S$ is unsatisfiable, we have to choose $T$, find $Sp$, and test if $\Theta$ exist. Choosing $T$ consists in deciding how many copies of each clause of $S$ are needed for the proof; of course, one cannot know these numbers in advance, but must try increasing numbers of copies in the search for a proof. Finding $Sp$ involves a search through a large number of possible sets of pairs of literals for a set that is spanning. The number of possible sets $Sp$ one needs to examine is at most exponential in the size of $S$. To show this, we note that the number of pairs of literals is at most the square of the number of literals in $S$, so each set $Sp$ is of size polynomial in the size of $S$. The search for a spanning set $Sp$ can be time consuming, but at least it is possible to verify that a set $Sp$ is a spanning set in a small amount of space, by looking through all paths in some other, one by one. Of course, this can be made somewhat more efficient. Formally, this problem is in co-NP. Testing if $\Theta$ exists is (for first-order logic) easy, since solving
simultaneous unification problems is not more difficult than solving single problems, which can be done in linear time. For this, it suffices to note that $\Theta$ unifies the pairs \{$I_1, M_1$\} \ldots \{$I_n, M_n$\} if $\Theta$ unifies $f(I_1, \ldots, I_n)$ and $f(M_1, \ldots, M_n)$, where $f$ is a new function symbol.

This same approach can be applied to higher-order logic. The prover of Andrews [1] uses higher-order logic, which is much more expressive, but also has a harder unification problem. Here we are concerned with the extension to first-order logic with equality.

3 Critical Pairs and Rigid $E$-Unification

The foregoing approach was extended to equality reasoning in [12]. The motivation for this is that it is awkward to consider the equality axioms explicitly, so one would like to build in equality in some way. Also, it is difficult to know how many copies of the equality axioms to choose. This extension to equality is done as follows.

We say that a set $p$ is $Eq$-unsatisfiable if $p \cup Eq$ is unsatisfiable, where $Eq$ are the equality axioms (reflexivity, transitivity, symmetry, and substitutivity $(x = y \supset f(x, \ldots, y) = f(y, \ldots, y)$). We similarly define $Eq$-satisfiability and $Eq$-validity.

Again, by the use of Herbrand's theorem, we obtain the following result.

Theorem 3.1 A set $S$ of clauses is $Eq$-unsatisfiable iff there is an amplification $T$ of $S$ and a $\Theta$ such that $T\Theta$ is ground and $Eq$-unsatisfiable.

As before, we want to find computable criteria for the existence of such a $\Theta$. To do this, we need to consider more closely the structure of minimal unsatisfiable sets of equations and inequations. This will entail a translation to eliminate non-equality predicates as well as a consideration of critical pairs and critical pair proofs.

We first translate the clause set so that the only predicate in $S$ is the equality predicate. This simplifies the formalism to some extent. In some sections of this paper, we will assume that this equality translation has already been done, and in other places we will not assume this. This translation is done by replacing a positive literal $P(r_1, \ldots, n)$ by the equation $f_P(r_1, \ldots, n) = true$ and replacing a negative literal $\neg P(r_1, \ldots, n)$ by $f_P(r_1, \ldots, n) \neq true$, where $f_P$ is a new function symbol depending only on $P$. Assuming that “true” is a new constant symbol, one can show that this translation is satisfiability preserving. For now, we generally assume that this translation has been done, although sometimes we refer to the equations $f_P(r_1, \ldots, n) = true$ as positive literals and $f_P(r_1, \ldots, n) \neq true$ as negative literals. We also refer to these new equations and inequations involving $f_P$ as literal equations and literal inequations, respectively. If this translation is not done, then it is necessary to consider non-equality literals and equality literals separately, leading to more inference rules.

Definition 3.2 An equational set for a set $S$ of clauses is a set of equations and inequations from $S$ containing exactly one inequation. We also require that if an equational set contains a literal inequation $f_P(r_1, \ldots, n) \neq true$, then it contains exactly one literal equation having the function symbol $f_P$, possibly with other non-literal equations. If the equational set contains no literal inequations, then it contains no literal equations.

We will show later that any minimal unsatisfiable set of equations and inequations is an equational set. The intuition for this is that an unsatisfiable set of Horn clauses needs only one negative clause. If we had not done the translation to equality, then we would also have to consider equational sets containing equations and a positive and negative non-equality literal.
Definition 3.3 A simplification ordering $>$ is a partial ordering on terms that is well-founded and satisfies the following three properties:

1. The subterm property, that is, for all terms $s$, $f(...s...) > s$,
2. the replacement property, that is, for all terms $r$ and $s$, $r > s$ implies $f(...r...) > f(...s...)$, and
3. the full invariance property, that is, for all terms $r$ and $s$ and all substitutions $\Theta$, $r > s$ implies $r\Theta > s\Theta$.

We say that a simplification ordering is total on ground terms if for all distinct ground terms $s$ and $t$, either $s > t$ or $t > s$.

In the sequel, we will generally assume that $>$ (or $<$) is a simplification ordering that is total on ground terms.

Definition 3.4 Suppose $r_1[u] = s_1$ and $r_2 = s_2$ are two equations and $r_1[u]$ has a non-variable subterm $u$ that unifies with $r_2$. Let $\alpha$ be a most general unifier of $u$ and $r_2$. Then $(r_1[u],r_2,\alpha)$ is a critical pair between the equations $r_1[u] = s_1$ and $r_2 = s_2$. We sometimes also call the equation $(r_1[u],r_2,\alpha)$ a critical pair. We call $\alpha$ the critical substitution of this critical pair. A critical pair operation infers $R \cup \{(r_1[u],r_2,\alpha)\}$ from $R$, where $R$ contains the equations $r_1[u] = s_1$ and $r_2 = s_2$. We also define the inequation $(r_1[u] \neq s_1, \alpha)$ as a critical pair between $r_1[u] \neq s_1$ and $r_2 = s_2$ and define the associated critical pair operation that infers $R \cup \{(r_1[u] \neq s_1, \alpha)\}$ from $R$ if $R$ contains $r_1[u] \neq s_1$ and $r_2 = s_2$. In this case, too, we call $\alpha$ a critical substitution. We say that this critical pair is with respect to the simplification ordering $>$ if it is not the case that $r\alpha < s\alpha$.

Definition 3.5 A critical pair proof from a set $q$ of equations and inequations is a sequence $e_1, e_2, ..., e_n$ of equations and inequations where each $e_i$ is either an element of $q$ or is a critical pair between two previous equations in the sequence. A critical pair refutation is a critical pair proof $e_1, ..., e_n$ where for some term $t$, $e_n$ is of the form $t \neq t$.

It is known [15, 2] that if $q$ is an Eq-unsatisfiable set of equations and inequations, then there is a critical pair refutation from $q$ in which each critical pair is with respect to $>$.\[\text{Theorem 3.6} \] Suppose that $q$ is a set of equations and inequations from $S$. Then if $q$ is Eq-unsatisfiable, $q$ has a minimal Eq-unsatisfiable subset $p$ such that $p$ is an equational set for $S$.

**Proof.** We first note that $q$ may contain non-literal equations and inequations as well as literal equations and inequations. We know that if $q$ is unsatisfiable, then there is a critical pair proof of an inequation of the form $t \neq t$ from $q$. For this we assume that $>$ is an ordering such that true is minimal in the ordering. We prove the theorem by observing what kinds of critical pair operations can contribute to this proof. We note that the following kinds of critical pair operations are possible:

1. A critical pair between a non-literal equation and a non-literal equation, yielding a non-literal equation.
2. A critical pair between a non-literal equation and a non-literal inequation, yielding a non-literal inequation.
3. A critical pair between a non-literal equation and a literal inequation, yielding a literal inequation.

4. A critical pair between a non-literal equation and a literal equation, yielding a literal equation.

5. A critical pair between a literal equation and a literal inequation, yielding \( \text{true} \neq \text{true} \).

There are no other possibilities, because each critical pair operation must involve at least one equation, and critical pairs between two literal equations must involve literal equations with the same symbol \( f_P \), yielding \( \text{true} = \text{true} \), which cannot contribute to a proof. Also, the symbols \( f_P \) occur only at the top level, so that the result of step 4 always has a symbol \( f_P \) at the top level and is therefore a literal equation. For the same reason, there cannot be a critical pair between a literal equation and a non-literal inequation.

Now, we can only obtain an equation of the form \( t \neq t \) from step 5 or 2. (The result of step 3 will have a \( \text{true} \) on one side.) Working backwards, to obtain an inequation from step 2, we only need a set of non-literal equations and one non-literal inequation. Working backwards from step 5, we only need a set of non-literal equations, a literal equation with a symbol \( f_P \), and a literal inequation with the same symbol \( f_P \). We can let the set \( q \) be the set of equations and inequations actually used in the proof, and we observe in all cases that \( q \) is an equational set.

We again make use of paths. A path is defined as for the non-equational case. A set \( S_p \) of equational sets is spanning for \( S \) if for every path \( P \) for \( S \) there is an equational set \( p \) in \( S_p \) such that \( p \subseteq P \). Such a set \( S_p \) is called an equational spanning set for \( S \).

**Theorem 3.7** Suppose that \( T \) is a set of clauses and \( \Theta \) is a substitution such that \( T \Theta \) is ground. Then \( T \Theta \) is unsatisfiable iff there is an equational spanning set \( S_p \) for \( T \) such that for all \( p \) in \( S_p \), \( p \Theta \) is Eq-unsatisfiable.

**Proof.** Similar to that for the non-equational case, except that we note that for Eq-unsatisfiability, we need to consider sets of more than two equations and inequations. If \( T \Theta \) is unsatisfiable, the every path of \( T \Theta \) is Eq-unsatisfiable. By theorem 3.6, we can find an unsatisfiable equational subset \( p \) of the path. Taking all of these subsets together, we obtain an equational spanning set for \( T \) as specified in the theorem. For the reverse direction, if there is an equational spanning set \( S_p \) for \( T \) as specified, then every path of \( T \Theta \) is Eq-unsatisfiable, so \( T \Theta \) is Eq-unsatisfiable.

Combining this with the previous result, we obtain the following.

**Theorem 3.8** A set \( S \) of clauses is Eq-unsatisfiable iff there is an amplification \( T \) of \( S \), an equational spanning set \( S_p \) for \( T \), and a \( \Theta \) such that for all \( p \) in \( S_p \), \( p \Theta \) is Eq-unsatisfiable.

Now, in contrast to the non-equality case, determining if such a \( \Theta \) exists can be very difficult. In order to study this question, we introduce rigid \( E \)-unification.

**Definition 3.9** The (simple) rigid \( E \)-unification problem \((E, \epsilon)\), where \( E \) is a set of equations and \( \epsilon \) is a single equation, is to determine if there is a substitution \( \Theta \) such that \( E \Theta \models \epsilon \Theta \) (relative to equality). Such a substitution is called a rigid \( E \)-unifier of \( \epsilon \) relative to \( E \).
It is easy to see that this problem is equivalent to determining whether an
equational set \((E \cup \{ \neg e \})\Theta\) is \(E\)-unsatisfiable, since \((E \land \neg e)\Theta\) is \(E\)-unsatisfiable
iff \(E\Theta \models e\Theta\) relative to equality.

**Definition 3.10** The **simultaneous rigid \(E\)-unification problem** \((E_1, e_1), \ldots, (E_n, e_n)\), where the \(E_i\) are sets of equations and the \(e_i\) are equations, is to determine if there is a substitution \(\Theta\) such that for all \(i\), \(E_i\Theta \models e_i\Theta\) relative to equality. Such a
\(\Theta\) is called a **simultaneous rigid \(E\)-unifier** of \(E_i\) relative to \(e_i\), or a **solution** of the
simultaneous rigid \(E\)-unification problem.

Suppose \((E \cup \{ \neg e \})\) is an equational set. Then the associated rigid \(E\)-unification
problem is to determine if there is a \(\Theta\) such that \(E\Theta \models e\Theta\) relative to equality. Suppose
\(Sp = \{ p_1, \ldots, p_n \}\) is a set of equational sets. Then the associated simultaneous rigid \(E\)-unification problem is \((E_1, e_1), \ldots, (E_n, e_n)\), where \((E, e)\) is the simple
rigid \(E\)-unification problem associated with \(p_i\).

**Proposition 3.11** \(\Theta\) is a solution of the simultaneous rigid \(E\)-unification problem
associated with \(Sp\) iff for all \(p \in Sp\), \(p\Theta\) is \(E\)-unsatisfiable.

We therefore say that a substitution \(\Theta\) is a simultaneous rigid \(E\)-unifier of \(Sp\) if
for every \(p \in Sp\), \(p\Theta\) is \(E\)-unsatisfiable.

**Theorem 3.12** A set \(S\) of clauses is \(E\)-unsatisfiable iff there is an amplification
\(T\) of \(S\), an equational spanning set \(Sp\) for \(T\), and a simultaneous rigid \(E\)-unifier \(\Theta\)
of \(Sp\).

As before, this gives us a way to prove theorems involving equality. To implement
this, one must choose an amplification, find equational spanning sets, and then test
if such a \(\Theta\) exists. The first two may be done as in the non-equality case. The third
part involves simultaneous rigid \(E\)-unification. This problem has a history of faulty
attempts to develop algorithms but was recently shown to be undecidable [10, 9].
However, the problem of performing a single rigid \(E\)-unification is \(NP\)-complete.
This motivates the search for other special cases of simultaneous rigid \(E\)-unification
that are decidable, or even \(NP\)-complete, for applications to deduction. We first
review the \(NP\)-completeness proof, to fix terminology. Then we present some special
cases in which simultaneous rigid \(E\)-unification is decidable. Next we present some
complete (decidable) techniques for incorporating equality into theorem proving;
these techniques have a rigid flavor. As mentioned before, the decidability of these
approaches does not contradict the fact that first-order logic is not decidable. We
also discuss some related questions. Finally, we give a new proof that the general
simultaneous rigid \(E\)-unification problem is undecidable.

### 3.1 \(NP\)-Completeness of Rigid \(E\)-Unification

To fix notation, we here review the proof that the simple rigid \(E\)-unification problem
is \(NP\)-complete. \(NP\)-hardness was shown in [15], so it suffices to show membership
in \(NP\). For this, it suffices to show that if there is a \(\Theta\) such that \(E\Theta \models e\Theta\), then
there is a proof of this fact whose length is polynomial in \((E, e)\).

From now on, for simplicity we assume that \(E\) is a set of equations and inequations,
and we are concerned with the problem of whether there is a (ground) \(\Theta\) such that
\(E\Theta\) is ground and \(E\)-unsatisfiable.

We first note that the assumption of groundness does not lead to a loss of
generality, since if \(E\Theta \models e\Theta\) then for all substitutions \(\gamma\), \(E\Theta\gamma \models e\Theta\gamma\). Thus we
can choose \(\gamma\) to replace distinct variables in \(E\Theta\) and \(e\Theta\) by distinct new constant
symbols.
Definition 3.13 If $E$ is a set of equations, then the subterm size $St(E)$ of $E$ is the number of distinct subterms that appear in $E$. Note that a subterm is only counted once, even if it appears many times. Also, subterms are only considered identical if their variables are identical. We say that a quantity is polynomial in $E$ if it is polynomial in $St(E)$, and similarly for sets $S$ of clauses.

Since a term may appear many times in $E$, the length of $E$, written out as a string, may be exponential in $St(E)$.

Definition 3.14 (Recall definition 3.4.) Suppose $E$ is a set of equations and inequations. Suppose $e[u]$ is an equation or inequation of $E$ and and $r_2 = s_2$ (or its symmetric version) is an equation of $E$. Let $\alpha$ be a most general unifier of $u$ with $r_2$. Then we call $\alpha$ a critical substitution for $E$. We also call $\alpha$ a critical substitution between $e[u]$ and the rewrite rule $r_2 \rightarrow s_2$.

Theorem 3.15 Suppose $E$ is a set of equations and $\alpha$ is a critical substitution for $E$. Then $St(E\alpha) \leq St(E)$.

Proof. See [19]. $\square$

Definition 3.16 A uniform rewriting step on a term-rewriting system $R[r]$ containing a rule $r \rightarrow s$, infers the system $R[s]$ in which all occurrences of the subterm $r$ in $R$ have been replaced by $s$ except for the occurrence on the left-hand side of the rule $r \rightarrow s$ itself.

The following result, also from [19], will be useful to us.

Theorem 3.17 Suppose that $R$ is a ground term-rewriting system and $>$ is an arbitrary simplification ordering that is total on ground terms. Then we can complete $R$ in a polynomial number of uniform rewriting steps to obtain $R'$ such that $R$ and $R'$ are equivalent (that is, the sentence $R \equiv R'$ is Eq-valid), $R'$ is terminating and confluent, for all rules $r \rightarrow s$ in $R$, $r > s$, and $St(R') \leq St(R)$. For this, it suffices to choose at each step the rewrite rule $r \rightarrow s$ such that $s$ is $>$-minimal subject to the condition that $R[r]$ and $R[s]$ are not identical.

Proof. See [19]. $\square$

Definition 3.18 If $A$ is a formula, then $Gr(A)$ is $A$ with the variables $x$ systematically replaced by new constant symbols $c_x$. We similarly define $Gr(R)$ for a term-rewriting system $R$.

We now present a proof system in which polynomial length proofs of rigid $E$-unifiability can be constructed. Others have also studied systems for dealing with rigid $E$-unification. We are not sure of the relationships of these methods to our own. In [17], a complete method is given for building in equality reasoning in the connection calculus. In [5], a method is given to combine classical and rigid $E$-unification. In [13], a rule-based method is given for finding complete sets of rigid $E$-unifiers. This uses congruence closure. In [4], a method is given to add rigid $E$-unification to an ordered theory resolution calculus. An algorithm for simultaneous rigid $E$-unification from [14] is apparently incomplete. An approach to equality combining the matrix rule with equation solving is given in [8].

We represent inference rules in the format

\[ \frac{A}{B} \ X, \]
meaning that \( B \) is derivable from \( A \), and \( X \) is the name of the rule. We use
\( A \vdash D \) to indicate that \( D \) may be obtained from \( A \) by a sequence of zero or more applications of such inference rules. We represent a set of equations and inequations as a quadruple \((R, N, C, \alpha)\) where \( R \) is a set of rewrite rules, \( N \) is a set of inequations, \( C \) is a constraint, and \( \alpha \) is a substitution. The constraints are conjunctions of inequalities of the form \( r > s \) for terms \( r, s \). The constraints are not needed for soundness or completeness, but help to prune the search space. We require that in every inference rule, for a quadruple used as the hypothesis of the inference rule, the constraint \( C \) be satisfiable. This means that there must be a simplification ordering satisfying the inequalities in the constraint. To test for this, we consider the associated term-rewriting system \( R_C = \{ r \rightarrow s : r > s \text{ is a conjunct of } C \} \). Then \( C \) is satisfiable only if \( \text{Gr}(R_C) \) is terminating, and we note that ground termination can be tested in polynomial time [18]. This proof system has four inference rules, orientation, ground completion, critical substitution, and contradiction, as follows:

\[
\frac{E}{(R, N, \land \{r > s : r \rightarrow s \in R\}, \text{id})} \quad \text{Orientation}
\]

where \( R \) are the equations of \( E \) oriented into rewrite rules in an arbitrary manner and \( N \) are the inequations of \( E \) and \( \text{id} \) is the identity substitution.

\[
\frac{(R, N, C, \alpha)}{(R^*, N^*, C \land C', \alpha)} \quad \text{Ground Completion}
\]

where \( \text{Gr}(R^*) \) is canonical and Eq-equivalent to \( \text{Gr}(R) \). Thus \( (R \equiv R^*) \) is Eq-valid. Also, \( \text{Gr}(N^*) \) are in normal form with respect to \( \text{Gr}(R^*) \). Furthermore, \( R \supset (N \equiv N^*) \) and \( (R \cup N) \equiv (R^* \cup N^*) \) (relative to Eq). Note that it is possible that the orientations of the rules of \( R^* \) are not uniquely determined by those of \( R \). The additional constraint \( C' \) represents the orientation decisions that were made during the ground completion of \( R \), as explained below. The satisfiability of the constraint \( C \land C' \) implies that \( \text{Gr}(R \cup R^*) \) is terminating.

We now show in more detail how the ground completion step can be done in (non-deterministic) time polynomial in \( \text{Sl}(R \cup N) \). For this, it suffices to use the congruence closure method of [21]. It is also possible to perform this step using the method of [19]. This will complete a ground system in a polynomial number of rewrites. At each step, one chooses the rule \( r \rightarrow s \) with the smallest right-hand side \( s \), that can be applied somewhere, and applies it everywhere. When a rewrite rule \( u \rightarrow v \) is rewritten to \( u' \rightarrow v' \), then it may be re-oriented as \( u' \rightarrow u' \). Since we are working with constraints, when a rule \( r \rightarrow s \) is chosen, then we include in \( C' \) all constraints of the form \( s > s \) for all rules \( r' \rightarrow s' \) that are also applicable. We also add the constraint \( r > s \). In this way, we complete \( R \) in a polynomial number of steps and update the constraint \( C \) to \( C \land C' \). We also rewrite \( N \) to normal form along with the rewrite done on \( R \), as the method progresses. As in [19], we have that \( \text{Sl}(R^* \cup N^*) \leq \text{Sl}(R \cup N) \).
where $s$ and $t$ are unifiable and $\beta$ is a most general unifier of $s$ and $t$.

From now on, for simplicity we often omit the constraint. We write $(R, N, \alpha) \vdash (R', N', \alpha')$ if $(R, N, \alpha')$ can be derived from $(R, N, \alpha)$ using these rules. We first remark that for each one-step derivation using these rules, if $(R, N, \alpha) \vdash (R', N', \alpha')$, then there exists $\beta$ such that $\alpha' \equiv \alpha \beta$. By transitivity, this also follows for many-step derivations.

We now show that for each one-step derivation, if $(R, N, \alpha) \vdash (R', N', \alpha')$, then $(R \cup N) \beta \equiv (R' \cup N')$ relative to $E\Theta$. This can be shown by examining the last three rules. In particular, we consider the contradiction rule. If $N$ has an inequation $s \neq t$ such that $s, t$ are unifiable with most general unifier $\beta$, then $N \beta$ contains an instance of $x \neq x$ and so is $E\Theta$-unsatisfiable. Thus $(R \cup N) \beta$ is $E\Theta$-unsatisfiable and equivalent to $(R \cup \text{false})$ relative to $E\Theta$. The arguments for the other rules are straightforward. It follows by transitivity that, if $(R, N, \alpha) \vdash (R', N', \alpha')$ for an $n$-step derivation, then $(R \cup N) \beta \equiv (R' \cup N')$ relative to $E\Theta$.

Also, if $E \vdash (R, N, \beta)$ by a one-step derivation then $E\beta \equiv (R \cup N)$ relative to $E\Theta$, since then $\beta$ is the identity substitution. It follows by transitivity and an above result that if $E \vdash (R, N, \beta)$ by an $n$-step derivation, then $E\beta \equiv (R \cup N)$ relative to $E\Theta$. Thus if $E \vdash (R, \text{false}, \beta)$, then $E\beta$ is $E\Theta$-unsatisfiable. Thus we have found a rigid $E$-unifier, namely, $\beta$. If we desire a $\beta'$ such that $E\beta'$ is ground and $E\Theta$-unsatisfiable, then this can be found by modifying $\beta$ to replace variables by distinct new constant symbols.

We now show that if there is a $\Theta$ such that $E\Theta$ is $E\Theta$-unsatisfiable, then $E \vdash (R, \text{false}, \alpha')$ for some $R'$ and $\alpha'$. Furthermore, the length of this proof is polynomial in the size of $E$. Since the result is already known, we will try to be brief.

**Definition 3.19** The length of a proof is the number of inference steps in it.

**Theorem 3.20** Suppose $R$ is a set of equations, $N$ is a set of inequations, and $\Theta$ is a substitution such that $(R \cup N)\Theta$ is ground and $E\Theta$-unsatisfiable. Then $(R, N, \alpha) \vdash (R, \text{false}, \alpha \beta)$ for some $\beta$ such that $(R \cup N)\beta$ is $E\Theta$-unsatisfiable, and there is a proof whose length is polynomial in $\text{St}(R \cup N)$.

**Proof.** By induction. For this we order the triples $(R, N, \alpha)$ lexicographically, first by the number of variables in $R \cup N$, and then by the ordering of a minimal ground substitution $\beta$ such that $(R \cup N)\beta$ is ground and $E\Theta$-unsatisfiable. Here we are ordering substitutions using the simplification ordering $< \beta$ which is assumed to be total on ground terms. That is, $\beta \leq \beta'$ if for all variables $x, \beta x \leq \beta' x$. We know that some such $\beta$ exists at the beginning (namely $\Theta$), and we prove that given a triple $(R, N, \alpha)$ such that for some $\beta$, $(R \cup N)\beta$ is $E\Theta$-unsatisfiable, there is a proof step that generates a smaller $E\Theta$-unsatisfiable triple.

For the proof, we note that $(R \cup N)\Theta$ is a ground system and can be completed by ground completion. The result of this ground completion will be a system containing an inequation of the form $t \neq t$. We lift these ground completion steps to $R$ and $N$ to obtain a proof as desired. This proof will generate something having $t \neq t$ as an instance. This must therefore be an inequation of the form $r \neq s$ where $r$ and $s$ are unifiable, in other words, an inequation that unifies with $x \neq x$.

We assume that the ground completion rule has already been applied to $R \cup N$.

We can always choose an ordering consistent with $\Theta$ for ground completion, that is, we can order terms $r$ and $s$ by $r \gg s$ (for ground completion) if $r \Theta > s \Theta$. If $R \cup N$ is the result of a ground completion step with such an ordering, then we know that if $r = s$ is an equation in $R$ and $r \Theta > s \Theta$, then all occurrences of $r$ in $R$ (other than in this equation) will have been replaced by $s$. Now, if $(R \cup N)\Theta$ is $E\Theta$-unsatisfiable, then either $N$ contains already an inequation that unifies with
$x \neq y$, or $(R \cup N)\Theta$ has a critical pair. We often write a rewrite rule $r \rightarrow s$ as the equation $r = s$ in the following. Suppose the critical pair involves the two equations $(r_1\Theta)[u] = s_1\Theta$ and $r_2\Theta = s_2\Theta$, where $(r_1\Theta)[u]$ has a subterm $u$ that is identical to $r_2\Theta$. Since all terms (with $\Theta$ applied) are ground, $(r_1\Theta)[s_2\Theta], s_2\Theta)$ is a critical pair between the equations $r_1[u] = s_1$ and $r_2 = s_2$. Now, we consider the position of the subterm $u$ in $r_1\Theta$. If $u$ occurs inside a $\Theta$ term that replaces a variable $y$ of $r_1$, then we can write $y\Theta$ as $(y\Theta)[u]$ and let $\Theta'$ be defined by $x\Theta' \equiv x\Theta$ if $x \neq y$, and $y\Theta' \equiv (y\Theta)[s_2\Theta]$. We note in passing here that $y\Theta$ has $u$ as a subterm. Then $\Theta' < \Theta$ and $(R \cup N)\Theta'$ is also $Eq$-unsatisfiable, and we can proceed by induction. If the critical substitution is trivial (the identity), then this step would have been done during ground completion. The only other possibility is that $u$ occurs at a non-variable position of $r_1$ and there is a critical pair with a non-trivial critical substitution. This substitution must bind a variable to a term not containing that variable, and therefore reduces the number of variables. So we can perform a critical substitution step and again argue by induction.

There is a technicality to consider here. That is, we need to know that the equation $r_2\Theta = s_2\Theta$ still occurs in $(R \cup N)\Theta'$ in order to know that $(R \cup N)\Theta'$ is $Eq$-unsatisfiable. This will be true unless $r_2$ or $s_2$ contains $y$, since $\Theta$ and $\Theta'$ are identical on terms not containing $y$. We noted above that $y\Theta$ has $u$ as a subterm, and $u \equiv r_2\Theta$. Thus $r_2\Theta$ is a subterm of $y\Theta$. If $r_2$ contains $y$, then $r_2\Theta$ has $y\Theta$ as a subterm, so it must be that $y\Theta \equiv r_2\Theta$, and therefore $y \equiv r_2$. Also, $y$ cannot occur in $s_2$ since we are assuming that $r_2\Theta \not> s_2\Theta$. Thus the equation $r_2 = s_2$ is of the form $y = s_2$ for some variable $y$ that does not appear in $s_2$. We note in passing that such equations cannot be derived if $R$ has a nontrivial model. If $r_1$ also has the variable $y$ at the $u$ position, then the replacement of $y$ by $s_2$ in $r_1\Theta$ could have occurred already in the ground completion step, so we do not need to consider this possibility. Otherwise, we perform a critical substitution step by substituting $r_2$ with whatever term occurs at the $u$ position of $r_1$. This will reduce the number of variables, so we can proceed by induction. Thus in all the cases we need to consider, the equation $r_2\Theta = s_2\Theta$ still occurs in $(R \cup N)\Theta'$, and so $(R \cup N)\Theta'$ is $Eq$-unsatisfiable.

We now need to show that the length of the proof is polynomial in $St(R \cup N)$. The number of variable eliminating steps (applications of critical substitutions is linear in the number of variables. We only have to check that the combined work to ground complete is polynomial in the size of the original $R \cup N$. This is not obvious, because it could be that $R \cup N$ grows in size, and so although each ground completion is polynomial, their combined time could be exponential in the size of the original $R \cup N$. The polynomial bound is obtained by noting that ground completion does not increase the subterm size, and the work to ground complete is polynomial in the subterm size (for example, by the method of [19] or [21]).

**Corollary 3.21** Suppose $E$ is a set of equations and inequalities and $\Theta$ is a substitution such that $E\Theta$ is ground and $Eq$-unsatisfiable. Then $E \vdash (R, \text{false}, \beta)$ for some $\beta$ such that $E\beta$ is $Eq$-unsatisfiable, and there is a proof of this that can be found in non-deterministic polynomial time (polynomial in $St(E)$). We can find $\beta'$ such that $E\beta'$ is ground and $Eq$-unsatisfiable, too, by replacing variables by distinct new constant symbols.

**Proof.** One application of the orientation rule yields $E \vdash (R, N, id)$. Combining this with the theorem, we obtain the desired result. \(\square\)

**Corollary 3.22** Rigid $E$-unification is in $NP$.  
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Proof. If for some \( \Theta \), \( E\Theta \) is ground and Eq-unsatisfiable, then in nondeterministic polynomial time (polynomial in \( S(E) \)) we can find a proof of this fact, using the preceding corollary.

Since the NP-hardness of rigid \( E \)-unification is known by other methods [16], we obtain that rigid \( E \)-unification is NP-complete.

4 Decidable Cases of Simultaneous Rigid E-Unification

We now present some special cases which are fairly common in which simultaneous rigid \( E \)-unification is decidable and of reasonable complexity. This shows that the rigid \( E \)-unification approach is still viable for theorem proving with equality, in many cases. For these cases, we are still assuming that \( S \) is translated to eliminate non-equality predicates.

4.1 Unit equations

We now assume that \( S \) is a set of clauses consisting of a set \( E \) of unit equations (that is, clauses of the form \( \{ r = s \} \) for some terms \( r \) and \( s \)) and a set \( S' \) of clauses not containing positive occurrences of the equality predicate. We say a spanning set \( S\theta \) for \( T \) is uniform if for all (non-literal) equations \( \epsilon \) in \( E \), for all \( p_1 \) and \( p_2 \) in \( S\theta \), \( \epsilon \in p_1 \) iff \( \epsilon \in p_2 \).

Theorem 4.1 Suppose \( S \) is a set of clauses consisting of a set \( E \) of unit equations and a set \( S' \) of clauses not containing positive occurrences of the equality predicate (for translated \( S \), not containing positive non-literal equations). Then \( S \) is Eq-unsatisfiable if there is an amplification \( T \) of \( S \), a uniform equational spanning set \( S\theta \) for \( T \), and a \( \Theta \) such that for all \( \theta \in S\theta \), \( \theta\Theta \) is Eq-unsatisfiable.

Proof. If such a uniform equational spanning set \( S\theta \) exists, then \( S \) is Eq-unsatisfiable as before. We now show that if \( S \) is as stated, then such a uniform equational spanning set \( S\theta \) exists. We know from theorem 3.8 that if \( S \) is Eq-unsatisfiable then there is an amplification \( T \) of \( S \), an equational spanning set \( S\theta \) for \( T \), and a \( \Theta \) such that for all \( p \in S\theta \), \( p\Theta \) is Eq-unsatisfiable. Now, we modify \( S\theta \) to obtain a set \( S'\theta \) that is uniform. We define \( S'\theta \) to be \( \{ p \cup E : p \in S\theta \} \). Then if \( p\Theta \) is Eq-unsatisfiable, \( (p \cup E)\Theta \) is Eq-unsatisfiable. This completes the proof.

Now, the proof actually gives us more information than stated. In particular, we have that \( S\theta \) is a spanning set for the same amplification \( T \) as \( S\theta \). This means that in order to use uniform spanning sets in this case, we do not need to increase the size of the amplification.

We now show that simultaneous \( E \)-unification problems derived from uniform spanning sets are NP-complete.

Theorem 4.2 Suppose \( S\theta \) is a uniform spanning set. Let \( (E_1, \epsilon_1), \ldots, (E_n, \epsilon_n) \) be the simultaneous rigid \( E \)-unification problem corresponding to \( S\theta \). Then there is a simple rigid \( E \)-unification problem \( (E, \epsilon) \) such that for all \( \Theta \), \( \Theta \) is a solution of the problem \( (E, \epsilon) \) iff \( \Theta \) is a solution of the simultaneous problem \( (E_1, \epsilon_1), \ldots, (E_n, \epsilon_n) \). Also, \( (E, \epsilon) \) is obtainable from \( (E_1, \epsilon_1), \ldots, (E_n, \epsilon_n) \) in polynomial time.

Proof. Consider the simultaneous rigid \( E \)-unification problem corresponding to \( S\theta \). This will be a set \( (E_1, \epsilon_1), \ldots, (E_n, \epsilon_n) \) of simple rigid \( E \)-unification problems in which all sets of non-literal equations are identical. That is, all \( E_i \) are identical.
except possibly for some literal equations. Let $E$ be this set of non-literal equations. To obtain $(E, e)$, we first eliminate these literal equations. The only kind of equation sets containing literal equations that we need to consider are those containing a single positive literal equation $f_P(u_1 \ldots u_n) = \text{true}$ and a single negative literal equation $f_P(v_1 \ldots v_n) \neq \text{true}$. The literal equation $f_P(u_1 \ldots u_n) = \text{true}$ would then occur in some $E_i$ and then $e_i$ would be $f_P(v_1 \ldots v_n) = \text{true}$. We can remove the literal equation from $E_i$ and replace $e_i$ by the equation $g(u_1 \ldots u_n) = g(v_1 \ldots v_n)$ where $g$ is a new function symbol, since the only way to obtain a contradiction is to derive equality between (instances of) $u_i$ and $v_i$ for all $i$. In this way, we can replace $(E_i, e_i)$ by $(E_i, g(u_1 \ldots u_n) = g(v_1 \ldots v_n))$. We then obtain an equivalent simultaneous problem $(E, e'_1), \ldots, (E, e'_m)$ by performing this translation on all $(E_i, e_i)$. Also, we can assume that there are no literal equations or inequalities among $E$ or the $e'_i$. Let us express $e'_i$ as $v_i = s_i$ and let $e$ be the equation $f(r_1, \ldots, r_n) = f(s_1, \ldots, s_n)$, where $f$ is a new function symbol. We then note that $\lambda(E \Theta \models e_i \Theta)$ iff $E \Theta \models \lambda e_i \Theta$ iff $E \Theta \models e$.

**Corollary 4.3** Suppose $Sp$ is a uniform spanning set. Then the problem of deciding if there is a $\Theta$ such that for all $p$ in $Sp$, $p\Theta$ is Eq-unsatisfiable, is in NP.

**Proof.** A substitution $\Theta$ satisfies (for all $p$ in $Sp$, $p\Theta$ is Eq-unsatisfiable) iff $\Theta$ is a solution to the simultaneous rigid $E$-unification problem associated with $Sp$. However, if the simultaneous problem is uniform, then there is a simple rigid $E$-unification problem $(E, e)$ such that $\Theta$ is a solution to $(E, e)$ iff $\Theta$ is a solution to the simultaneous problem. Furthermore, $(E, e)$ is obtainable in polynomial time, and the simple rigid $E$-unification problem is in NP. Putting all of these facts together, we obtain the above corollary.

**Corollary 4.4** Suppose $S$ is a set of clauses consisting of a set $E$ of equations and a set $S'$ of clauses containing no positive occurrences of the equality predicate (that is, no positive non-literal equations). Suppose that $T$ is an amplification of $S$. Then the problem of determining whether there exists a ground $\Theta$ such that $T\Theta$ is ground Eq-unsatisfiable is solvable in exponential time.

**Proof.** We know that $T\Theta$ is Eq-unsatisfiable iff there is a uniform spanning set $Sp$ for $Sp$ such that for all $p$ in $Sp$, $p\Theta$ is Eq-unsatisfiable. Each spanning set $Sp$ will be of the form $E \cup p'$ where $p'$ has one or two elements. Therefore the number of elements of $Sp$ is polynomial in $S$, and the number of such $Sp$ is exponential in $S$. To determine whether $T\Theta$ is Eq-unsatisfiable, we can enumerate all the uniform spanning sets $Sp$ of $T$ and test for each one whether such a $\Theta$ exists. There may be exponentially many such spanning sets $Sp$, and testing for the existence of $\Theta$ will take at most exponential time (since it is a problem in NP). Thus the total running time is exponential. (Actually, we can bound the position of this problem in the polynomial hierarchy better than this, if we like, but we still cannot improve the exponential time bound at present.)

This shows us (essentially) that the simultaneous rigid $E$-unification problem is still NP-complete if all equations occur in unit clauses.

### 4.2 Horn clauses

**Definition 4.5** A Horn clause is a clause containing at most one positive literal. Thus $\{\neg p(x), \neg q(x), r(x)\}$ and $\{\neg p(x), \neg q(x)\}$ are Horn clauses.
Definition 4.6 We say that a clause $C$ is \emph{all-negative} or just \emph{negative} if every literal in $C$ is a negative literal.

Definition 4.7 A Horn \emph{equational set} $h$ for a set $S$ of clauses is a set such that for all elements $y$ of $h$, either either $y$ is a literal from $S$ or $y$ is a Horn clause from $S$. Also, $h$ contains at most one all-negative clause.

Definition 4.8 A set $h$ of Horn clauses \emph{covers} a path $P$ of $S$ if $P$ intersects every clause in $h$.

Definition 4.9 A set $Sp$ of Horn equational sets is \emph{spanning} for $S$ if for every path $P$ in $S$, there is a Horn equational set $h$ in $Sp$ such that $h$ covers $P$. We call such a set $Sp$ a Horn \emph{spanning set} for $S$.

Definition 4.10 A substitution $\Theta$ is a \emph{simultaneous unifier} of a Horn spanning set $Sp$ if for all Horn equational sets $h$ in $Sp$, $h\Theta$ is $Eq$-unsatisfiable.

Theorem 4.11 If $S$ is a set of clauses, then there is a $\Theta$ such that $S\Theta$ is ground and $Eq$-unsatisfiable if there is a Horn spanning set $Sp$ for $S$ and a simultaneous unifier $\Theta$ for $Sp$.

Proof. Similar to the proofs of theorems 2.2 and 3.7. If $S\Theta$ is $Eq$-unsatisfiable, then there is an equational spanning set, which we can take as $Sp$ since it is also a Horn spanning set. The only new part is to show that if a simultaneous unifier $\Theta$ for $Sp$ exists, then $S$ is $Eq$-unsatisfiable. This follows because if $h\Theta$ is $Eq$-unsatisfiable and $h$ covers a path $P$, then $P\Theta$ is also $Eq$-unsatisfiable.

We note that this theorem doesn't say much yet, since if $S\Theta$ is $Eq$-unsatisfiable we can just take $Sp$ as an equational spanning set (without Horn clauses). But the other direction of the theorem gives us some new information, and will be useful later.

We now develop some special cases that will be useful for obtaining another decidable subcase for rigid $E$-unification.

Definition 4.12 Suppose that $H$ is a subset of $S$ such that every clause $C$ in $H$ is a Horn clause. Then we say that $H$ is \emph{separable} from $S$ if $H$ satisfies the following conditions:

1. No clause $D$ in $S - H$ contains a literal $M$ such that $M$ is a non-literal equation.
2. If there exists a clause $C$ of $H$ and a literal $L$ of $C$ such that $L$ is of the form $fp(r_1, \ldots, r_n) \neq \text{true}$, then no clause $D$ in $S - H$ contains a literal $M$ of the form $fp(s_1, \ldots, s_n) = \text{true}$.
3. $H$ contains no all-negative clauses.

Briefly stated, 2. means that predicate symbols that appear negatively in $H$ cannot appear positively outside of $H$.

Definition 4.13 A Horn spanning set $Sp$ for $S$ is \emph{uniform} for $S$ relative to $H$ if $H$ is separable from $S$ and every Horn equational set $h$ in $Sp$ is of the form $H \cup h'$ where $h'$ contains either

1. A non-literal inequation from a clause in $S - H$ or
2. A literal inequation from a clause in $S - H$ or
3. A literal inequation from a clause in \( S - H \) and a literal equation with the same predicate, also from a clause in \( S - H \).

We note that if \( H \) is separable from \( S \) and \( T \) is an amplification of \( S \), then there is a \( H' \) that is separable from \( T \); this is obtained by taking the copies of \( H \) that are in \( T \).

**Theorem 4.14** Suppose \( S \) is a set of clauses and \( H \) is a set of Horn clauses in \( S \) that is separable from \( S \). Then \( S \) is \( Eq \)-unsatisfiable iff there is an amplification \( T \) of \( S \), a set \( H' \) of Horn clauses in \( T \) that is separable from \( T \), a uniform (relative to \( H \)) Horn spanning set \( Sp' \) for \( T \), and a \( \Theta \) such that for all \( \phi \) in \( Sp' \), \( \phi \Theta \) is \( Eq \)-unsatisfiable.

**Proof.** If such a uniform equational spanning set \( Sp' \) exists, then \( S \) is \( Eq \)-unsatisfiable as before. We now show that if \( S \) is as stated, then such a uniform equational spanning set \( Sp' \) exists. We know from theorem 3.1 that if \( S \) is \( Eq \)-unsatisfiable, then there is an amplification \( T \) of \( S \) and a \( \Theta \) such that \( T \Theta \) is \( Eq \)-unsatisfiable. Let \( H' \) be the part of \( T \) consisting of copies of clauses from \( H \) and let \( P \) consist of all the paths in \( T - H' \). Let \( Sp \) be \( \{ p \cup H' : p \in P \} \). Then we know that for all \( p \) in \( Sp \), \( p \Theta \) is unsatisfiable. (This follows by simple propositional reasoning.) Also, every path in \( T \) is covered by some element of \( Sp \). Now, we construct a spanning set \( Sp' \) for \( T \) which contains for each element \( p \cup H' \in Sp \) a path \( q \cup H_p \), where \( q \) is minimal such that \( (q \cup H_p) \Theta \) is \( Eq \)-unsatisfiable. By properties of Horn sets and equality, it follows that \( q \) must contain exactly one all-negative clause \( C \). Since \( H' \) has no all-negative clauses and \( q \) consists only of single literals, \( C \) must be a negative literal \( L \). If \( L \) is a non-literal inequation, then by the definition of separable it follows that \( q \) contains no other literals, and condition 1. of the definition of uniformity is satisfied. If \( L \) is a literal inequation, then by the definition of separable it follows that \( q \) contains no other literals or perhaps one other literal \( M \) which is a literal equation having the same symbol \( f_p \) as \( L \). These cases correspond to conditions 2. and 3. of the definition of uniformity, respectively. Therefore \( Sp' \) is uniform and satisfies the conditions of the theorem.

We may see that this condition on \( q \) is satisfied by considering that \( H' \) and the equality axioms are Horn clauses, and so we can obtain a proof of unsatisfiability by Prolog-style backward chaining from the inequation \( L \). By the definition of separable, it follows that when we back chain into the \( H' \) region we never get out of it again. The only way that the \( H' \) region can contribute to the proof is by deriving a set \( G \) of literal equations and non-literal equations that, together with \( q \), are \( Eq \)-unsatisfiable. By theorem 3.6, we know that a minimal set \( q \cup G \) of this form either contains (a) no literal equations or inequations, or (b) a literal inequation of the form \( f_p(r_1, \ldots, r_n) \neq true \) and a literal equation of the form \( f_p(s_1, \ldots, s_n) = true \). The set \( q \cup G \) may also contain non-literal equations, and since no non-literal equations occur in \( T - H' \), these must be elements of \( G \). If (a) holds, then condition 1. of the definition of uniformity is satisfied. If (b) holds, then \( L = f_p(r_1, \ldots, r_n) \neq true \). Depending on whether the literal \( f_p(s_1, \ldots, s_n) = true \) is a lemma derived from \( H' \) or in \( q \), we obtain conditions 2. and 3. of the definition of uniformity, respectively.

This completes the proof. \( \square \)

We note here as in theorem 4.1 that the proof actually gives us more information than stated. In particular, we have that \( Sp' \) is a spanning set for the same amplification \( T \) as \( Sp \). This means that in order to use uniform spanning sets in this case, we do not need to increase the size of the amplification.
Definition 4.15 The (simple) rigid Horn unification problem \((H, e)\), where \(H\) is a set of Horn clauses (possibly involving equality) and \(e\) is a single equation, is to determine if there is a substitution \(\Theta\) such that \(H \Theta \models e \Theta\) (relative to equality). Such a substitution is called a rigid Horn unifier of \(e\) relative to \(H\).

It is easy to see that this problem is equivalent to determining whether a Horn set \((H \cup \{ \neg e \}) \Theta\) is \(\mathbb{E}_q\)-unsatisfiable, since \((H \wedge \neg e) \Theta\) is \(\mathbb{E}_q\)-unsatisfiable if \(H \Theta \models e \Theta\) relative to equality.

Definition 4.16 The simultaneous rigid Horn unification problem \((H_1, e_1), \ldots, (H_n, e_n)\), where the \(H_i\) are sets of Horn clauses (possibly involving equality) and the \(e_i\) are equations, is to determine if there is a substitution \(\Theta\) such that for all \(i\), \(H_i \Theta \models e_i \Theta\). Such a \(\Theta\) is called a simultaneous rigid Horn unifier of the \(H_i\) relative to \(e_i\).

Suppose that \(e\) is an equation and \((H \cup \{ \neg e \})\) is a Horn equational set. Then the associated rigid Horn unification problem is to determine if there is a \(\Theta\) such that \(H \Theta \models e \Theta\) relative to equality. Suppose \(Sp = \{p_1, \ldots, p_n\}\) is a set of Horn equational sets. Then the associated simultaneous rigid Horn unification problem is \((H_1, e_1), \ldots, (H_n, e_n)\), where \((H_i, e_i)\) is the simple rigid Horn unification problem associated with \(p_i\).

Proposition 4.17 \(\Theta\) is a solution of the simultaneous rigid Horn unification problem associated with \(Sp\) iff for all \(p\) in \(Sp\), \(p\Theta\) is \(\mathbb{E}_q\)-unsatisfiable.

We now show that if \(Sp\) is uniform, the simultaneous rigid Horn unification problem associated with \(Sp\) can be converted to an equivalent simple rigid Horn unification problem. Then we show that this simple problem is in \(NP\).

Theorem 4.18 Suppose \(Sp\) is a uniform Horn spanning set relative to \(H\). Let \((H_1, e_1), \ldots, (H_n, e_n)\) be the simultaneous rigid Horn unification problem corresponding to \(Sp\). Then there is a simple rigid Horn unification problem \((H, e)\) such that for all \(\Theta\), \(\Theta\) is a solution of the problem \((H, e)\) iff \(\Theta\) is a solution of the simultaneous problem \((H_1, e_1), \ldots, (H_n, e_n)\). Also, \((H, e)\) is obtainable from \((H_1, e_1), \ldots, (H_n, e_n)\) in polynomial time.

Proof. Very similar to the proof of theorem 4.2. It is only necessary to modify \((H_i, e_i)\) to \((H, e'_i)\) and then introduce the new function symbol \(f\) as before. The only difference is that we may have either 1) \(H_i = H\) and \(e_i\) is a single non-literal equation, or 2) \(H_i = H\) and \(e_i\) is a single literal equation, or 3) \(H_i = H \cup L_i\), where \(L_i\) is a non-literal equation, and \(e_i\) is a non-literal equation with the same symbol \(f_p\). This follows by the definition of uniformity of \(Sp\) relative to \(H\). Cases 1) and 3) are handled as for the unit equational case. Thus in case 3), we introduce a new equation \(e'_i\) as in theorem 4.2 such that \((H, e'_i)\) is equivalent to \((H_i, e_i)\). Case 2) is new, but this does not matter, since it is in any event a single equation and can be treated the same as case 1). We thus obtain an equivalent system \((H, e'_1), \ldots, (H, e'_n)\). Then we introduce \(e\) equivalent to the conjunction \(e'_1 \land \cdots \land e'_n\) as in theorem 4.2, so that \((H, e)\) is equivalent to \((H, e'_1), \ldots, (H, e'_n)\).

We now present a set of inference rules in order to show that the simple rigid Horn unification problem is in \(NP\). We refer to a Horn clause, all of whose literals are equality or inequality literals, and which contains at least one positive literal, as a Horn equational clause. Note that this includes ordinary equations as a special case. A nonpositive clause is a clause containing at least one negative literal, and in this context, refers to a Horn equational clause containing at least one negative literal.
Note that every Horn equational clause is either a unit equation or a non-positive clause.

We need to redefine the notion of a critical substitution, as follows:

**Definition 4.19** Suppose $H$ is a set of Horn equational clauses. Suppose $c[u]$ is a clause of $H$ and $r_2 = s_2$ (or its symmetric version) is a unit equation of $H$. If $c$ is a non-positive clause, suppose that $u$ is a term occurring in its leftmost inequation. Let $o$ be a most general unifier of $u$ with $r_2$. Then we call $o$ a critical substitution for $E$. We also call $o$ a critical substitution between $c[u]$ and the rewrite rule $r_2 ightarrow s_2$.

As before, we represent a set of Horn equations and Horn inequations as a quadruple $(R, N, C, o)$ where $R$ is a set of rewrite rules, $N$ is a set of non-positive clauses, $C$ is a constraint, and $o$ is a substitution. The constraints are conjunctions of inequalities of the form $r > s$ for terms $r, s$. As before, the constraints are not needed for soundness, but help to prune the search space. We require that in every inference rule, for a quadruple used as the hypothesis of the inference rule, the constraint $C$ be satisfiable. This proof system has four inference rules, orientation, ground completion, critical substitution, and inequation elimination, as follows:

$$
\frac{H}{(R, N, \land \{r > s : r \rightarrow s \in R\}, id)} \text{ Orientation}
$$

where $H$ is a set of Horn equational clauses and $R$ are the (unit) equations of $H$ oriented into rewrite rules in an arbitrary manner and $N$ are the non-positive clauses of $H$ and $id$ is the identity substitution.

$$
\frac{(R, N, C, o)}{(R', N', C \land C', o)} \text{ Ground Completion}
$$

where $Gr(R')$ is canonical and Eq-equivalent to $Gr(R)$. Thus $(R \equiv R')$ is Eq-valid. Also, $Gr(N')$ are in normal form with respect to $Gr(R')$. Furthermore, $R \supseteq (N \equiv N')$ and $(R \cup N) \equiv (R' \cup N')$ (relative to Eq). The additional constraint $C'$ represents the orientation decisions that were made during the ground completion of $R$. The satisfiability of the constraint $C \land C'$ implies that $Gr(R \cup R')$ is terminating. Ground completion is done exactly as for the non-Horn equational case; it is only necessary to rewrite $N$ as $R$ is rewritten.

$$
\frac{(R, N, C, o)}{(R, N \beta, C \land C, o \beta)} \text{ Critical Substitution}
$$

where $\beta$ is a (non-trivial) critical substitution for $(R \cup N)$. Note that in the Horn case which we are now considering, we can generate critical substitutions between rules and non-positive clauses. We require here too that $Gr(R \beta)$ be terminating. Note also before that the critical substitution rule eliminates at least one variable, since $\beta$ is not the identity.

$$
\frac{(R, N \cup \{s \neq t, I_2, \ldots, I_n\}, C, o)}{(R \beta, N \cup \{I_2, \ldots, I_n\}, \beta, C \land C, o \beta)} \text{ Inequation Elimination}
$$

where $s$ and $t$ are unifiable and $\beta$ is a most general unifier of $s$ and $t$. We note that the resulting clause $\{I_2, \ldots, I_n\}\beta$ can be empty, and we consider an empty clause as equivalent to “false.”

We also have a special case of inequation elimination:

$$
\frac{(R, N \cup \{s \neq t, r_1 \equiv r_2\}, C, o)}{(R \cup \{r_1 \rightarrow r_2\}, \beta, N \beta, (C \land (r_1 > r_2)), \beta, o \beta)} \text{ Inequation Elimination}
$$
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Here $\beta$ is a most general unifier of $s$ and $t$, as before. The equation $r_1 \equiv r_2$ (or $r_2 \equiv r_1$) is converted to a rewrite rule and added to $R$, and the constraint is modified.

From now on, for simplicity we often omit the constraint. We write $(R, N, \alpha) \vdash (R', N', \alpha')$ if $(R', N', \alpha')$ can be derived from $(R, N, \alpha)$ using these rules. As before, for each one-step derivation using these rules, if $(R, N, \alpha) \vdash (R', N', \alpha')$, then there exists a substitution $\beta$ such that $\alpha' \equiv \alpha \beta$. By transitivity, this also follows for many-step derivations. Also, as for the unit equational case, if $(R, N, \alpha) \vdash (R', N', \alpha \beta)$ for an $n$-step derivation, then $(R \cup N) \beta \equiv (R' \cup N')$ relative to $E$. That is, the rules are equivalence (hence satisfiability) preserving. Similarly, if $H \vdash (R, N, \beta)$ by an $n$-step derivation, then $H \beta \equiv (R \cup N)$ relative to $E$. Thus if $H \vdash (R', N' \cup \{\{\}\}, \beta)$, then $H \beta$ is Equ-unsatisfiable. This means that we have found a rigid Horn unifier, namely, $\beta$ (suitably grounded, if desired).

We now show that if there is a $\Theta$ such that $H \Theta$ is Equ-unsatisfiable, then $H \vdash (R', N' \cup \{\}, \alpha')$ for some $R'$, $N'$, and $\alpha'$. Furthermore, the length of this proof is polynomial in the size of $H$. Since the result is similar to that for the unit equational case, we will omit some details.

**Theorem 4.20** Suppose $H$ is a set of equational Horn clauses and $\Theta$ is a substitution such that $H \Theta$ is ground and Equ-unsatisfiable. Then $H \vdash (R', N' \cup \{\} \{\}, \alpha')$ for some $R'$, $N'$, and $\alpha'$. Furthermore, the length of this proof is polynomial in the size of $H$.

**Proof.** The basic idea of the proof is to observe that we can ground complete the system $H \Theta$ by applying ground completion to the pure equational part of $H$. We also rewrite literals in inequations of $H$. If some inequation rewrites to the form $r \not\equiv r$, then we can delete it. We note that when all the inequations in a Horn clause are deleted, we either obtain “false” or a new equation, which can then be added to the unit equations, which in turn can be ground completed again. If no inequation rewrites to this form then we can do nothing more and unless \{\} has been derived, $H \Theta$ is consistent. This ground proof from $H \Theta$ can then be lifted to a proof from $H$.

Formally, let $H$ be $E \cup N$, where $E$ are unit equations and $N$ are non-positive clauses. We showed in theorem 3.20 that the ground completion of $E \Theta$ could be lifted to $E$, and the same proof applies here since all necessary critical pair operations can still be performed. Thus we obtain $H \vdash (R, N, \alpha)$, where $\Theta = \alpha \alpha'$. $\alpha'$ is a substitution such that $(R \cup N')\alpha'$ is ground, and $R \alpha'$ is a confluent ground term-rewriting system equivalent to $E \Theta$. Also, we can assume that $N'$ is in normal form relative to $R$ (by the ground completion inference rule).

Suppose that $N \alpha'$ has some clause $C$ with an inequation of the form $r \not\equiv r$. Then there is an inequation elimination rule that can be applied to $(R, N', \alpha)$, simplifying the system.

Suppose that none of the inequations of $N \alpha'$ are of the form $r \not\equiv r$. Suppose also that false (i.e., \{\}) has not been derived. Then $(R \cup N \alpha')$ is consistent, since we can interpret every term to its $R \alpha'$ - normal form. Also, we interpret “=?” as equality. Let us call this interpretation $I$. Now, all remaining inequations $s \not\equiv t$ have $s$, $t$ with different $R \alpha'$-normal forms. This means that these inequations are true (satisfied) in the interpretation $I$. Also, the unit equations are in $R$ and thus are true in the interpretation $I$. Thus every clause in $(R \cup N \alpha')$ has a true literal, so all clauses are satisfied by $I$. But we know as in theorem 3.20 that $(R \cup N \alpha') \equiv H \Theta$, which is unsatisfiable.

The only other case is that $N \alpha'$ and thus $N'$ contains \{\}. In this case we have already derived a proof of a contradiction.
We now show that this proof is of polynomial length. This is straightforward since the ground completion rule is polynomial time, the orientation rule is only applied once at the beginning, the critical substitution rule eliminates a variable, and the inequation elimination rule eliminates an inequation. By polynomial time we mean polynomial in $St(H)$. This is valid since all steps can be done in time polynomial in $St(R \cup N)$ and none of the inference steps increase $St(R \cup N)$. □

**Corollary 4.21** Simple rigid Horn unification is NP-complete.

**Proof.** If for some $\Theta$, $H\Theta$ is ground and Eq-unsatisfiable, then in nondeterministic polynomial time (polynomial in $St(H)$) we can find a proof of this fact, using the preceding result. Also, rigid Horn unification has rigid $E$-unification as a special case, and the latter is known to be NP-hard. Hence simple rigid Horn unification is NP-complete. □

**Corollary 4.22** Suppose $S$ is a set of clauses, $H$ is a subset of $S$ that is separable from $S$, and $Sp$ is a Horn spanning set for $S$ that is uniform relative to $H$. Then the problem of deciding if there is a $\Theta$ such that for all $h$ in $Sp$, $h\Theta$ is Eq-unsatisfiable, is in NP.

**Proof.** A substitution $\Theta$ satisfies (for all $h$ in $Sp$, $h\Theta$ is Eq-unsatisfiable) iff $\Theta$ is a solution to the simultaneous rigid Horn unification problem associated with $Sp$. However, if the simultaneous problem is uniform, then by theorem 4.18 there is an equivalent simple rigid Horn unification problem $(H,e)$. Furthermore, $(H,e)$ is obtainable in polynomial time, and the simple rigid Horn unification problem is in NP. Putting all of these facts together, we obtain the corollary. □

**Corollary 4.23** Suppose $S$ is a set of clauses consisting of a set $H$ of equational Horn clauses that is separable from $S$. Suppose that $T$ is an amplification of $S$. Then the problem of determining whether there exists a $\Theta$ such that $T\Theta$ is ground and Eq-unsatisfiable is solvable in exponential time.

**Proof.** Let $H'$ be the part of $T$ containing copies of clauses in $H$. Then $H'$ is separable from $T$. Also, we know by theorem 4.14 that $T\Theta$ is Eq-unsatisfiable iff there is a uniform (relative to $H'$) spanning set $Sp'$ such that for all $h$ in $Sp'$, $h\Theta$ is Eq-unsatisfiable. In addition, any such $Sp'$ must be of size polynomial in $T$, since each set $p$ in $Sp'$ consists of $H'$ together with one or two literals from $T - H'$, and there are only a polynomial number of such combinations to consider.

So to determine whether $T\Theta$ is Eq-unsatisfiable, we can enumerate all the uniform spanning sets $Sp'$ of $T$ and test for each one whether such a $\Theta$ exists. There may be exponentially many such spanning sets $Sp$, and testing for the existence of $\Theta$ will take at most exponential time (since it is a problem in NP). Thus the total running time is exponential. □

### 4.3 Case analysis

We now present yet another special case in which the rigid $E$-unification problem can be solved in nondeterministic polynomial time (in a certain sense). From now on in this paper, we will not assume that the equality translation (introduction of $fp$ terms) has been done.
Definition 4.24 Suppose that $S$ is a set of clauses. We say that $S$ is *splittable* if for every clause $C$ in $S$ and for every literal $L$ in $C$, if $L$ is a (positive) equation then $L$ has no variables in common with $C - \{L\}$.

Definition 4.25 Suppose $S$ is a set of clauses. Then we say that $S_1, \ldots, S_n$ is a *splitting* of $S$ if the following properties hold:

1. $S$ is unsatisfiable iff for all $i$, $S_i$ is unsatisfiable.
2. For all $S_i$, if a clause $C$ in $S_i$ contains a positive equality literal, then $C$ is a unit equation.

Theorem 4.26 Suppose $S$ is splittable. Then there is a splitting $S_1, \ldots, S_n$ of $S$ such that $n$ is at worst exponential in the number of literals in $S$. This splitting can be found in time exponential in $S$.

Proof. One obtains the $S_i$ by recursively performing the following operation: Given $S$, we find a clause $C$ of $S$ containing $L$ such that $L$ is a positive equation. We then consider the two sets $(S - \{C\}) \cup \{\{L\}\}$ and $(S - \{C\}) \cup \{C - L\}$. Since $L$ shares no variables with the remainder of $S$, $S$ is unsatisfiable iff both of these two sets are unsatisfiable. Also, each of these two clause sets has fewer literals than $S$. The same transformation can be applied to each of these clause sets, if they have non-unit equations. The theorem then follows by induction. \qed

We note that if $S$ is splittable and $S_1 \ldots S_n$ is a splitting of $S$, then (essentially) by corollary 4.4, we can reduce simultaneous rigid $E$-unification for each $S_i$ to simple rigid $E$-unification, which is decidable and NP-complete. Thus we can decide in exponential time whether for all $i$, there exists a substitution $\Theta_i$ such that $S_i \Theta_i$ is Eq-unsatisfiable.

Definition 4.27 We say that a set of clauses $S$ is *rigidly Eq-unsatisfiable* if there is a substitution $\Theta$ such that $S \Theta$ is ground and Eq-unsatisfiable.

Now, if $S$ is an amplification, we can determine if it is rigidly Eq-unsatisfiable by splitting it and then testing each $S_i$ for rigid Eq-unsatisfiability. Testing $S_i$ for rigid Eq-unsatisfiability is in exponential time, by corollary 4.4. However, even if all $S_i$ are rigidly Eq-unsatisfiable, it does not follow that $S$ is, because the $S_i$ together have more copies of clauses. But if all $S_i$ are rigidly Eq-unsatisfiable, then $S$ is Eq-unsatisfiable, which is what we are really interested in anyway. Thus we have the following definition:

Definition 4.28 An *interpolation test* is a predicate $P$ on clause sets such that if $S$ is rigidly Eq-unsatisfiable, then $P(S)$ is true, and if $P(S)$ is true, then $S$ is Eq-unsatisfiable.

We note that as far as theorem proving goes, interpolation tests are as good as rigid Eq-unsatisfiability tests. We can test if $S$ is Eq-unsatisfiable by enumerating amplifications $T_1, T_2, \ldots, T_n$ of $S$ and applying an interpolation test to each one. Formally,

Theorem 4.29 Suppose $P$ is an interpolation test. Then a set $S$ of clauses is Eq-unsatisfiable iff there is an amplification $T$ of $S$ such that $P(T)$ is true.

Proof. Suppose $S$ is Eq-unsatisfiable. Then there is an amplification $T$ of $S$ such that $T$ is rigidly Eq-unsatisfiable. Since $P$ is an interpolation test, $P(T)$ is true. Now, suppose that there is an amplification $T$ of $S$ such that $P(T)$ is true. Then $S$ is Eq-unsatisfiable, by the definition of an interpolation test. \qed

We have such a test for clause sets that are splittable.
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Theorem 4.30  Suppose $S$ is a splittable clause set. The following is an interpolation test for $S$:

1. Generate a splitting $S_1, \ldots, S_n$ of $S$.
2. Test each $S_i$ for rigid Eq-unsatisfiability: we note that this test is in exponential time.
3. Return "true" if all these tests succeed.

Proof.  By the definition of splitting, if 2. succeeds, then $S$ is unsatisfiable. Also, if $S$ is rigidly unsatisfiable, then so is each $S_i$. \hfill \Box

Thus in this case we have an interpolation test whose complexity is exponential. The question arises whether in the general case such an interpolation test exists. If so, it could take the place of simultaneous rigid $E$-unification, even though the latter is undecidable. The author has invested considerable effort to find such an interpolation test or to prove it does not exist, without success in either direction. However, the large number of special cases for which efficient methods exist suggests that some method might work in general.

We now indicate how the above splitting method can be extended to the general case, that is, to non-splittable clause sets. However, we cannot give any complexity bound in terms of $S$.

Definition 4.31  Suppose $S$ is an arbitrary set of clauses. Then a substitution $\Theta$ is a splitting substitution for $S$ if $S\Theta$ is splittable.

Definition 4.32  A shared variable for $S$ is a variable $x$ such that for some clause $C$ in $S$ and some literal $L$ in $C$, $L$ is a positive equality literal and $x$ appears both in $L$ and in $C - \{L\}$. Note that we are not assuming that the equality translation has been done on $S$.

Proposition 4.33  If $S$ is a set of clauses, and $\Theta$ is a substitution such that for all shared variables $x$, $x\Theta$ is a ground term, then $\Theta$ is a splitting substitution for $S$.

We then obtain the following result.

Theorem 4.34  An arbitrary set $S$ of clauses is Eq-unsatisfiable iff there is an amplification $T$ of $S$, a splitting substitution $\Theta$ for $T$, and a splitting $T_1, \ldots, T_n$ of $T\Theta$ such that each $T_i$ is rigidly Eq-unsatisfiable.

Proof.  If $S$ is Eq-unsatisfiable, then there is an amplification $T$ of $S$ and a ground substitution $\Theta$ such that $T\Theta$ is ground and Eq-unsatisfiable. Now, such a $\Theta$ is a splitting substitution for $T$, and for any splitting $T_1, \ldots, T_n$ of $T\Theta$, all $T_i$ will be rigidly Eq-unsatisfiable. Conversely, if such a splitting substitution $\Theta$ exists, then $T\Theta$ is Eq-unsatisfiable, hence $S$ is also Eq-unsatisfiable. \hfill \Box

This implicitly gives a fully general equality theorem proving method based on rigid $E$-unification. To test if $S$ is Eq-unsatisfiable, we enumerate amplifications $T$ of $S$, and for each $T$, we enumerate splitting substitutions $\Theta$ and splittings for $T\Theta$, testing the $T_i$ for rigid Eq-unsatisfiability using the method of theorem 4.30. The drawback is that it is necessary to enumerate such substitutions $\Theta$. However, one can easily see that it is only necessary to enumerate splitting substitutions $\Theta$ whose domain is the set of shared variables of $S$. Also, in many cases there are only a small number of shared variables, making the task easier. Finally, we can make this
method somewhat more efficient by choosing a simplification ordering $\succ$ on terms and noting that if $S$ itself contains an equation $r = s$, then we need not consider substitutions $\Theta$ containing subterms $u$ such that $u \succ s$. That is, we need only consider $\Theta$ that are irreducible with respect to ordered rewriting. The combination of these techniques yields a simple and fully general equality method that may be sufficient for many purposes.

The set of shared variables can be made smaller, too, by splitting $T$ to obtain clauses sets $T_i$ having Horn subsets $H_i$ that are separable from $T_i$. For this, we can say that a variable of a clause $C$ is shared if it appears

1. in two (positive) equations in $C$, or
2. in an equation of $C$ and in a non-equality literal of $C$.

This suffices because any set $T_i$ without such shared variables must consist of a set $H_i$ of equational Horn clauses, together with clauses not containing positive occurrences of equality. It follows that $H_i$ is separable from $T_i$, and so one can test in exponential time if a $\Theta$ exists making $T_i \Theta$ Eq-unsatisfiable, by corollary 4.23.

5 Path Paramodulation

We now give another fully general solution method for the problem of rigid Eq-unsatisfiability. We cannot say much in general about the complexity of this method, but it avoids the necessity to enumerate substitutions. This method, path paramodulation, is based on paramodulation. This path-based equality method is complete (in a sense to be described) and has a rigid flavor. Path paramodulation converts an amplification $S$ to a set of paths, then performs rigid operations on the paths. If all paths can be contradicted, then we know that $S$ is Eq-unsatisfiable. Also, because of its rigid flavor, the search space for a given amplification $S$ is finite. For this inference system, we consider a path to be a multiset of literals, one literal from each clause. Path paramodulation has five inference rules, as follows.

$$
\frac{S}{S \supset p_1, \ldots, p_n} \quad \text{Path Creation}
$$

where $S$ is an amplification and $p_1, \ldots, p_n$ is a listing of the set of paths in $S$. Note that for large $S$, just to list the set of all paths can be impractical. Therefore, it may be better for practical purposes to let $p_1, \ldots, p_n$ be an equational spanning set for $S$. We do not know, however, if this preserves completeness,

$$
\frac{S \supset p_1, \ldots, T \cup \{I[u, r = s] \ldots, p_n\}}{S \alpha \supset p_1 \alpha, \ldots, T \alpha \cup I[\alpha[s]], \ldots, p_n \alpha} \quad \text{Paramodulation}
$$

where $\alpha$ is a most general unifier of $u$ and $r$. Here we do not distinguish $r = s$ from $s = r$. Note that $I$ is either an equation, an inequation, or a non-equality literal and $I$ has the non-variable term $u$ as a subterm. (We are not assuming that the equality translation has been done on $S$.) Also, note that the two “parent” clauses of the paramodulation are deleted.

Often we will want to specify a termination ordering $\prec$ that is total on ground terms and restrict paramodulation so that the inference is not performed if $\alpha \prec s$. We call this paramodulation with respect to the ordering $\prec$:

$$
\frac{S \supset p_1, \ldots, p_{n-1}, T \cup \{I[-M], p_{n+1}, \ldots, p_n\}}{S \alpha \supset p_1 \alpha, \ldots, p_{n-1} \alpha, p_{n+1} \alpha, \ldots, p_n \alpha} \quad \text{Resolution}
$$
where \( L \) and \( \neg M \) are literals and \( \alpha \) is a most general unifier of \( L \) and \( M \). The path \( p_i \) has been deleted since a contradiction has been derived.

\[
\frac{S \cup p_1, \ldots, p_{i-1}, T \cup T_1 \cup \{L\}, p_{i+1}, \ldots, T \cup T_2 \cup \{L'\}, \ldots, p_n}{S \alpha \cup p_1\alpha, \ldots, p_{i-1}\alpha, p_{i+1}\alpha, \ldots, p_n\alpha} \quad \text{Factoring}
\]

where \( \alpha \) is a most general unifier of \( L \) and \( L' \). Note that the \( T \) parts of the paths \( T \cup T_1 \cup \{L\} \) and \( T \cup T_2 \cup \{L'\} \) are identical even before the application of \( \alpha \). As a special case, if two non-empty paths are identical, one of them can be deleted.

\[
\frac{S \cup p_1, \ldots, T \cup \{r \neq s\}, \ldots, p_n}{S \alpha \cup p_1\alpha, \ldots, p_{i-1}\alpha, p_{i+1}\alpha, \ldots, p_n\alpha} \quad \text{Inequation Removal}
\]

where \( \alpha \) is a most general unifier of \( r \) and \( s \). Again, the path \( p_i \) has been deleted because a contradiction has been derived.

We consider an empty set of paths as equivalent to "false". An empty path, however, is equivalent to "true."

**Theorem 5.1 (Soundness)** If we can derive \( S \cup p_1, \ldots, p_n \) in this system, then \( S \cup (\land p_1) \lor (\land p_2) \lor \ldots \lor (\land p_n) \) (relative to Eq), where \( \land p_i \) is the conjunction of the literals in the path \( p_i \). For this, we interpret an empty disjunction (when all paths have been contradicted) as "false."

**Proof.** For the path creation rule, we note that \( (\land p_1) \lor (\land p_2) \lor \ldots \lor (\land p_n) \) is essentially a disjunctive normal form of \( S \), which is logically equivalent to \( S \).

Now, for each inference rule

\[
\frac{S \cup p_1, \ldots, p_n}{S \alpha \cup q_1, \ldots, q_n}
\]

we show that if \( S \cup (\land p_1) \lor (\land p_2) \lor \ldots \lor (\land p_n) \) (relative to Eq) then \( S \cup (\land q_1) \lor (\land q_2) \lor \ldots \lor (\land q_n) \) (relative to Eq). By induction, this yields the desired result. We show this for each inference rule separately. For example, consider the paramodulation rule. By equality reasoning, it follows that from \( C_1[u] \land r = s \) one can derive \( C_1[\alpha[u]] \), where \( \alpha \) is a most general unifier of \( u \) and \( r \). Therefore, if \( S \cup (\land p_1) \lor \ldots \lor (\land p_n) \) (relative to Eq), then \( S \cup (\land q_1) \lor \ldots \lor (\land q_n) \) (relative to Eq). By induction, this yields the desired result.

**Corollary 5.2** If \( S \vdash (S \cup \text{false}) \) in this system, then \( S \cup \beta \) is Eq-unsatisfiable, hence \( S \) is Eq-unsatisfiable.

We now want to show the converse, that is, if \( S \) is Eq-unsatisfiable, then for some \( \beta \), \( S \cup \text{false} \) can be derived in this system. That is, this system is complete. However, for this we have to place some restrictions on the amplification \( S \). That is, we show that if \( S \) is Eq-unsatisfiable, then there is an amplification \( T \) of \( S \) and a substitution \( \beta \) such that \( T \cup \beta \subseteq \text{false} \) can be derived. In order to specify \( T \), it is necessary to define resolution-paramodulation proofs and proof trees.

**Definition 5.3** A resolution-paramodulation proof of \( C_1 \) from \( S \) is a sequence \( C_1 C_2 \ldots C_n \) of clauses such that each \( C_i \) is either in \( S \) or is a resolvent or paramodulant of two previous clauses in the sequence. We also call such a proof a linear proof, since it is a linear sequence. This is not meant to imply anything about the theorem proving strategy used to obtain the proof.
Definition 5.4 A resolution-paramodulation proof tree of \( C \) from \( S \) is a binary tree in which the root node is labeled with the clause \( C \), the leaves are labeled with clauses in \( S \), and if the two children of a node \( N \) are labeled with clauses \( C_1 \) and \( C_2 \), respectively, then \( N \) is labeled with a resolvent or a paramodulant of \( C_1 \) and \( C_2 \). The distinctive feature of a proof tree is that each clause is used only once.

We use the greek letters \( \Pi \) and \( \Pi' \) to refer to resolution-paramodulation proofs (or proof trees). Also, \( In(\Pi) \) is the set of input clauses of the proof \( \Pi \), that is, the set of \( C_i \) such that \( C_i \in S \) for a linear proof, or, the set of labels of leaf nodes, for a proof tree. Note that any linear proof can be converted to a proof tree by (possibly) duplicating some inference steps.

Definition 5.5 For a resolution-paramodulation proof tree \( \Pi \) of "false" from \( S \), we define an amplification \( A_\Pi \) which has one clause \( C_N \) for each leaf node \( N \) in the tree \( \Pi \), and that for two leaf nodes \( M \) and \( N \), \( C_M \) and \( C_N \) share no variables.

We note that \( A_\Pi \) will be an amplification of \( In(\Pi) \) for all \( \Pi \). Furthermore, every clause in \( In(\Pi) \) will appear exactly once in \( A_\Pi \) (assuming that all the clauses in \( \Pi \) are distinct). Also, the number of clauses in \( A_\Pi \) will be one greater than the number of resolution-paramodulation steps in \( \Pi \). This observation follows from a property of binary trees.

For the following proof, we need to consider paths in \( S \) as multisets of literals, one from each clause in \( S \), and we need the following definition.

Definition 5.6 Suppose that \( q_j \) and \( p'_j \) are paths, considered as multisets of literals. Let \( \{q_1, \ldots, q_m\} \) and \( \{p'_1, \ldots, p'_n\} \) be multisets of paths. A path correspondence is a function \( F : \{q_1, \ldots, q_m\} \mapsto \{p'_1, \ldots, p'_n\} \) from multi-sets of paths to multi-sets of paths which is onto, such that for all \( i \) and \( j \), if \( F(q_i) = p'_j \), then \( q_i \) is a super-multiset of \( p'_j \).

Theorem 5.7 (Completeness) If \( S \) is \( \mathcal{E} \)-unsatisfiable, then there is an amplification \( T \) of \( S \) and a substitution \( \beta \) such that \( T \vdash (T \beta \supset \text{false}) \) in this system.

Proof. Suppose \( S \) is \( \mathcal{E} \)-unsatisfiable. Then there is a (non-rigid) resolution-paramodulation proof of the empty clause from \( S \cup \{x = x\} \), since resolution and ordered paramodulation are complete relative to \( \mathcal{E} \) [15, 3]. It follows that there is a (rigid) resolution-paramodulation proof tree \( \Pi \) of the empty clause from \( S \). In particular, we can choose \( \Pi \) so that all of the labels of the leaves have disjoint variables. We show that there is a substitution \( \beta \) such that \( A_\Pi \vdash (A_\Pi \beta \supset \text{false}) \), that is, we can let \( T \) be \( A_\Pi \).

We prove the theorem by induction on the size (number of resolution-paramodulation steps) of the proof tree \( \Pi \). We first do the base case, that is, \( \Pi \) consists of a single node, labeled by the empty clause. Thus \( S \) contains the empty clause. Then \( A_\Pi \) will contain one copy of the empty clause, and nothing else. Then \( A_\Pi \) has no paths, that is, the set of paths of \( A_\Pi \) is empty. Since we are considering an empty set of paths as equivalent to \( \text{false} \), we obtain a proof simply by the path creation rule from \( A_\Pi \), with \( \beta \) as the identity substitution.

Now we do the inductive step. Suppose that \( \Pi \) contains more than just a single node, and that one of the resolution-paramodulation steps of \( \Pi \) derives \( D \) from \( C_1 \) and \( C_2 \), where \( C_1 \) and \( C_2 \) are labels of leaves of the proof tree. Let \( \Pi' \) be the remaining proof from \( (T \vdash (C_1, C_2)) \cup \{D\} \). Since \( \Pi \) is a proof tree, so is \( \Pi' \). (This is not always true for linear proofs, since \( C_1 \) and \( C_2 \) may be used elsewhere in a linear proof.) Then \( A_\Pi \) is \( (A_\Pi \vdash (C_1, C_2)) \cup \{D\} \). Let \( T' \) be \( A_\Pi \) for ease of notation. Since \( \Pi' \) has fewer inference steps than \( \Pi \), we can assume by induction that for some \( \beta' \), \( T' \vdash (T' \beta' \supset \text{false}) \). We then show that for some \( \beta, T \vdash (T \beta \supset \text{false}) \).
Let \( p_1 \ldots p_k \) be the paths of \( T' \). Then we assume by induction that \( T' \vdash (T' \beta \supset \text{false}) \). Since this proof must begin with the path creation rule, we have that \( (T' \supset p_1 \ldots p_k) \vdash (T' \beta \supset \text{false}) \). Let \( p_1 \ldots p_m \) be the paths of \( T \). Then by the path creation rule we obtain \( T \vdash (T \supset p_1 \ldots p_m) \). We show that there is a (partial) proof \( (T \supset p_1 \ldots p_m) \vdash (T \supset q_1 \ldots q_m) \) such that every \( q_j \) is a superset (super-multiset) of some \( p'_k \) and every \( p'_k \) is a sub-multiset of some \( q_j \). More precisely, there is a path correspondence \( F : \{q_1 \ldots q_m\} \rightarrow \{p'_1 \ldots p'_k\} \). We will show that such a partial proof exists below. For now, let us just assume this and see how the rest of the proof can be carried out.

Assuming that we have a proof \( (T \supset p_1 \ldots p_m) \vdash (T \alpha \supset q_1 \ldots q_m) \) as specified, the steps in the proof \( (T' \supset p'_1 \ldots p'_k) \vdash (T' \beta \supset \text{false}) \) can be simulated on \( (T \alpha \supset q_1 \ldots q_m) \) in the sense that a path correspondence exists. For this, every step on \( p'_k \) has to be performed on all \( q_j \) such that \( F(q_j) = p'_k \). Suppose that \( \gamma \) is the substitution generated by the application of this inference rule on \( p'_k \). Let \( s(q) \) for a path \( q \) denote the path obtained by applying an inference rule to \( q \) as in the simulating or simulated proof. Thus \( s(p'_k) = p'_k \gamma \) with some literals deleted or modified according to the inference rule used. Then if \( F(q_j) = p'_k \), \( q_j \) has \( p'_k \) as a sub-multiset and we can apply the same inference rule on \( q_j \), generating the substitution \( \gamma \). We may have other paths \( q_k \) such that \( F(q_k) = p'_k \); these paths will now become \( q_k \gamma \). These will have the path \( p'_k \gamma \) as a sub-multiset. Thus we can apply the same inference rule to \( q_k \gamma \) as we applied to \( q_j \), but since \( \gamma \) has already been applied, and we are in a rigid framework, \( \gamma \) need not be applied again. We then update the path correspondence \( F \) so that \( F(q_j) = s(p'_k) \) and \( F(q_k) = s(p'_k) \). This will preserve the fact that \( F \) is a path correspondence.

The factoring rule is slightly different, since a pair of paths is involved. However, as before, one can simulate a factoring operation on paths \( p'_k \) and \( p'_k \) by factoring operations on paths \( q \) and \( r \) such that \( F(q) = p'_k \) and \( F(r) = p'_k \). Suppose \( p'_k \) is \( T \cup T_0 \cup \{p_1\} \) and \( p'_k \) is \( T \cup T_0 \cup \{p_2\} \). Then the result of the factoring operation on \( p'_k \) and \( p'_k \) is the path \( (T \cup \{p_1\}) \gamma \) for some most general unifier \( \gamma \) of \( L \) and \( L' \). Now, since \( q \) and \( r \) have \( p'_k \) and \( p'_k \) as sub-multisets, \( q \) is \( T \cup T_0 \cup \{p_1\} \) and \( r \) is \( T \cup T_0 \cup \{p_2\} \) for some \( T_0 \) and \( T_0 \). By a factoring operation on \( q \) and \( r \), we obtain \( (T \cup \{p_1\}) \gamma \), which still preserves the path correspondence. Then we perform the same operation on other paths \( q \) and \( r \) such that \( F(q) = p'_k \) and \( F(r) = p'_k \). The effect is similar, except that the substitution \( \gamma \) will have already been applied and need not be applied again.

At the end, all the paths \( p'_k \) are removed, yielding that \( (T' \supset p'_1 \ldots p'_k) \vdash (T' \beta \supset \text{false}) \). Now, if we have a path correspondence \( F : P_1 \rightarrow P_2 \) for sets \( P_1 \) and \( P_2 \) of paths and \( P_1 \) is empty, \( P_2 \) is empty also. Therefore, if the simulated proof is a proof of \( (T' \beta \supset \text{false}) \), by simulating it we also obtain a proof of \( (T \alpha \supset \text{false}) \). That is, we have a proof \( (T \alpha \supset q_1 \ldots q_m) \vdash (T \beta \supset \text{false}) \). Together with the proof \( (T \supset p_1 \ldots p_m) \vdash (T \alpha \supset q_1 \ldots q_m) \), this yields the result \( (T \supset p_1 \ldots p_m) \vdash (T \beta \supset \text{false}) \). Therefore, using the path creation rule, \( T \vdash (T \beta \supset \text{false}) \).

Now, it remains to do the step that we left out, namely, to show that there is a proof \( (T \supset p_1 \ldots p_m) \vdash (T \alpha \supset q_1 \ldots q_m) \) such that there is a path correspondence between \( q_1 \ldots q_m \) and \( p_1 \ldots p_k \). This implies that every \( q_j \) is a super-multiset of some \( p'_k \). We show that such a proof exists by case analysis on the inference steps. Suppose \( D \) is obtained by a paramodulation step between \( C_1 \) and \( C_2 \). Let us write \( C_1 \) as \( B_1 \cup \{L_1[q]\} \) and \( C_2 \) as \( B_2 \cup \{L_2[s]\} \). We can then write \( D \) as \( B_1 \cup \{L_0[a] \} \cup B_2 \alpha \), where \( \alpha \) is a most general unifier of \( r = s \). Let \( T_0 \) be such that \( T = T_0 \cup \{C_1, C_2\} \). (Here we use \( U \) for multisets.) Every path \( p_i \) of \( T \) includes one of the literals \( L_1 \) from \( C_1 \) and one of the literals \( L_2 \) from \( C_2 \), together with a path in \( T_0 \). We now consider several cases, depending on whether the literal \( L_1 \) from \( C_1 \) is in \( B_1 \) or not, and depending on whether the literal \( L_2 \) in \( C_2 \) is in \( B_2 \) or not. Let \( p_i \) be a path in \( T \) that includes the literals \( L_1[u] \) and \( r = s \), together with a path \( p'_k \) in...
Performing the paramodulation rule on the path \( p_1 \), we remove the literals \( L[u] \) and \( r = s \) and add the literal \( Lo[so] \). The result of this operation will be the path 
\( p_2 = \{ L[u], r = s \} \alpha \cup \{ Lo[so] \} \). The same operation can then be done on all the other paths \( p_j \) of \( T \) which are of the form \( p_1 \cup \{ L[ujo](r = s)\} \) for some path \( p_1 \) in 
\( T_0 \). All these paths will contain the literals \( L[u] \) and \( r = s \), which will have been instantiated to \( L[ujo] \) and \( (r = s)\) because we are in a rigid framework, and so will not require any further substitution. In all these other paths, the paramodulation rule will remove the literals \( L[ujo] \) and \( (r = s)\) and replace these literals by \( Lo[so] \).

In this way, we obtain the proof \( (T \supset p_1 \ldots p_m) \vdash (T_0 \supset q_1 \ldots q_m) \), by performing all of these paramodulation inference steps.

Now, every path \( p \) in \( T' \) will include one of the literals of \( D \), plus literals from other clauses in \( T' \). We note that \( T' = (T - \{ C_1, C_2 \} \alpha) \cup D \). Consider a path \( q_j \). It must include a literal of \( B_j \alpha \) and a literal of \( B_2 \alpha \), or else it includes the literal \( Lo[so] \) resulting from the paramodulation step. In addition, \( q_j \) must include a literal from each of the other clauses \( T_0 \) in \( T_0 \). We show that a path correspondence \( F \) exists. For this step, we need to have that paths are multisets of literals. If \( q_j \) includes this literal \( Lo[so] \) then we can let \( F(q_j) \) be \( q_j \), since \( q_j \) will be a path in \( T' \), too. If \( q_j \) includes a literal from \( B_j \alpha \) and an arbitrary literal \( L_2 \) from \( C_2 \), then we can let \( F(q_j) \) be \( q_j \setminus \{ L_2 \} \), which will be a path in \( T' \) since \( B_j \alpha \) is a subset of \( D \). If \( q_j \) includes a literal from \( B_2 \alpha \) and the literal \( Lo \) from \( C_1 \), then we can let \( F(q_j) \) be \( q_j \setminus \{ L_1 \} \), which will be a path in \( T' \), since \( B_2 \alpha \) is a subset of \( D \). If \( q_j \) does not include literals from \( B_j \alpha \) or \( B_2 \alpha \), then it must include both \( L[ujo] \) and \( (r = s)\), but this cannot be, because we have already applied the paramodulation operation to all such paths.

The reasoning is similar for the other operations (resolution between \( C_1 \) and \( C_2 \), and resolution of \( C_3 \) with \( x = x \)). We use the factoring rule on paths for the factoring operations on clauses that may be performed as part of a resolution inference. The factoring rule on paths was designed not only to simulate clause factoring, but also to be compatible with path correspondences, which is needed for the rest of the argument. For clause resolution with \( x = x \), we use inequation removal on paths, which has the same effect.

This completes the proof.

We note that in an implementation, one might want to modify these inference rules so that the literals involved in paramodulation, resolution, or equation removal are not deleted from their paths. One might also want to allow additional rules, such as simplification (rewriting) relative to some ordering. However, here we are only interested in establishing a general framework, which others may refine.

One interesting feature of this method is that it solves the simultaneous rigid \( E \)-unification problem, in a sense. In particular, if \( S \) consists entirely of equational clauses (that is, all literals are equations or inequations), and \( T \) is an amplification of \( S \), then every path in \( T \) will be a conjunction of equations and inequations. Therefore, if \( S \) is Eq-unsatisfiable, and \( T \) is an amplification of \( S \), and \( T \vdash (T \beta \supset false) \), then \( \beta \) is a simultaneous rigid \( E \)-unifier of all the paths in \( T \). We have just shown that if \( S \) is Eq-unsatisfiable, then some such \( T \) and \( \beta \) exist such that 
\( T \vdash (T \beta \supset false) \), that is, our inference system will find the simultaneous rigid \( E \)-unifier \( \beta \). Even though the general simultaneous rigid \( E \)-unification problem is undecidable, this technique finds enough simultaneous rigid \( E \)-unifiers to make it sufficient for theorem proving purposes. This fact makes clear the mismatch between simultaneous rigid \( E \)-unification and theorem proving, in the sense that it is still possible that there are efficient complete applications of simultaneous rigid \( E \)-unification to theorem proving, even though simultaneous rigid \( E \)-unification is undecidable.
Theorem 5.8 Suppose that $T$ is an amplification and there is a proof $T \vdash (T; \beta \supset \text{false})$ in this system. Then this proof has a number of steps equal to at most the number of paths of $T$ times the number of clauses in $T$.

Proof. Each inference rule except for path creation reduces the number of literals in at least one path. \hfill \Box

The implication of this is that it is decidable whether there is a proof $T \vdash (T; \beta \supset \text{false})$ in this system, and one need only examine proofs of length exponential in $T$ (since the number of paths is at most exponential in $T$). This does not contradict the undecidability of rigid $E$-unification, since this system may need much larger amplifications.

We now consider sets $S$ of ground clauses and amplifications $T$ of $S$. Such an amplification $T$ must be considered as a multiset, since all copies of a ground clause are identical. We would like to know how large an amplification $T$ of $S$ is needed to find a proof by path paramodulation if $S$ is $E$-unsatisfiable. We have the following result.

Recall that if $S$ is a set of clauses, $St(S)$ is the number of distinct subterms appearing in clauses of $S$, each subterm being counted only once, regardless of how many times it appears in $S$.

Theorem 5.9 There is a fixed polynomial $\pi$ such that for all $m$, $n$ and for all $E$-unsatisfiable sets $S$ of ground clauses with $St(S) = n$ having at most $m$ literals per clause, there is an amplification $T$ of $S$ having $m \cdot 2^{\pi(n)}$ copies of each clause of $S$, such that there is a path paramodulation proof $T \vdash (T; \beta \supset \text{false})$.

Proof. We use a counting argument. Let $\pi$ be the polynomial from [19] such that if a set $E$ of ground equations and inequations has at most $n$ distinct subterms, then there is a critical pair proof of some inequation of the form $s \neq s$ from $E$, that has at most $\pi(n)$ steps. Consider a path $p$ in $T$. For each clause $C$ in $S$, let $L$ be the literal in $C$ that appears the greatest number of times in $p$. Let $q$ be the path in $S$ consisting of the set of such literals $L$. Note that every element of $q$ appears at least $2^{\pi(n)}$ times in $q$, since $C$ has at most $m$ literals. Now, using a completion approach such as that in [19], we know that there is a completion proof of some such inequation $s \neq s$ from $q$ involving $\pi(n)$ critical pair steps. Expanding this proof to a tree, we obtain a paramodulation proof tree of $s \neq s$ with at most $2^{\pi(n)} - 1$ steps. The path $p$ has enough copies of each element of $q$ to enable this proof to be accomplished in path paramodulation. One application of inequation removal on the inequation $s \neq s$ yields a proof of $\text{false}$, that is, the path is removed. This can be done for all paths, obtaining an empty set of paths, which represents $\text{false}$. In this way we obtain the desired proof $T \vdash (T; \beta \supset \text{false})$. \hfill \Box

Corollary 5.10 Under the conditions of the theorem, if $S$ has $k$ clauses, there is a path paramodulation proof $T \vdash (T; \beta \supset \text{false})$ having at most $m^k \cdot 2^{\pi(n)}$ steps.

Proof. Each path requires $2^{\pi(n)}$ steps for a proof. The number of paths in $S$ is at most $m^k$. \hfill \Box

We note (by the arguments given in [19]) that this still applies if we do path paramodulation with respect to an arbitrary termination ordering $<$ that is total on ground terms. That is, we never do paramodulations replacing a subterm $\alpha$ by some $\alpha'$ if $\alpha < \alpha'$. This is better than the situation for clause paramodulation, as we shall see.
5.1 A modified system

We now consider path paramodulation with the same set of inference rules as above except that the paramodulation rule is replaced by the following:

\[
\frac{S \equiv p_1, \ldots, T \cup \{ I[u] \}, r = s \}, \ldots, p_n}{S\alpha \equiv p_1\alpha, \ldots, T\alpha \cup L[\alpha] \cup (r = s)\alpha, \ldots, p_n\alpha} \text{ Paramodulation}
\]

where \( \alpha \) is a most general unifier of \( u \) and \( r \). As above, we do not distinguish \( r = s \) from \( s = r \). Note that \( I \) is either an equation, an inequation, or a non-equality literal and \( L \) has the non-variable term \( u \) as a subterm. The difference between this rule and the corresponding rule for path paramodulation is that the equation \( r = s \) is not deleted.

**Theorem 5.1.** Suppose \( S \) is an Eq-unsatisfiable set of ground clauses. Then \( S \models (S \equiv \text{false}) \) in this system. That is, for ground clause sets, we do not need larger amplifications.

**Proof.** Each path is Eq-unsatisfiable, and therefore we can obtain a contradiction by equational completion and resolution. The substitution \( \beta \) generated will be the identity substitution, and thus does not appear explicitly. The proof can even be obtained by a sequence of rewriting operations, as in [19]. This means that the literal paramodulated into can be deleted, as in modified path paramodulation. Thus we can simulate this proof by a sequence of paramodulations using the above inference rule, followed by an inequation removal operation or a resolution operation on each path. Using ideas from [19], we can also show that there is a proof in which the number of operations is a polynomial in \( S(S) \) times the number of paths in \( S \).

Also, for ground sets \( S \), we do not need the factoring rule. \(\square\)

We note that this theorem does not seem to be true for the original path paramodulation system, because it is difficult to bound the length of a resolution-paramodulation proof even from a set of ground clauses.

We now consider modified path paramodulation for non-ground clause sets. In general, each inference rule either binds a variable or else essentially treats the system as a ground system. The number of variable bindings is limited by the number of variables. We would expect a result such as the following:

Suppose \( S \) is an Eq-unsatisfiable set of clauses and \( T \) is an amplification of \( S \) such that for some substitution \( \beta \), \( T \models (T\beta \equiv \text{false}) \) in modified path paramodulation. Then there is a proof of \( T \models (T\beta \equiv \text{false}) \) whose length is at most a polynomial in \( T \) times the number of paths in \( T \).

We would expect this to be true, because the number of variable binding steps is linear in \( T \). In between variable bindings, the set \( T \) is treated essentially as a ground system. Unfortunately, this result is not true. Later, in the discussion of our undecidability proof, we will construct sets \( S \) of clauses such that \( S \models (S\beta \equiv \text{false}) \), but such that there is no recursive bound on the length of these proofs. If we perform paramodulation with respect to a size-respecting term ordering, we can probably limit the length of the proof to be recursive in \( T \), but it might be a stack of exponentials in \( T \) since unification can increase term size by an exponential amount. Also, restricting paramodulation in this way would miss some proofs, because of the undecidability result.

5.2 Delayed path creation

We now modify the above two path paramodulation systems to avoid the need to explicitly list all of the paths in \( S \). This is done by modifying the path creation rule
so that the paths are only generated as needed, and not all at once at the beginning.
In this delayed path creation system, paths can contain clauses as well as literals, and such paths can be split up into more paths by partitioning one of the clauses they contain. The new version of the path creation rule is simply the following:

$$
S 
\xrightarrow{\text{Path Creation}} 
S 
\supseteq 
S
$$

We also have a path splitting rule as follows:

$$
S \supseteq p_1, \ldots, p_{n-1}, T \cup \{L \cup C\}, p_{n+1}, \ldots, p_n 
\xrightarrow{\text{Path Splitting}} 
S \supseteq p_1, \ldots, p_{n-1}, T \cup \{L\}, T \cup \{C\}, p_{n+1}, \ldots, p_n
$$

where $L$ is a literal and $C$ is a non-empty clause. This splits the path $T \cup \{L \cup C\}$ containing the clause $\{L \cup C\}$ into two paths, one containing just $\{L\}$ and one containing $C$. The other rules are unchanged, except that instead of literals $L$ in paths, we now have to consider unit clauses $\{L\}$. Thus the paramodulation rule for the original path paramodulation inference system would look like this:

$$
S \supseteq p_1, \ldots, T \cup \{L[u], \{r = s\}\}, \ldots, p_n 
\xrightarrow{\text{Paramodulation}} 
S_\alpha \supseteq p_\alpha, \ldots, T_\alpha \cup \{L_\alpha[u_\alpha], \{r_\alpha = s_\alpha\}\}, \ldots, p_n\alpha
$$

Soundness and completeness follow easily from the soundness and completeness of the original systems. However, delayed path creation is more practical for large sets of clauses, since one does not have to explicitly create all the paths, but only those that are needed for subsequent inference rules.

6 Rigid Clause Paramodulation

Another approach to theorem proving with equality is rigid clause paramodulation, which is related to path paramodulation. We distinguish this from ordinary non-rigid clause paramodulation. Rigid clause paramodulation is essentially paramodulation and resolution in which all the variables in a set of clauses are treated rigidly. This system has the following five inference rules, where $T$ is a set of clauses:

$$
T \cup \{C_i[u], \{r = s\} \cup D\} 
\xrightarrow{\text{Paramodulation}} 
T_\alpha \cup \{C_i[u], \{r = s\} \cup D\} \cup \{C_i[u] \cup D\}\alpha
$$

where $\alpha$ is a most general unifier of $u$ and $r$. Here we do not distinguish $r = s$ from $s = r$. Note that $C_i$ is an arbitrary clause having the non-variable term $u$ as a subterm. Also, note that neither of the two “parent” clauses of the paramodulation are deleted.

$$
T \cup \{C \cup \{L\}, \{-M\} \cup D\} 
\xrightarrow{\text{Resolution}} 
T_\alpha \cup \{C \cup \{L\}, \{-M\} \cup D\} \cup \{C \cup D\}\alpha
$$

where $L$ and $\neg M$ are literals and $\alpha$ is a most general unifier of $L$ and $M$.

$$
T \cup \{C \cup \{L, M\}\} 
\xrightarrow{\text{Factoring}} 
T_\alpha \cup \{C \cup \{L\}\}\alpha
$$

where $\alpha$ is a most general unifier of $L$ and $M$.

$$
T \cup \{C \cup \{r \neq s\}\} 
\xrightarrow{\text{Inequation Removal}} 
T_\alpha \cup \{C\}\alpha
$$

where $\alpha$ is a most general unifier of $r$ and $s$.

$$
T \cup \{\emptyset\} 
\xrightarrow{\text{Contradiction}} 
\text{false}
$$
The idea is that we do resolution and paramodulation on \( T \), but all substitutions are applied to the whole set of clauses, not just to the one or two clauses involved in the inference.

**Theorem 6.1** Rigid paramodulation is sound, that is, if there is a proof of \( \{ \} \) from \( T \), then \( T \) is Eq-unsatisfiable.

**Proof.** Except for inequation removal, rigid paramodulation is a restriction of ordinary non-rigid resolution and paramodulation, which is sound. Also, the inference rule for inequation removal is sound, by properties of equality. \( \square \)

**Theorem 6.2** Rigid paramodulation is complete, that is, if \( S \) is an Eq-unsatisfiable set of clauses, then there is an amplification \( T \) of \( S \) such that there is a rigid paramodulation proof of \( \text{false} \) (that is, \( \{ \} \)) from \( T \).

**Proof.** Suppose \( S \) is Eq-unsatisfiable. Then, since ordinary resolution-paramodulation is complete, there is a resolution-paramodulation proof of \( \{ \} \) from \( S \cup \{ x = x \} \). Therefore there is also a resolution-paramodulation proof tree \( T \) of \( \{ \} \) from \( S \cup \{ x = x \} \). Recall that \( A_T \) is an amplification having one clause for each use of an element of \( S \) in this proof. Suppose that we rename variables in \( A_T \) so that all clauses have disjoint sets of variables. Then the proof from \( S \) can be simulated by a rigid proof from \( A_T \). The reason for this is that \( T \) itself, with variables possibly renamed, is a rigid proof, since each clause is only used once. Now, the (rigid) proof \( T \) may use instances of the clause \( x = x \). These can all be eliminated by applications of the inequation removal rule. Thus we can let \( T \) be \( A_T \) with the instances of \( x = x \) removed. \( \square \)

We consider whether the proof length for rigid paramodulation-resolution can be recursively bounded in terms of the amplification \( T \). Since there are only a linear number of variable binding steps, we only need to consider portions of the search in which no new variables are bound. If there are a bounded number of literals, then the search space is bounded, because resolution can only generate an exponential number of clauses from a given set of literals. Therefore, if the minimal proof length cannot be recursively bounded, neither can be the number of literals generated. These new literals can only be generated by paramodulation steps (without binding variables), and so there must be a non-recursive upper bound on the number of paramodulation steps. Even if we do ordered paramodulation, we might have a non-recursive number of paramodulation steps. In fact, we cannot even show finiteness of the search space. We could conceivably generate a sequence \( e_1, e_2, e_3, \ldots \) of equations and using these to paramodulate into a given literal \( L \), generate a sequence \( L_1, L_2, L_3, \ldots \) of literals with \( L_1 < L_2 < L_3, \ldots \). It is possible that by using ideas analogous to those of [19], we might get a better bound or at least show finiteness. We consider it an interesting question whether one can do paramodulation even on ground clause sets in a more efficient manner.

We note that it is possible to get a better result for path paramodulation, as remarked earlier, since we can bound the size of a ground amplification needed in order to be able to obtain a proof. Also, non-rigid clause paramodulation and rigid paramodulation are identical for sets of ground clauses, since there are no variables. However, for clause paramodulation from sets \( S \) of ground clauses, if we choose a termination ordering that respects term size, then there are only an exponential number of new literals that can be generated.

**Definition 6.3** An ordering \( < \) on terms respects term size iff for all ground terms \( s, t \), if \( s < t \) then \( s \) (as a character string) is no longer than \( t \).
**Definition 6.4** The *length* of a literal is the number of characters in it, written out as a character string. We can similarly speak of the length of a term.

**Definition 6.5** A clause $C$ is a *tautology* if for some literal $L$, $C$ contains both $L$ and $\neg L$.

**Theorem 6.6** Suppose that $S$ is a set of ground clauses. Suppose we perform resolution and paramodulation on $S$, with respect to an ordering that respects term size. Then the set of non-tautologous clauses $C$ that can be generated from $S$ by resolution and paramodulation has at most $3^{a^n}$ elements, where $a$ is the number of function, constant, and predicate symbols in $S$ and $n$ is the length of the longest literal in $S$.

**Proof.** The only literals that can be generated are those whose length is at most $n$. There are at most $a^n$ such literals (not counting negations). Each such literal can appear either positively, negatively, or not at all in a non-tautologous clause. Assuming tautologous clauses are deleted, we obtain $3^{a^n}$ possibilities in all.  

**Corollary 6.7** Under the conditions of the theorem, if $S$ is $Eq$-unsatisfiable, then there is a resolution-paramodulation proof whose length is at most $3^{a^n}$.

This is worse than the situation for path paramodulation, where we can use an arbitrary termination ordering and still obtain an exponential bound on proof length, by the remark after corollary 5.10.

### 6.1 Non-Horn equality problems

Let us consider the following simultaneous rigid $E$-unification problem, which illustrates some properties of ordered paramodulation:

- $f(d_0) = d_0 \models x = d_0$  
  ($x$ is $f^i(d_0)$ for some $i$)
- $f(d_0) = d_1 \land f(d_1) = d_0 \models x = d_1$  
  ($i$ is odd)
- $f(d_0) = d_1 \land f(d_2) = d_2 \land f(d_3) = d_0 \models x = d_2$  
  ($i = 3k - 1$, some $k$)
- $f(d_0) = d_1 \land f(d_2) = d_2 \land f(d_3) = d_3 \land f(d_6) = d_0$  
  ($i = 4k - 1$, some $k$)
- ...

This formulation is a modification by Harald Ganzinger of a similar one by the author. Any solution substitution binds $x$ to $f^i(d_0)$, where $i$ is congruent to $-1$ modulo $2, 3, 4, \ldots, n$. Such an $i$ will be of the form $km - 1$ for some $k \geq 0$, where $m$ is the least common multiple of $1, 2, 3, \ldots, n$. We note that since there are about $n/(\log n)$ primes less than $n$, and each one is at least 2, $m$ is asymptotically at least $2^{n/(\log n)}$, and therefore exponential in $n$. We consider whether this solution $f^i(d_0)$ can be found by rigid paramodulation. We obtain the following set of clauses whose simultaneous rigid $E$-unification problem is that given above.
$P_1(x) \supsetneq x \neq d_0$
$P_1(x) \supsetneq f(d_0) = d_0$

$P_2(x) \supsetneq x \neq d_1$
$P_2(x) \supsetneq f(d_1) = d_1$
$P_2(x) \supsetneq f(d_1) = d_0$

$P_3(x) \supsetneq x \neq d_2$
$P_3(x) \supsetneq f(d_2) = d_1$
$P_3(x) \supsetneq f(d_2) = d_2$
$P_3(x) \supsetneq f(d_2) = d_0$

$P_4(x) \supsetneq x \neq d_3$
$P_4(x) \supsetneq f(d_3) = d_1$
$P_4(x) \supsetneq f(d_3) = d_2$
$P_4(x) \supsetneq f(d_3) = d_3$
$P_4(x) \supsetneq f(d_3) = d_0$

$P_i(x) \supsetneq x \neq d_{i-1}$
$P_i(x) \supsetneq f(d_{i-1}) = d_i$
$P_i(x) \supsetneq f(d_{i-1}) = d_{i-1}$
$P_i(x) \supsetneq f(d_{i-1}) = d_{i-2}$

$P_1(x) \lor P_2(x) \lor P_3(x) \lor \ldots \lor P_n(x)$

Such clause sets are unsatisfiable for every $n$, since we can let $x$ be $f^i(d_0)$ where $i$ is $m - 1$. However, such clause sets are difficult for some good theorem provers. We feel that these clause sets are interesting, because non-Horn equality problems are not common.

Suppose that we do ordered rigid paramodulation using an ordering that respects term size. The equations in this set of clauses are all ground equations, and the only other terms in these clauses are occurrences of the variable $x$. The only possible paramodulations are therefore between two ground equations or between a ground equation and $x$. After a paramodulation between a ground equation and $x$, $x$ will be bound to a constant symbol. Also, by paramodulating between two equations of the form $f(d_i) = d_k$, we may obtain equations of the form $s = t$ where both $s$ and $t$ are constant symbols. More equations of this type can then be obtained by further paramodulations. However, these are the only kinds of equations and bindings for $x$ that may be obtained using ordered rigid paramodulation on the given clause set.

For this proof, we need to consider a larger amplification in order to get a proof. Without a larger amplification, only the instance $x = f^i(c)$ or something larger will lead to a contradiction, and this instance can never be constructed by ordered rigid paramodulation with the ordering we have chosen (which respects term size).

The conclusion is that even if there is a $\Theta$ such that $T\Theta$ is ground and unsatisfiable, it may be that ordered rigid paramodulation from $T$ cannot find a proof. This may not be true for unrestricted rigid paramodulation, since we can always paramodulate backwards to derive $p_1(x) \supset x \neq f(d_0)$, $p_2(x) \supset x \neq f_1(d_0)$, and so on, and then obtain the proof using the axiom $x = x$. Of course, ordered non-rigid paramodulation can find a proof from this set of clauses, because it implicitly
generates a larger amplification. We see then that ordered paramodulation trades larger terms for a larger amplification.

The question then arises, how many more instances in general will ordered rigid paramodulation with a size-respecting ordering, need to get a proof? At present, we cannot say much about this problem.

7 Sizes of Amplifications

We now consider the general question of how large an amplification one needs for rigid theorem proving using various methods. For example, using the above paramodulation-based approach, the size of the amplification \( A_T \) depends on the length of a resolution-paramodulation proof \( \Pi \). It is not clear how this depends on the size of a minimal amplification \( T \) of \( S \) such that \( T \) is rigidly unsatisfiable.

In general, given a rigid theorem proving method \( M \) and a set \( S \) of clauses, let \( \text{Amp}_M(S) \) be the number of clauses in the smallest amplification \( T \) of \( S \) such that the unsatisfiability of \( T \) can be demonstrated by method \( M \). The question we would like to propose is how the quantities \( \text{Amp}_M(S) \) relate to one another for various methods \( M \). For example, we can let \( M_1 \) be unrestricted simultaneous rigid \( E \)-unification; thus \( \text{Amp}_M(S) \) is the number of clauses in the smallest \( T \) such that \( T \) is rigidly \( E \)-unsatisfiable, that is, there is a \( \Theta \) such that \( T \Theta \) is \( E \)-unsatisfiable. We can let \( M_2 \) be path paramodulation. Note that this reduces to rigid completion in the pure equational case. We can let \( M_3 \) be resolution on the equality transformation of Brand [7]. (Note that this is not the same as the equality translation used earlier, which involves the new function symbols \( f_{ij} \).) This method converts a set \( S \) of clauses to a set \( S' \) such that \( S' \cup \{ x = y \} \) is unsatisfiable (without the equality axioms) iff \( S \) is \( E \)-unsatisfiable. Then \( \text{Amp}_M(S) \) is the size of the minimal \( T \) such that \( T \) is an amplification of \( S' \cup \{ x = y \} \) and \( T \) is rigidly unsatisfiable. Also, we can let \( M_4 \) be rigid clause paramodulation, and \( M_5 \) be modified path paramodulation (in which parents of paramodulations are not deleted).

The question we would like to study is the relationships between \( \text{Amp}_M(S) \) for \( i = 1, 2, 3, 4, 5 \). In particular, is there a recursive function \( f_{ij} \) such that \( \text{Amp}_M(S) \leq f_{ij}(\text{Size}(S), \text{Amp}_M(S)) \) for all \( S \)? Can one give a better bound on \( f_{ij} \), such as exponential? Let us call a function \( f \) an \( ij \)-bounding function if \( \text{Amp}_M(S) \leq f_{ij}(\text{Size}(S), \text{Amp}_M(S)) \) for all \( S \). We note that if no recursive \( ij \)-bounding function exists, then for some sets \( S \) of clauses, method \( M_i \) will require much larger amplifications than method \( M_j \). If such a recursive \( ij \)-bounding function exists, and especially if it is small, this means that method \( M_i \) never requires many more copies of clauses than method \( M_j \). Either conclusion would be very interesting, we feel.

For some \( i \) and \( j \), this question is easily settled. For example, the function \( f(x, y) = y \) is an \( ii \)-bounding function for all \( i \). It is also fairly straightforward to show that \( f(x, y) = y \) is an \( 11 \)-bounding function, since \( M_1 \) gives the smallest amplifications of any method. Since Brand’s transformation simulates paramodulation, and path paramodulation uses an amplification whose number of clauses is bounded by the size of a paramodulation proof, it may be possible without much work to find a recursive \( 23 \)-bounding function. We have worked some on the 31 and 21-bounding functions, but the 32-case is also unknown. Results of Voda [22] seem to suggest that there are no recursive \( ii \)-bounding functions for \( i \neq 1 \).

The systems \( M_2 \) and \( M_3 \) are closely related. We note that using proof trees, we can get an exponential relation between amplifications for path paramodulation and rigid clause paramodulation. Path paramodulation will never need more clauses than are needed for a (rigid) resolution-paramodulation proof tree. Also, any rigid resolution-paramodulation proof can be converted to a proof tree with at most an exponential increase in the number of inferences. Thus we obtain that there
is a recursive 24-bounding function, in fact, there is an exponential 24-bounding function. We do not know if there is a recursive 42-bounding function.

We can also study this question for specialized $S$, for example, when $S$ is a set of unit equations and unit inequalities. In this case, $M_2$ is similar to rigid completion, that is, $M_2$. Rigid completion can be regarded as a sequence of ground completions, and in between there are critical substitutions (unifications) applied to $S$ that eliminate a variable. The ground completions do not generate new instances of the input clauses, and the critical pair operations merely apply a substitution to the entire clause set. Therefore, we never increase the size of the amplification. It follows by theorem 3.20 that if $S\Theta$ is a set of equations and inequalities that is ground and $E\Theta$-unsatisfiable, then $M_2$ and $M_2$ can generate a proof of unsatisfiability from $S$. Thus one only needs to consider amplifications having a number of clauses equal to the number of clauses in $S$. Thus $f_{11}(x, y) = y$ and $f_{51}(x, y) = y$ in this special case.

Despite a lot of work trying to resolve some of the remaining cases one way or the other, we have not been able to. We invite others to attempt the remaining cases. This is not only of interest theoretically, but has implications for the comparative efficiencies of various approaches to theorem proving with equality. One might think that the recent discovery that simultaneous rigid $E$-unification is undecidable would have implications for this question concerning the functions $f_{ij}$, but it does not seem to directly answer the questions. Another related question is how the existence of interpolation tests influences bounds on the sizes of the $f_{ij}$.

8 A New Undecidability Proof

A number of undecidability proofs for simultaneous rigid $E$-unification have recently been given, including [9]. We present another one, which we feel is interesting because it is based on Post's Correspondence Problem and also because it has a bearing on the existence of interpolation tests. In addition, this test has the feature that all of the (positive) equations used are ground equations. The construction can easily be modified (and possibly simplified) to give a direct reduction from Turing machines, as well. We consider sets of clauses that correspond to such hard instances of the simultaneous rigid $E$-unification problem, and find that for these clause sets, small $\Theta$ always exist when a larger amplification is taken.

8.1 Expressing Finite Automata and Regular Sets

We begin by giving some simple rigid $E$-unification problems to illustrate the techniques involved. For these constructions, we represent lists $[a, b, c, d]$ using ‘cons’ by $\text{cons}(a, \text{cons}(b, \text{cons}(c, \text{cons}(a, \text{NIL}))))$, as is standard. Here $\text{NIL}$ represents the empty list, and from now on we use $[]$ for this instead of $\text{NIL}$. In this section, we use $s, s_0, \ldots, s_n$ and $t, t_0, \ldots, t_n$ for unspecified ground terms or constant symbols.

Consider this rigid $E$-unification problem:

$$\text{cons}(c, []) = [] \land \text{cons}(d, []) = [] \models x = []$$

The solutions are substitutions $\Theta$ binding $x$ to lists of the constants $c$ and $d$, that is, lists such as $\text{cons}(c, \text{cons}(d, \text{cons}(d, [])))$. We can also give a simultaneous rigid $E$-unification problem whose solutions $\Theta$ bind $x$ to non-empty lists of the constants $c$ and $d$. This consists of the above rigid $E$-unification problem together with the following:

$$\text{cons}(c, []) = s \land \text{cons}(d, []) = s \land \text{cons}(c, s) = s$$

$$\land \text{cons}(d, s) = s \models x = s$$
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**Definition 8.1** If $X$ is a language over some finite alphabet $T$, where $T$ is a finite set of ground terms, then $\mathit{List}_X$ is the set of lists $[a_1, a_2, \ldots, a_n]$ such that the string $a_1a_2\ldots a_n \in X$.

We recall also that $T^*$ is the set of strings $a_1a_2\ldots a_n$ such that $a_i \in T$ for all $i$, and $T^+$ is the set of non-empty strings in $T^*$.

**Theorem 8.2** Suppose $T$ is an arbitrary finite set of ground terms. Then there is a set $eq^T$ of ground equations such that $\Theta$ is a solution to the rigid $E$-unification problem

$$eq^T \models x = []$$

iff $x\Theta$ is in $\mathit{List}_T$.

**Proof.** Let $T = \{t_1, t_2, \ldots, t_n\}$, where the $t_i$ are ground terms distinct from $[]$ and not containing the symbol “cons.” Consider the following rigid $E$-unification problem:

$$\begin{align*}
\text{cons}(t_1, []) &= [] \land \text{cons}(t_2, []) = [] \land \\
\cdots & \land \text{cons}(t_n, []) = [] \\
\forall \text{cons}(t_i, []) &= [] \models x = []
\end{align*}$$

This problem then has solutions that bind $x$ to lists of elements of $T$. $\square$

**Theorem 8.3** Suppose $T$ is an arbitrary finite set of ground terms. Then there is a constant symbol $s$ (not in $T$) and a set $eq^{T,s}$ of ground equations such that a substitution $\Theta$ is a solution to the simultaneous rigid $E$-unification problem

$$\begin{align*}
&\forall eq^T \models x = [] \\
&\forall eq^{T,s} \models x = s
\end{align*}$$

iff $x\Theta$ is in $\mathit{List}_T$.

**Proof.** Let $T = \{t_1, t_2, \ldots, t_n\}$ where the $t_i$ are ground terms. Consider the following rigid $E$-unification problem $eq^{T,s} \models x = s$:

$$\begin{align*}
\text{cons}(t_1, []) &= s \land \\
\text{cons}(t_2, []) &= s \land \\
\cdots & \land \\
\text{cons}(t_n, s) &= s \land \\
\forall \text{cons}(t_1, s) &= s \models x = s
\end{align*}$$

This problem, together with $eq^T \models x = []$, has solutions that bind $x$ to non-empty lists of elements of $T$. $\square$

We can express relations that must hold between adjacent elements in a list. For example, to express that the constants $c$ and $d$ must alternate in a list, we have the simultaneous rigid $E$-unification problem

$$\begin{align*}
\forall \text{cons}(c, []) &= [] \land \forall \text{cons}(d, []) &= [] \models x = [] \\
\forall \text{cons}(c, s_1) &= s_1 \land \forall \text{cons}(d, s_2) &= s_2 \land \forall \text{cons}(c, s_2) &= s_1 \\
\forall \text{cons}(d, s_1) &= s_2 \land g(s_1) = c \land g(s_2) = c \models g(x) = c
\end{align*}$$

We can think of $s_1$ and $s_2$ as states of a finite automaton traversing the list. In general, we can express regular sets in this way. In this example, both $s_1$ and $s_2$ would be accepting states. In general, since there may be more than one accepting state $s_1 \ldots s_n$, we need to express disjunctions of equalities such as $x = s_1 \lor \cdots \lor x = s_n$ where the $s_i$ are constants (or terms). We can express that $x$ is either $s_1$ or $\ldots$ or $s_n$ by the rigid $E$-unification problem

$$\begin{align*}
\forall g(s_1) &= c \land \cdots \land g(s_n) = c \models g(x) = c
\end{align*}$$

where $g$ is a new function symbol.
Definition 8.4 If \( A \) is a finite automaton with input alphabet \( T \), where \( T \) is a finite set of ground terms, then \( \mathcal{L}(A) \) is the set of strings \( a_1 \ldots a_n \) in \( T^* \) such that \( A \) accepts \( a_1 \ldots a_n \).

Theorem 8.5 Suppose that \( A \) is a deterministic finite automaton. Then there is a function symbol \( g \), a constant symbol \( c \), and a set \( eq_{A,gc} \) of ground equations such that \( \Theta \) is a solution to the simultaneous rigid \( E \)-unification problem

\[
eq_T \models x = []
\]

\[
eq_{A,gc} \models g(x) = c
\]

iff \( x \Theta \) is an element of \( \text{List}_{\mathcal{L}(A)} \).

Proof. Suppose that \( A \) is a deterministic finite automaton with start state \( s_0 \), set of states \( \{s_0, s_1 \ldots s_n\} \), input alphabet \( T \), and accepting states \( \{s_1 \ldots s_r\} \). Let \( F_A(a, s) \) for \( s \) in \( \{s_0, \ldots, s_n\} \) and \( a \) in \( T \) be the next-state function for \( A \) when reading \( a \) in state \( s \). Consider the following simultaneous rigid \( E \)-unification problem:

\[
eq_T \models x = []
\]

\[
[] = s_0 \land (\forall a \in \{a_1, \ldots, a_n\}, a \in T (\text{cons}(a, s) = F_A(a, s)))
\]

\[
\land (\forall s_1 \ldots s_r (g(s) = c) \models g(x) = c
\]

The solutions will bind \( x \) to lists \( [a_1, a_2, \ldots, a_n] \) such that \( T \) accepts the string \( a_1a_2 \ldots a_n \).

We note that if \( A \) has only one accepting state, then there is a simultaneous problem of the form

\[
eq_T \models x = []
\]

\[
eq_{A,gc} \models x = c
\]

that has solutions that bind \( x \) to elements of \( \text{List}_{\mathcal{L}(A)} \).

8.2 Lists of Lists

For our construction, we will need two levels of lists, that is, simple lists and lists of lists. A list of lists is of the form \([\text{list}_1, \text{list}_2, \ldots, \text{list}_n]\) where each \( \text{list}_i \) is a simple list, that is, a list of elements from an arbitrary finite alphabet \( T \). Simple lists will be denoted by \([\_]\), but we will use \([\_']\) to signify the end of a list of lists. Thus a list of lists is represented by a term of the form \( \text{cons}([\_], \text{cons}([\text{list}_2, \ldots, \text{cons}([\_'), \ldots])) \).

The reasons for this will become clearer later.

Definition 8.6 If \( X \) is a set of strings over the finite alphabet \( T \), where \( T \) is a finite set of ground terms, then \( \text{List}_X \) is the set of lists of lists of the form \([\text{list}_1, \text{list}_2, \ldots, \text{list}_n]\) where each \( \text{list}_i \) is in \( \text{List}_X \).

We can give a rigid \( E \)-unification problem whose solutions are in \( \text{List}_T \), that is, the solutions bind \( x \) to lists of the form \([\_], \text{list}_2, \ldots, \text{list}_n]\) where each \( \text{list}_i \) is a non-empty list of elements of an arbitrary finite set \( T \) of ground terms. This can be done by the simultaneous rigid \( E \)-unification problem

\[
eq_T \land \text{cons}([\_], [\_']) = [\_'] \models x = [\_']
\]

\[
eq_{T,s} \land \text{cons}(s, [\_']) = [\_'] \models x = [\_']
\]

where \( eq_T \) and \( eq_{T,s} \) are as defined above. We can also express membership in \( \text{List}_{\mathcal{L}(A)} \) for a finite automaton \( A \).
Theorem 8.7 Suppose $A$ is a finite automata whose alphabet is a (finite) set $T$ of ground terms and such that $A$ does not accept the empty word. Then there is a set $eq$ of ground equations and a constant symbol $e'$ such that a substitution $\Theta$ is a solution to the simultaneous rigid $E$-unification problem
\begin{equation}
eq' \land cons([], []) = ['] \models L = ['
\end{equation}
iff $L\Theta$ is a non-empty element of $LList_{E(A)}$.

**Proof.** Let $S_A$ be the states of $A$. Let $S'_A$ be the accepting states of $A$. Suppose $s_0$ is the start state of $A$. Then we have the following simultaneous problem:
\begin{align}
\bigwedge_{a \in T}(cons(a, []) = []) \land cons([], [']) = ['] \models L = ['
\end{align}
\begin{align}
[] = s_0 \land (\bigwedge_{s \in S_A, a \in T}(cons(a, s) = F_A(a, s))) \land
(\bigwedge_{s \in S'_A} cons(s, [']) = e') \land (\bigwedge_{s \in S'_A} cons(s, e') = e) \models L = e'
\end{align}
The first problem constrains $L$ to be a list of elements $list_i$ in which each $list_i$ is a list of elements of $T$. Consider a list of lists of the form $[list_1, list_2, list_3]$ where $list_i$ are in $List_{E(A)}$. Then using the equations $[] = s_0 \land (\bigwedge_{s \in S_A, a \in T}(cons(a, s) = F_A(a, s)))$, we equate this list to $[s_1, s_2, s_3]$, where $s_i$ are accepting states of $S_A$. Then using the equations $\bigwedge_{s \in S'_A} cons(s, [']) = e'$, this equals $cons(s_1, cons(s_2, e'))$. Finally, two applications of the equations $\bigwedge_{s \in S'_A} cons(s, e') = e'$ equate the entire list to $e'$. The same argument works in general for a list $[list_1, \ldots, list_m]$ in $LList_{E(A)}$. Conversely, one shows that any solution to the above rigid $E$-unification problem must be of this form. $\square$

We can express the fact that $Z$ is the first element of a list (of lists) $L$ by the equation $cons(Z, L_1) = L$. We can also express the fact that the last element of a list of lists $L$ is in $List_{E(A)}$, and the remaining elements of $L$ are in $List_{E(A)}$, where $A_i$ are finite automata.

**Definition 8.8** If $X$ and $Y$ are two sets of strings over finite alphabets of ground terms, then $LList_{X,Y}$ is the set of lists of the form $[list_1, list_2, \ldots, list_m]$ where $list_1 \in List_X$ and $list_i \in List_Y$ for $1 \leq i < m$.

**Theorem 8.9** Suppose $A_1$ and $A_2$ are two finite automata whose alphabets are (finite) sets of ground terms and such that neither $A_i$ accepts the empty word. Then there is a set $eq$ of ground equations and a constant symbol $e'$ such that a substitution $\Theta$ is a solution to the simultaneous rigid $E$-unification problem
\begin{equation}
eq' \land cons([], [']) = ['] \models L = ['
\end{equation}
iff $L\Theta$ is an element of $LList_{E(A_1), E(A_2)}$.

**Proof.** For this, we let $A$ be a product automaton, that is, $A$ simulates $A_1$ and $A_2$ simultaneously, and the states of $A$ are pairs of states from $A_1$ and $A_2$. Let $T$ be the union of the alphabets of $A_1$ and $A_2$ and let $S_A$ be the states of $A$. Let $S_{A,1}$ be the states of $A$ that correspond to acceptance by $A_1$, and let $S_{A,2}$ be the states of $A$ that correspond to acceptance by $A_2$. That is, if we make $S_{A,1}$ the accepting states of $A$, $A$ is equivalent to $A_1$, and if we make $S_{A,2}$ the accepting states of $A$, $A$
is equivalent to $A_2$. Suppose $s_0$ is the start state of $A$. Then we have the following simultaneous problem:

$$(\forall a \in T (\text{cons}(a, []) = []) \land \text{cons}([], []) = [])' \models L = []'$$

$$[] = s_0 \land (\forall s \in S_{A_2} (\text{cons}(a, s) = F_A(a, s))) \land$$

$$(\forall s \in S_{A_2} (\text{cons}(s, []) = ') \land \forall s \in S_{A_2} (\text{cons}(s, c) = c') \models L = c')$$

The first problem constrains $L$ to be a list of elements $\text{list}_1$ in which each $\text{list}_i$ is a list of elements of $T$. Consider a list of lists of the form $[\text{list}_1, \text{list}_2, \text{list}_3]$ where $\text{list}_1$ and $\text{list}_2$ are in $\text{List}(A_1)$ and $\text{list}_3$ is in $\text{List}(A_2)$. Then using the equations $[] = s_0 \land (\forall s \in S_{A_2} (\text{cons}(a, s) = F_A(a, s)))$, we equate this list to $[s_1, s_2, s_3]$, where $s_1$ and $s_2$ are states of $S_{A_1}$ and $s_3$ is an accepting state of $S_{A_2}$. Then using the equations $\forall s \in S_{A_2} (\text{cons}(s, []) = ')$, this equals $\text{cons}(s_1, \text{cons}(s_2, c'))$. Finally, two applications of the equations $\forall s \in S_{A_2} (\text{cons}(s, c) = c'$ equate the entire list to $c'$. The same argument works in general for a list $[\text{list}_1, \ldots, \text{list}_n]$ in $\text{List}(A_1) \cup \text{List}(A_2)$. Conversely, one shows that any solution to the above rigid $E$-unification problem must be of this form. □

We can also extend this to three automata, as follows:

**Definition 8.10** If $X$, $Y$, and $Z$ are three sets of strings over finite alphabets of ground terms, then $\text{List}(X, Y, Z)$ is the set of lists of the form $[\text{list}_1, \text{list}_2, \ldots, \text{list}_n]$ where $n \geq 3$, $\text{list}_i \in \text{List}_X$, $\text{list}_i \in \text{List}_Y$ for $1 \leq i \leq n$, and $\text{list}_1 \in \text{List}_X$.

**Theorem 8.11** Suppose $A_1$, $A_2$, and $A_3$ are three finite automata whose alphabets are (finite) sets of ground terms and such that none of the $A_i$ accepts the empty word. Then there is a set of ground equations and a constant symbol $c'$ such that a substitution $\Theta$ is a solution to the simultaneous rigid $E$-unification problem

$$\text{eq}^T \land \text{cons}([], [])' = []' \models L = []'$$

$$\text{eq} \models L = c'$$

iff $L\Theta$ is an element of $\text{List}(A_1) \cup \text{List}(A_2) \cup \text{List}(A_3)$.

**Proof.** A fairly straightforward extension of the construction in theorem 8.9. □

### 8.3 Pairing Lists

We also need a way to pair lists up to specify how a list can be modified by a sequence of operations. For this we need some definitions. Recall that $[t_1, \ldots, t_n]$ is an abbreviation for the term $\text{cons}(t_1, \text{cons}(t_2, \ldots, \text{cons}(t_n, [])) )$.

**Definition 8.12** Let $u_1, \ldots, u_n$ be ground terms. Suppose that $M$ is a list of the form $[f(t_1, u_1), \ldots, f(t_n, u_n)]$ and $L_1$ is the list $[t_1, \ldots, t_n]$. Then we call $L_1$ the 1-projection of $M$. We call the list $L_2 = [u_1, \ldots, u_n]$ the 2-projection of $M$. We call $M$ a pairing of $L_1$ and $L_2$. Thus $[a, b, c]$ is the 1-projection of $[f(a, c), f(b, d), f(a, d)]$ and $[a, b, c, d]$ is the 2-projection of this list. Also, the list $[f(a, c), f(b, d), f(a, d)]$ is a pairing of $[a, b, c]$ and $[a, b, c, d]$.

If $T_1$ and $T_2$ are arbitrary finite sets of ground terms and $f$ is a binary function symbol, let $f(T_1, T_2)$ be the set of terms $f(x, y)$ for $x \in T_1$ and $y \in T_2$. We can express the fact that $M$ is a list of elements of $f(T_1, T_2)$ and $L$ is the 1-projection of $M$ by the simultaneous problem
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\[
\begin{align*}
& eq_{T_1} \\ & \land_{\sigma \in T_2} f(x, y) = x
\end{align*}
\]

We can express the fact that \( L \) is the 2-projection of \( M \) by the simultaneous problem

\[
\begin{align*}
& eq_{T_2} \\ & \land_{\sigma \in T_2} f(x, y) = y
\end{align*}
\]

**Definition 8.13** We say that the list of lists \( L_p \) is a shifted pairing of the list of lists \( L \) if \( L_p \) is of the form \([M_1, M_2, \ldots, M_m]\) where the \( M_i \) are lists of elements of \( f(T, T) \), the list of lists \( L \) is of the form \([\text{list}_1, \ldots, \text{list}_m]\), the lists \( \text{list}_i \) are lists of elements of \( T \), and \( M_i \) is a pairing of \( \text{list}_1 \) and \( \text{list}_i \). \( M_2 \) is a pairing of \( \text{list}_2 \) and \( \text{list}_3, \ldots \) and \( M_m \) is a pairing of \( \text{list}_m \) and some list of the form \([\#, \#, \ldots, \#]\).

As an example, the list of lists \( L_p = \left[[f(a, b), f(b, c)], [f(b, a), f(c, d)], [f(a, b), f(d, \#)]\right] \) is a shifted pairing of the list of lists \( L = \left[[a, b], [b, c], [c, d]\right] \). Thus the elements of \( L_p \) are a pairing of \([a, b]\) and \([b, c]\), a pairing of \([b, c]\) and \([c, d]\), and a pairing of \([c, d]\) and \([\#, \#]\), respectively.

**Theorem 8.14** Suppose that \( T \) is a set of ground terms and \( \# \) and \( \& \) are constant symbols not in \( T \). Then there is a simultaneous rigid E-unification problem such that \( \Theta \) is a solution to the problem iff \( L \Theta \) is a list of lists of elements of \( L \) and \( L \Theta \) is a shifted pairing of \( L \).

**Proof.** Consider the following simultaneous problem:

\[
\begin{align*}
& eq^T \land \text{cons}(\#)[\#] = []' \\ & eq^{T \cup \{\#\}} \land \text{cons}(\#)[\#]' = []' \\ & \land_{\sigma \in T \cup \{\#\}} f(x, y) = x \\ & \text{cons}(\#)[\#]' = [\#]' \land \text{cons}(\# \times \text{cons}(\#))[\#] = \text{cons}(\#'[\#]) \\ & \land_{\sigma \in T \cup \{\#\}} f(x, y) = y
\end{align*}
\]

The equation \( \text{cons}(\#)[\#]' = [\#]' \) means that any list of lists can be viewed as having an arbitrary number of lists of the form \([\#]\) on the end. Thus \([\text{list}_1, \ldots, \text{list}_m] = \left[[\text{list}_1, \ldots, \text{list}_m], [\#], \ldots, [\#]\right]\). The equation \( \text{cons}(\# \times \text{cons}(\#)) = \text{cons}(\#'[\#]) \) means that any one of these lists \([\#]\) can be expanded to include an arbitrary number of occurrences of \( \# \), that is, can be expanded to a list of the form \([\#, \#, \ldots, \#]\). That is, \( [\#] = [\#, \#, \ldots, \#]\).

The first (simple) rigid E-unification problem given expresses the fact that \( L \) is a list of lists of elements of \( T \). The second problem expresses the fact that \( L_p \) is a list of lists of elements of \( f(T \cup \{\#\}) \). The third problem expresses the fact that elements of \( L \) are 1-projections of corresponding elements of \( L_p \). The fourth problem expresses the fact that elements of \( L \) are 2-projections of preceding elements of \( L_p \). Together this implies that \( L_p \) is a shifted pairing of \( L \). We can also show that any solution of this simultaneous problem will be of this form. \( \square \)

### 8.4 Expressing PCP as a Regular Set

With this machinery, we can express Post's Correspondence Problem (PCP). An instance of PCP is two sequences \( \alpha_1, \ldots, \alpha_n \) and \( \beta_1, \beta_n \) of strings over a finite alphabet \( \Sigma \). A solution to this instance of PCP is a sequence \( i_1, \ldots, i_k \) of integers such that \( \alpha_{i_1} \cdots \alpha_{i_k} = \beta_{i_1} \cdots \beta_k \). It is known to be undecidable whether an instance of PCP has a solution.
We construct a regular set $R$ from a PCP instance such that this PCP instance is solvable if there is a string $y$ in $R$ having a certain property, which we will call index consistency. Using this regular set $R$, we express the Post Correspondence Problem as a simultaneous rigid $E$-unification problem that has a solution if the instance of PCP is solvable. We represent a solution to this instance of PCP as a list of lists $L = [\text{list}_1, \ldots, \text{list}_m]$, where $\text{list}_m$ is a string in $R$ and the index consistency of $\text{list}_m$ is checked using the other lists $\text{list}_i$. We represent a string as before by a list of constants, so the string after would be represented by the list $[\alpha, \beta, \alpha, \alpha]$.

**Definition 8.15** Consider an instance of the PCP as given above. Let $\Gamma_1$ be the set of indices $\alpha_j$ for $1 \leq j \leq n$, and let $\Gamma_2$ be the set of indices $\beta_j$ for $1 \leq j \leq n$. Let $\Gamma$ be $\Gamma_1 \cup \Gamma_2$. Let $\alpha'_j$ be the regular set consisting of strings obtained from $\alpha_j$ by inserting arbitrary occurrences of the indices $\beta_j$ at arbitrary places. Thus if $\alpha_j$ is $c_1 c_2 \ldots c_m$, then $\alpha'_j$ is $\Gamma_2 c_1 \Gamma_2 c_2 \ldots \Gamma_2 c_m \Gamma_2$. Let $\beta_i$ be the regular set consisting of strings obtained from the $\beta_i$ by inserting arbitrary occurrences of the indices $\alpha_j$ at arbitrary places. The regular set $R$ is the intersection of the two regular sets $(\alpha'_1 \alpha'_2 + \ldots + \alpha'_n)^* \Gamma_2$ and $(\beta_1 \beta_2 + \ldots + \beta_n)^* \Gamma_2$.

Since the intersection of two regular sets is a regular set, $R$ is a regular set. Note that $R$ is a subset of $(\Sigma \cup \Gamma)^*$. Recall that a solution to this instance of PCP is a string that can be written either as $\alpha_1 \ldots \alpha_k$ or as $\beta_1 \ldots \beta_k$. The intuitive idea of $R$ is to represent the solution as the string $\alpha_1 \ldots \alpha_k$ with the new constants $\alpha'_1 \ldots \alpha'_k$ inserted after the strings $\alpha_1 \ldots \alpha_k$, respectively, and with the new constants $\beta_1 \ldots \beta_k$ inserted after the strings $\beta_1 \ldots \beta_k$, respectively.

**Definition 8.16** The $\alpha$-index trace of a string $c_1 c_2 \ldots c_n$ is the string $\phi(c_1) \phi(c_2) \ldots \phi(c_n)$, where $\phi$ maps the indices $\alpha_j$ onto $j$ and other elements of $\Sigma \cup \Gamma$ are mapped onto the empty string. Thus the $\alpha$-index trace of a string is a list of integers. The $\beta$-index trace of a string $c_1 c_2 \ldots c_n$ is the string $\phi(c_1) \phi(c_2) \ldots \phi(c_n)$, where $\phi$ maps the indices $\beta_j$ onto $j$ and other elements of $\Sigma \cup \Gamma$ are mapped onto the empty string. A string $\gamma$ in $(\Sigma \cup \Gamma)^*$ is index consistent if its $\alpha$-index trace is identical to its $\beta$-index trace.

Thus the string $d'_1 d'_2 d'_3 d'_4 b'_1 b'_2$ is index consistent, because its $\alpha$-index trace is 1, 2 and its $\beta$-index trace is also 1, 2. However, $d'_1 d'_2 d'_3 d'_4 b'_1$ is not index consistent, because its $\alpha$-index trace is 1, 2 and its $\beta$-index trace is 1, 1.

**Theorem 8.17** The given instance of PCP has a solution if and only if there is a string $y$ in $R$ such that $y$ is index consistent.

**Proof.** If such an $y$ exists, then we can determine the strings $\alpha_j$ of a PCP solution using the $\alpha$-indices and we can determine the strings $\beta_i$ of a PCP solution using the $b$-indices. Thus we can obtain a solution to the PCP instance. Conversely, if the PCP instance is solvable, we can take a solution $\alpha_1 \ldots \alpha_k = \beta_1 \ldots \beta_k$ and insert $\alpha$ and $b$-indices to obtain an element of $R$ that is index consistent. 

### 8.5 Expressing PCP as a List of Lists

Let $A_1$ be a finite automaton accepting $\Sigma \cup \Gamma^*$. Since $R$ is a regular set, it can be expressed as the set of strings accepted by a finite automaton $A_2$. Therefore, it is possible to express $List(A_1)$ using a rigid $E$-unification problem as mentioned earlier. We can then express the fact that $L$ is in $LList(A_1, A_2)$ by a simultaneous rigid $E$-unification problem, by theorem 8.9 above. What cannot easily be expressed is the fact that $\text{list}_m$ is index consistent. To express this, we need to constrain the other elements $\text{list}_1, \ldots, \text{list}_{m-1}$ of the list $L$ in a manner which we now explain.
Definition 8.18 We say that a string $\gamma_2$ is a legal transposition of $\gamma_1$ if $\gamma_2$ is obtained from $\gamma_1$ by exchanging two adjacent symbols, at least one of which is an element of $\Gamma$. However, we do not permit two indices of the same type to be permuted. That is, we do not permute two elements of $\Gamma_1$ or two elements of $\Gamma_2$. Thus the string $c_1d_1c_2d_2$ is a legal transposition of the string $c_1d_2c_2d_2$, but the string $c_1d_1c_2d_2$ is not a legal transposition of the string $c_1d_2c_2d_2$, since that involves an exchange two indices of the same type (a-indices).

Note that if $\gamma_2$ is a legal transposition of $\gamma_1$, then $\gamma_1$ and $\gamma_2$ have the same $\alpha$-index trace and the same $\beta$-index trace.

Definition 8.19 A string $\gamma$ is a simple correspondence if every occurrence of $a'$ is immediately followed by $b'$ and every occurrence of $b'$ is immediately preceded by $a'$.

Note that the set of simple correspondences is a regular set. Also, all simple correspondences are index consistent.

Definition 8.20 A transposition history is a list $L_p$ of the form $[\text{list}_1, \text{list}_2, \ldots, \text{list}_n]$ where $\text{list}_m$ is an element of $R$, each $\text{list}_i$ is a legal transposition of $\text{list}_{i+1}$, and $\text{list}_1$ is a simple correspondence.

Note that if $L_p$ is a transposition history, then all the lists $\text{list}_i$ have the same $\alpha$-index trace and the same $\beta$-index trace.

Theorem 8.21 The given PCP instance is solvable iff a legal transposition history $L_p$ exists.

Proof. If the PCP instance is solvable, then we can choose $\text{list}_m$ as an element of $R$ that is index consistent. By a sequence of legal transpositions, we can obtain $\text{list}_1$ that is a simple correspondence. Conversely, if there is a transposition history, then $\text{list}_m$ is an element of $R$ that is index consistent, hence the PCP instance is solvable.

Theorem 8.22 There is a finite automata $A$ such that for any lists $\text{list}_1$ and $\text{list}_2$ of elements of $\Sigma\cup\Gamma$, lists $\text{list}_1$ and $\text{list}_2$ are legal transpositions of each other iff $A$ accepts $\text{list}_3$, where $\text{list}_3$ is a pairing of $\text{list}_1$ and $\text{list}_2$.

Proof. The list $\text{list}_3$ can only be of the form

$$[f(a_1, a_1), f(a_2, a_2), \ldots, f(a_i, a_{i+1}), f(a_{i+1}, a_i), \ldots, f(a_n, a_n)]$$

where $a_i$ and $a_{i+1}$ are elements of $\Sigma\cup\Gamma$ that are not both in $\Gamma_1$ or both in $\Gamma_2$. This can easily be checked by a finite automaton (with one accepting state).

We recall here by theorem 8.14 above that there is a simultaneous rigid $E$-unification problem whose solutions are lists $L$ and $L_p$ such that $L_p$ is a shifted pairing of $L$. In fact, we can find such a problem of the form

$$E_1 \iff L = []'$$
$$E_2 \iff L_p = []'$$
$$E_3 \iff L_p = L$$
$$E_4 \iff L = \text{cons}(Z, L_p),$$
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by theorem 8.14.
What remains is to find a way to constrain the lists \( \text{list}_i \) to be obtained by permutations in this manner from \( \text{list}_{i+1} \). For this we use the list pairing mechanism developed above.

**Theorem 8.23** There is a rigid \( E \)-unification problem whose solutions consist of the lists \( L \) and \( L_p \) such that \( L \) is a transposition history for the given PCP instance and \( L_p \) is a shifted pairing of \( L \).

**Proof.** We just showed (recalled) how to express the fact that \( L_p \) is a shifted pairing of \( L \). What remains is to express the fact that adjacent elements of \( L \) are obtained by legal transpositions. By theorem 8.22, there is a finite automaton \( A \) to check if each element of \( L_p \) is a pairing of two lists that are legal transpositions of each other. We have to modify this automaton \( A \) to also accept lists of the form \( \{f(a_1, \#), f(a_2, \#), \ldots, f(a_n, \#)\} \) for \( a_i \in \Sigma \cup \Gamma \); since the last element of \( L_p \) will be of this form. By theorem 8.7, there is a rigid \( E \)-unification problem

\[
E_2 \models L_p = L' \\
E_5 \models L_p = c'
\]

expressing membership in \( L\text{List}_{\Sigma(A)} \), where \( E_2 \) is as above. Therefore we obtain a simultaneous problem of the form

\[
E_1 \models L = L' \\
E_2 \models L_p = L' \\
E_3 \models L_p = L \\
E_4 \models L = \text{cons}(Z, L_p) \\
E_5 \models L_p = c'
\]

which expresses the fact that \( L_p \) is a shifted pairing of \( L \) and that adjacent elements of \( L \) are legal transpositions. The only parts that remain are to check that the first element of \( L \) is a simple correspondence and that the last element of \( L \) is an element of \( R \). This is equivalent to checking that \( L \) is in \( L\text{List}_{\Sigma(A_1), \Sigma(A_2), \Sigma(A_3)} \) where \( A_i \) are finite automata and \( A_1 \) checks for simple correspondences, \( A_2 \) accepts anything, and \( A_3 \) checks for membership in \( R \). By theorem 8.11, this can be checked by the problem \( E_1 \models L = L' \) above together with a problem of the form

\[
E_6 \models L = c'.
\]

These six problems together then satisfy the conditions of the theorem.

**Corollary 8.24** The given simultaneous rigid \( E \)-unification problem is solvable iff the PCP instance is solvable. Therefore, simultaneous rigid \( E \)-unification is undecidable.

We note here that we could just as easily specify that \( \text{list}_i \) of \( L \) be obtained from \( \text{list}_{i+1} \) by one step of a Turing computation, since this can also be checked by a finite automaton, and thus obtain a simple reduction directly from Turing machines. This Turing construction might be interesting, because it might lead to a smaller undecidable subclass of simultaneous rigid \( E \)-unification.
8.6 The Final Simultaneous Problem

Putting this all together, we obtain a simultaneous problem of the following form:

\[(\exists L, Z, Lp) [E_1 \models L = \emptyset'] \quad (\text{alphabet of } L)\]
\[\land E_2 \models Lp = \emptyset' \quad (\text{alphabet of } Lp)\]
\[\land E_3 \models Lp = L \quad (\text{first element of pairs in } Lp)\]
\[\land E_4 \models L = \text{cons}(Z, Lp) \quad (\text{second element of pairs in } Lp)\]
\[\land E_5 \models Lp = c^e \quad (\text{check } Lp \text{ that successive elements of } L \text{ are obtained by legal transpositions})\]
\[\land E_6 \models L = c^e'] \quad (\text{first element of } L \text{ has indices matching, last element of } L \text{ is in } R)\]

This corresponds to the following set of clauses:

\[-p_1(L, Z, Lp) \lor L \neq \emptyset'\]
\[-p_1(L, Z, Lp) \lor E_1\]
\[-p_2(L, Z, Lp) \lor Lp \neq \emptyset'\]
\[-p_2(L, Z, Lp) \lor E_2\]
\[-p_3(L, Z, Lp) \lor Lp \neq L\]
\[-p_3(L, Z, Lp) \lor E_3\]
\[-p_4(L, Z, Lp) \lor L \neq \text{cons}(Z, Lp)\]
\[-p_4(L, Z, Lp) \lor E_4\]
\[-p_5(L, Z, Lp) \lor Lp \neq c^e\]
\[-p_5(L, Z, Lp) \lor E_5\]
\[-p_6(L, Z, Lp) \lor L \neq c^e'\]
\[-p_6(L, Z, Lp) \lor E_6\]
\[p_1(L, Z, Lp) \lor p_2(L, Z, Lp) \lor p_3(L, Z, Lp) \lor p_4(L, Z, Lp) \lor p_5(L, Z, Lp) \lor p_6(L, Z, Lp)\]

We use \(-p_1(L, Z, Lp) \lor E_1\) to abbreviate the set of clauses of the form \(-p_1(L, Z, Lp)\)\forall c \in E_1, and similarly for the other sets of equations. For a spanning set of these clauses, we can take the equational sets \((L \neq \emptyset', E_1), (Lp \neq \emptyset', E_2), \ldots, (L \neq c^e, E_6)\) together with the pairs of literals \(\{-p_1(L, Z, Lp), p_1(L, Z, Lp)\}\). This is a spanning set because if a path does not include any of the equational sets, then it must include all the \(-p_1\) literals (at least one of each) and it also must contain some \(p_1\) literal from the bottom clause, leading to a contradiction. Unifying on the sets \(p_1\) and \(-p_1\) binds all the variables, whence we obtain the simultaneous problem above.

This implies that the following problem is undecidable: Given a set \(S\) of clauses, is there a substitution \(\Theta\) such that \(S\Theta\) is \(\text{Eq}\)-unsatisfiable. For a proof, consider the above set of clauses. Then \(S\Theta\) is \(\text{Eq}\)-unsatisfiable iff the PCP instance has a solution. We note that the equations appearing in each separate rigid unification problem are ground equations.

A problem is that there don't seem to be many ordered paramodulations possible here, since the only available function symbols to use for ordered paramodulation (except for ground equations) is "cons." It would be interesting to check this construction by deriving an ordered paramodulation refutation from the above clause set for a particular PCP instance, this would also help to check the completeness of ordered paramodulation.

We note that this set of clauses is splittable. This implies that there is an interpolation test of fairly low complexity which can substitute for simultaneous rigid \(E\)-unification in this case. Thus the relevance of the undecidability of simultaneous rigid \(E\)-unification to theorem proving is still unclear. However, some results of Voda [22] may be relevant here. He shows that by considering larger amplifications, one cannot always remove the undecidability property.
9 Conclusion

Despite the undecidability of simultaneous rigid $E$-unification, we have shown that in many common special cases of interest, decidable alternatives exist, and some of these have a complexity essentially the same as that of simple rigid $E$-unification. We have also presented some fully general alternatives that can be substituted for simultaneous rigid $E$-unification, and have analyzed their complexity to some extent. Finally, we presented a new proof of undecidability for the simultaneous problem. This proof is based on a reduction from the Post Correspondence Problem, and has the interesting feature that all of the positive equations used are ground equations in the instances constructed. This shows that simultaneous rigid $E$-unification is still undecidable when all the positive equations used are ground equations, a fairly restrictive special case. A number of open problems and directions for future research are also given. In general, we feel that the analysis of the complexity of theorem proving procedures is a challenging research area, besides giving insight into the behavior and utility of various approaches to theorem proving.
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